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Crossed beams of electrons and Li* ions have been used to measure the absolute emission cross section for
the process, e + Lit(1!S)—e + Lit(n ) — hv (548.5 nm), from below the threshold at 61.26 to 162 eV.
The cross section exhibits the sharp onset at threshold characteristic of positive-ion excitation. The cross
section at threshold is deduced to be 2.0 X 10~!® cm? decreasing to 0.2 X 107!® cm? at 162 eV. Total
uncertainties at a 68% confidence level are typically about +15%. Pronounced structure is observed in the
near-threshold region. From about 1.5 times the threshold energy to the highest energies measured, the
cross section follows the generally predicted E ~* behavior for 'S to 3P transitions. Theoretical predictions of
the cross sections differ from one another by up to a factor of 2, and none appears to fit the data really well.

1. INTRODUCTION

To date, a limited number of cross-section mea-
surements have been completed for electron-im-
pact excitation of positive ions. However, there
has not yet been an experimental measurement for
a positive ion of an excitation which involves a
change of spin. In this paper we report the mea-
surement of the absolute total emission cross sec-
tion for the process

e + Li*(1'S) -~ e+ Li*(n®1) =hv 548.5 nm. (1)

The process is dominated by excitation of the 23P
level from which the 548-nm radiation originates,
but may include substantial contributions from ex-
citation of levels such as 33D and 3 3S which cas-
cade to the 2°P level. This process is a prototype
for excitations involving change of spin, and hence
provides a valuable reference point for theoretical
calculations of such processes. In particular, the
role of exchange as opposed to direct scattering
can be illuminated due to the dominance of the ex-
change channel for spin-forbidden excitations.!

The type of process explored here is also of in-
terest in high-temperature plasma diagnostics.
The helium isoelectronic sequence is frequently
used as an electron density diagnostic in astro-
physical and laboratory plasmas.>” Although the
low cosmic abundance of Li precludes its direct
use as an astrophysical tool, laboratory measure-
ments on Li* will allow determination of the reli-
ability of the theories for the more highly charged
heliumlike ions. This determination has hereto-
fore been impossible in a quantitative sense.

II. EXPERIMENTAL PROCEDURE

The experiment consists of bombarding target
Li* ions with variable-energy electrons and mea-
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suring a known fraction of the 548.5-nm photons
produced from the resulting excitation of the 23P
level which radiatively decays to the 23S level. An
energy-level diagram for Li* is shown in Fig. 1.
The crossed-charged-beams apparatus used for
this work is shown schematically in Fig. 2 and has
been described in considerable detail previously.®°
We will discuss some general aspects of the meth-
od, but try to limit discussions of detail to those
aspects which are unique to the present experiment.
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A. Derivation of cross section from measured quantities

The cross section is obtained from measured
quantities from the equation
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Here o is the emission cross section, ® is the pho-
ton count rate, e is the electronic charge, I, and I,
are the total currents of ions and electrons, and

v, and v, are the respective velocities. The factor
Y, corrects for anisotropy of the radiation and
takes into account the finite detector solid angle

Q. It is given in terms of 8, the angle between the
photon trajectory and electron beam axis, by

Yo=(1-P{cos®0),)/(1-LP),

where P is the polarization of photons emitted
along the detection axis, and {cos®@), is the aver-
age value of cos®6 over the detector solid angle.
The form factor § accounts for the spatial overlap
of the beams and the spatial variation of detector
sensitivity. Let axes x, y, and z be, respectively,
the directions of the ion beam, electron beam, and
the axis of observation of photons. Also, let R(z)
and G(z) represent ion- and electron-beam density
distributions along the z axis and n(z, A) the relative
detector sensitivity profile. The form factor is
then given by

®)
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where
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and
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The quantity D(z,,)) in Eq. (2) is the average
probability that a photon emitted in an arbitrary
direction from the z =2z, plane in the collision vol-
ume will be counted, and Dg(z,2) in Eq. (5) is the
relative variation of that probability with height z,
normalized such that Dg(z,,A)=1. Dy(x,z,)) is the
relative probability averaged over the width of the
ion beam that a photon emitted from a line parallel
to the electron beam will be detected, wu, is the
width of the electron beam, and 7 is the lifetime
of the transition yielding photons of wavelength A.
In Eq. (5) the subtraction of I, accounts for the fact
that, due to their finite lifetime, some ions do not
radiate while within the electron beam, while the
term including I, accounts for emission beyond the
electron beam which is still detected. In this ex-
periment, about 65% of the excited ions radiated
beyond the field of view of the detector. This point
is discussed in detail in the Appendix. As prev-
iously noted, the methods of measurement of quan-
tities in Egqs. (2)-(7) have been discussed thorough-
ly elsewhere.®?

B. Ion beam, electron beam, and photon detector

Ions are thermionically emitted from an indir-
ectly heated molybdenum surface coated with 8-
eucryptite,’***? accelerated, and focused into a
beam. The gun is fabricated from gold-plated
OFHC copper, and the cylindrical elements are
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clamped onto parallel ceramic rods. The emitter
is a molybdenum cylinder, closed on one end and
coated on that end with a layer approximately

0.5 mm thick of the Li-containing material, B-
eucryptite. A commercial cathode heater operated
at about 15 W is inserted into the open end for in-
direct heating of the emitter. The coating is ap-
plied in the form of a powder suspended in methan-
ol, and then melted into a glasslike state in a hy-
drogen-induction furnace.

In initial tests of the source it was found by mass
spectrometry that after approximately 5 h of oper-
ation, species purity of the beam was better than
99.9%; hence no mass analysis was employed.

The normal isotope ratio "Li/®Li=12.5 was also
observed. Ions are extracted from the surface of
the emitter by a standard Soa lens, then focused
and steered by voltages on the remaining elements.
The beam is transported through a differential
pumping tube from the separately pumped ion-gun
chamber into the interaction chamber where the
pressure is typically less than 1.3 X 10”7 Pa (10™°
Torr). It is then refocused into a parallel beam

by a three-aperture einzel lens. Final positioning
of the beam is accomplished by horizontal and ver-
tical electrostatic deflectors immediately before
the collision box, and the beam is finally trapped
in a collector which has been described previously?
By observing the beam current into the collector as
a function of emission current (varied by changing
heater power) we concluded that the ion beam was
space-charge limited to about 6 uA at 1-keV beam
energy. The life of the ion source was approx-
imately 100 h, during which time the beam current
decayed from its space-charge-limited value to
about 2 nA. As ion emission decreased, the heat-
er was turned up to maintain useable currents, and
the life of the source was always terminated by
heater burnout.

The electron gun used in this work is identical to
the one previously described®!° except that some
slits are changed to reduce noise originating from
photons produced by electrons striking slits. As
both beams were modulated and signals recorded
in suitably gated dual scalers such “slit noise”
would normally not have been a major problem.
However, the ion beam was of high enough density
that the space-charge potential of the ion beam in-
troduced a perturbation of electron trajectories.
Since the slit noise was a function of electron tra-
jectories it turned out that there was a component
of noise that was synchronously modulated in such
a way as to give a “negative signal” larger in mag-
nitude than the true signal, leading to erroneous
results. The situation was resolved by reducing
the electron-beam size via an upstream -limiting
aperture (6.35% 2.0 mm), and enlarging down-

stream aperatures to reduce the number of elec-
trons impinging on slits visible to the detection
optics. A variety of diagnostics including tests of
the cross section versus ion-beam current verified
that the space-charge-modulated component of
noise was eliminated.

In addition to altering the electron trajectories,
the ion space charge tends to accelerate the elec-
trons as they approach the ion beam. In order to
measure this effect we measured the excitation
function for the process

e+H,~e+H(ls)+H(n=3) (8)

which has a threshold at 16.6 eV. The measure-
ment was done at a variety of electron-beam cur-
rents and both with and without the ion beam tra-
versing the collision volume. Modifying the energy
calibration formula used by Taylor and Dunn® to
account for the ion space-charge acceleration, we
obtain

eV,=e[V,—¢ - (S,/VY?)I,+(S,AY?/VY?)1,],
9)

where V, is the cathode potential in volts, eV, is
the electron energy in electron volts, ¢ is the
cathode contact potential, I, and I; are the electron
and ion dc currents in microamperes, V, is the
ion acceleration voltage, A, is the ion atomic
weight, and S, and S; are geometrical constants.
By measuring the H, and Li*(23P) thresholds we
determined the constants in Eq. (9) to be ¢p=2.1V,
S,=0.071(x10%) V3/2 u A", and S, =3.0(x10%)
V3/2 L A", Thus, for example, with a 1-keV, 6-uA
beam of Li* there is approximately a 1.5-V ion
space-charge acceleration effect; and with a 60-eV,
300-u A beam of electrons there is a 2.7-V retard-
ation.

The photon detection system is similar to that
described previously®® except that all optical ele-
ments are made of high-quality ultraviolet grade
quartz instead of glass. The collection lens has an
f/1.6 aperture, producing a nominally parallel
beam that passes through the vacuum window and
then the interference filter before being focused
about 1 cm behind the multiplier photocathode by
the converging lens. The filter is tilted about 3°
such that the wave length at the transmission peak
is 548.8 nm, the band width is 1.9-nm full width
at half maximum (FWHM), and the transmission at
548.5 nm is 51%. The dark count of the photomul-
tiplier is typically 1.5 counts per sec when cooled
to approximately —25°C. The entire photon de-
tection system is absolutely calibrated by the tech-
nique described previously®® giving an absolute
sensitivity of D(z,, 548.5 nm)=1.97 X 10™* counts
per photon with a total uncertainty of 4.5% evalu-
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ated to be approximately at the 68% confidence
level (68% CL), though this figure includes system-
atic uncertainties (see below) for which “confidence
level” is ill-defined.

C. Data acquisition and reduction

As mentioned in Sec. II B a modulation scheme is
employed to separate electron-ion impact signals
from various background photon signals. The
scheme employed**!® is similar to that described
by Dance et al.'* Normal signals encountered dur-
ing cross-section measurements ranged from 0.06
to 0.8 sec™, and the background was typically
about 8-12 sec™!. Integrations of beam currents
and photon signals were performed in units of 10®
sec, with typically 70 or 80 units per data point.
However, some data points required as much as
300 x 10® sec of integration, or approximately 80 h,
to achieve the desired statistical precision.

Data are reduced in a straightforward way using
Eq. (2) to obtain the cross section from measured
quantities. Only two comments need be made here.
First, the calculation of the form factor § in Eqgs.
(2) and (4) from measured beam intensity profiles
R(z) and G(z) is complicated by the finite lifetime
correction as discussed in Sec. II D and in detail
in the Appendix. Second, the anisotropy correction
factor Y in Egs. (2) and (3) requires knowledge
of the polarization P. Our crossed-beams facility
has the capability of measuring polarization; but,
due to the extremely small signal levels, the time
required to obtain even poor statistical precision
was prohibitive. An estimate of the upper and
lower limits of the polarization can be obtained
from the work of Macek and Jaecks.!” Taking into
account the different nuclear spins of the two Li
isotopes (I=4for "Li, and I=1 for °Li) and the
proper isotope ratio, but neglecting mixing between
fine- and hyperfine levels,'®!® we obtain the values
P ..=11.1% and P, =-5.8%. Here P_, corres-
ponds to 0,,/0,=0 and P, corresponds to 0,/0,, =0,
where O’ML(ML =0,+1) are the partial cross sections
for excitation of the magnetic sublevels of the 23P
state. The above values of the polarization lead to
anisotropy factors Y, of 1.037 and 0.982, respect-
ively. The polarization is expected to be positive
close to the excitation threshold and to asymptot-
ically approach its minimum value at high energies.
However, since we do not know in detail how the
polarization varies with energy, no anisotropy
correction has been applied to the data. Instead an
uncertainty in Y5 has been allowed for by setting
Yq=1.0038%).

D. Uncertainties

All statistical uncertainties are quoted at the 68%
confidence level (68% CL), corresponding to one

standard deviation of the mean. Where systematic
uncertainties of a nonstatistical nature occur, an
effort has been made to assess these uncertainties
at a confidence level consistent with the statistical
68% CL. Where different uncertainties are judged
to be uncorrelated they are combined in quadra-
ture to give a total uncertainty. Tables I and II
list the sources of uncertainty and their quadra-
ture combinations. Form factor and ion-velocity
uncertainties are correlated through the finite
lifetime correction; hence they are combined lin-
early before being combined in quadrature with
other uncertainties. The total uncertainty is ob-
tained for each data point in Table III by quadra-
ture combination of the counting statistical uncer-
tainty, relative uncertainty, and absolute uncer-
tainty.

Not included in Tables I and II is an uncertainty
in calculating 7(z,A) in Eq. (5) [and thus o in Eq.
(2)] resulting from an uncertainty in the 2°P state
lifetime. We have used the theoretical lifetime of
43.94 nsec in reducing the data. There are a num-
ber of extensive calculations®-?? jncluding one of
upper and lower bounds® that lead us to use this.
However, there have also been a number of ex-
perimental values determined, and the beam-gas-
laser experiment of Harde,?® giving a lifetime of
37.1 nsec, seems to be that most free of difficul-
ties. Should this experimental value prove to be
correct, one would need to multiply the cross
sections presented here by 0.87. This lifetime
correction is discussed in greater detail in the
Appendix.

III. RESULTS AND DISCUSSION

Results of the cross-section measurements
appear in Table IIT and in Figs. 3 and 4. Error
bars in the figures include only those uncertainties
that may vary with energy, which we call relative
uncertainties. It is noted, however, that inclusion
of absolute uncertainties (i.e., those that shift the
curve as a whole) makes very little visual differ-
ence in the error bars. It is noted that the maxi-
mum value of the cross section is only 2.1 X 10718
cm?® at about 70 eV. Data taken below the 61.26-eV
threshold are zero within two standard deviations,
another indication that there are no spurious inter-
modulation effects between the beams leading to an
erroneous signal. Tests were also carried out to
insure that the measured cross sections were in-
dependent of electron- and ion-beam currents,
beam chopping frequency, scalar duty cycle, back-
ground gas pressure, and ion-beam energy. The
rise of the signal across the threshold is consis-
tent with an infinitely sharp onset characteristic
of electron excitation of positive ions folded with
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TABLE 1. Experimental uncertainties.

Source of uncertainty

Percentage uncertainty

Counting statistics
Systematic uncertainties 2
Form factor
Ion velocity

Anistropy correction factor

Path length of electrons
Uncollected electron current
Scintillator use

Horizontal ion beam position
Filter temperature

Electron current measurement
Jon current measurement

Total Quadrature Sum
of Systematic Uncertainties

+1.8
—3.7

0.2
0.5
1.7
2.0
1.0
0.3
0.3

+4.0
-5.1

#An attempt was made to evaluate the systematic uncertainties at a level comparable to the
68 % confidence level (1 SD) at which statistical uncertainties are cited.

the 1.0-eV energy distribution of the electron beam.
The near-threshold data show some structure, but
from about 86 eV up to the highest energies mea-
sured the cross section is in good agreement with
the E® dependence predicted for a 'S —3P excita-
tion.?*

The structure in the near-threshold cross sec-
tion is probably due at least in part to resonances
of the e+ Li* system with doubly excited states of
LiI, leading to interference effects in the excita-
tion cross section. Such effects have been prev-
iously observed in excitation of ion resonance
transitions,®!®2® most notably in Ba* and Hg*. In
Fig. 3 the locations of the 3°S and 3°D levels, and
the ionization limit of LiIl have been included for
reference. It is noted that the pronounced struc-
tures below 68.8 eV should probably be associated
with such resonances since they are located more

than the energy spread of the electron beam below
the threshold for the 335 level. Structures occur-
ring at higher energies such as the one near 69 eV
may well be associated with excitation of cascading
3S and °D levels: Distorted wave calculations of
Mann?® for excitation of the 335 and 33D levels in-
dicate that cascade from these levels will sum to
about a 10% contribution to the total cross section
between 70 and 200 eV.

Due to the pronounced structure it is questionable
to deduce a threshold value of the cross section.

‘However, by using a power-law least-squares fit-

ting to the first three and first five points above
threshold, after correcting for electron-energy
spread and extrapolating back to threshold, we

find 0y, =2.09 and 1.86 X 107'® cm?, respectively.
Thus, we take the threshold cross section to be
2.0+£0.3 X 107*% cm®,

TABLE II. Radiometric calibration uncertainties.

Source of uncertainty

Percentage uncertainty 2

Projected source area Ag
Calculated strip lamp radiance
Response to strip lamp
Transfer factor

Radiometric integrals

Total Quadrature Sum

0.3
2.0
1.1
3.7
1.0

4.5

2An attempt was made to evaluate the systématic uncertainties at a level comparable to the
68 % confidence level (1 SD) at which statistical uncertainties are cited.
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TABLE III. Measured emission cross sections for [TT T T[T T T T[T I ot
electron-impact excitation of Li* 11S) to give 548-nm —
line from Li* (23P)— Li* (23S). ® ]
—
Energy Cross section Total uncertainty 2 j
ev) (10~ ecm?) (1071? cm?) 20 ]
52.7 4.7 3.8 & { H { ]
.~ 55.9 -3.0 1.4 &5 { { -
57.4 0.25 1.1 S { } ]
60.8 2.8 1.0 <z N
61.8 17.9 1.3 210 —
62.4 15.6 1.9 3r ]
63.3 14.3 1.5 8 -
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69.2 20.0 1.7 - ! n
69.7 21.2 4.2 - { ]
71.2 15.6 1.1 5: -
N 2 g
771 16.7 2.0 Electron Energy (eV)
77.6 16.1 3.2 FIG. 3. Measured cross section vs electron energy
85.8 13.0 1.8 for emission of 548.5-nm line from bombardment of
97.2 8.4 0.8 Li* (11S). Uncertainties include statistical and only
97.8 9.2 2.3 those systematic uncertainties which may vary with
115.6 7.5 0.6 energy and thus change the shape of the curve (these
130.9 4.7 0.8 dominate total uncertainty).
161.5 1.9 0.4

2Total is a combination (see text) of statistical and
systematic uncertainties taken at what is estimated to be
equivalent to the 68 % confidence level (one standard

deviation).
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Figure 4 includes several theoretical calculations
for comparison. Each of the calculations is pre-
sented only for excitation of the 2°P level, whereas
the experimental results may include cascade con-

tributions discussed above.?® The theoretical pre-

Electron Energy (eV)

\

!

FIG. 4. Log-log plot of
cross section vs electron
energy for excitation of the
23p level of Li* from bom-
barding Li* (11S). Present
experiment for emission of
548.5-nm radiation, &; DW,
Norcross and Hummer
(Ref. 27), long dashes; DW,
Bhatia and Temkin (Ref.
28), short dashes; CPCO,
Tully (Ref. 29), solid curve;
method of orthogonalized
functions, Vainshtein (Ref.
1), ao; 5CC, Robb (Ref. 32),
0; 5CC, Cooper (Ref. 33),
O. Uncertainties include
statistical and only those
systematic uncertainties
which may vary with energy
and thus change the shape
of the curve (these domin-
ate total uncertainty).
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FIG. 5. Rate coefficient a times eX (X=Ey/kT) vs
temperature for emission of 548.5-nm Li' line due to
bombardment of Li* (11S). Values assume a Maxwel-
lian electron velocity distribution and are computed
according to Ref. 35.

dictions differ from one another by up to a factor
of 2, and none fits the data really well. The long-
and short-dashed curves in Fig. 4 show distorted
wave (DW) calculations of Norcross and Hummer?®’
and of Bhatia and Temkin,?® respectively. Mann®®
has also done a number of DW and Coulomb-Born
(CB) calculations, producing a number of inter-
secting curves between his high DW curve and
Hummer and Norcross’ curve. The solid curve is
from Tully*® who calls his approximation the Cou-
lomb-projected Coulomb-Oppenheimer (CPCO) ap-
proximation, which is a modification of the ex-
change approximation of Oppenheimer® and is
closely related to the Coulomb-projected Born ap-
proximation of Geltman.®* Tully’s result is essen-
tially a pure E™ cross section from threshold, and
at threshold his cross section is larger than ex-
periment by a factor of ~1.5. Vainshtein' reports
only a threshold value for the Li*(2°P) excitation
cross section, which is smaller than experiment
by a factor of 1.4. The open squares show five-
state close-coupling calculations of Robb,*? where
he has used configuration-interaction wave func-
"tions leading to a threshold energy of 61.136 eV.
His three low-energy points distinctly show a res-

onance below the 2P threshold—consistent with
the experimental data. The open circles are five-
state close-coupling (5CC) calculations of Cooper®
using wave functions generated in a way described
by Burke et al.**

Rate coefficients @ calculated® from a fit to the
data are shown in Fig. 5 plotted as ae* where
x=E,,/kT and E,, is threshold energy. Because
of the infinite rise of cross sections at threshold
for ions, the threshold value and near threshold
resonances of cross sections are of paramount im-
portance in determining rate coefficients for tem-
peratures corresponding to 2T < E,,. For this
reason it is important to develop a theory that can
accurately predict the behavior in the near-thres-
hold region.

IV. CONCLUSIONS

We have measured the emission cross sections
for electron-impact excitation of Li*(1'S) to give
548.5-nm radiation from the Li*(23P) level.  The
cross section at threshold is 2.0+ 0.3 X 1078 cm?,
From threshold to the Lill ionization limit the
cross section shows oscillatory structure, believed
to be caused by resonances with doubly excited
autoionizing states of Li¥, enhanced by cascade
effects. Above the ionization limit the cross sec-
tion follows the generally predicted E™® energy de-
pendence. Theoretical predictions of the cross
sections differ from one another by up to a factor
of 2, and none appears to fit the data really well..
The disparities near threshold of about 50% between
theoretical and experimental values lead to similar
differences in computed rate coefficients.
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APPENDIX: FINITE-LIFETIME CORRECTION

The sensitivity function 7(z,)) defined in Eq. (5)
contains terms that allow for the finite lifetime of
the excited state, and thus account for the fact
that ions radiate from a position other than where
they become impact excited even beyond the field
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of sensitivity of the detector. Indeed, in this ex-
periment the high beam velocity (1.7 X 10" cm sec™!
at 1 keV) and long lifetime (44 nsec) have a product
almost twice the length of the detection region;

_ thus about 65% of the ions radiate beyond the de-
tector field of view.

Due to the magnitude of the correction it must be
verified that the correction is quite accurate,
otherwise large uncertainties will be carried into
the cross-section determination. Furthermore,
there is a striking disagreement between bench-
mark theoretical values of the 2°P lifetime and a
clean lifetime measurement, leaving one in doubt
as to which value is correct.

The quantity Dz(x,2z,1) in Egs. (6) and (7) is ac-
curately measured by stepping a source of radi-
ation at wavelength A (consisting of a narrow slit
parallel to the electron-beam direction) along the
direction of ion motion x, repeating for a variety
of heights 2z, and recording the response of the
photon detection system at each position. Integrals
I, and I, [Egs. (6) and (7)] are computed numeric-
ally and combined with D g(z,1) to obtain 7(z,))

[Eq. (5)]. n(z,) is then folded with beam profiles
for each data point to obtain the form factor &
[Eq. 4)].

In order to derive a simple analytic formula for
the lifetime correction let us assume that Dy(x,z,))
is nonzero and independent of x for 0< x< L and
zero for x> L, x =0 being defined as the leading
edge of the electron beam. For the nonzero value
of D(x,z,\) we take its average value over the elec-
tron beam, i.e.,

1 We ' .
'iv—f D(x,z,\)dx for 0<x< L,

flz, =4 0 7° (A1)
0 for x>L.

With this definition of f(z,A) we have
f(2,0)/f(20,X) = Dg(z,) . (A2)
Using these approximations in Eqgs. (5)-(7) we get
1n(z,1) = Dg(z,A) [1 - v—ujz eL/vf (e“’e/"i’ - 1) ] .
o (A3)
Defining the z-independent quantity T by Eq. (A3):
N(z,1) =Dg(z,\)(1 - T) (A4)
we can write Eq. (4) as
F~[1/(1-T)]5,,

where F, is the form factor for 7=0.

In order to test the validity of the above approx-
imations both § and §, were computed numerically
for all beam profiles measured.®® It was found that
the standard deviation about the mean of 50 sam-

 (A5)

ples amounts to less than +1%. Thus it is valid to
a good approximation to take T as independent of
z, which means that the finite lifetime correction
may be factored out of Eq. (4) in the way described
above.

For given values of v,, 7, and w, we can deter-
mine an effective observation length L so that the
numerically calculated value of §,/F is reproduced
using formulas (A3) and (A5). With v,;=1.66 X 107
cm sec™?, w,=0.160 cm, and 7=43.94 X 107° sec
(see below), we obtain L =0.386 cm.

Additional checks of the lifetime correction for-
mula have been performed by calculating from Eqgs.
(A3) and (A5) the ratio F,/F for a number of dif-
ferent values of v; and 7, deviating as much as 50%
from the value above. In all cases the &F,/F value
obtained in this way agreed to within 1% with the
corresponding value obtained by numerical inte-
gration of Eqgs. (4)-(7).

The uncertainty in the form factor (4) can be es-
timated from Eq. (A3). By estimating the errors
associated with the measurement of D(x,z,)) and
with the determination of the electron beam width
w,,%® one can use Eq. (A3) to compute the associa-
ted error in 1 — T to be about 0.9%. This uncer-
tainty is included in quadrature with the 1.5% form
factor uncertainty due to beam profile measure-
ment in Table I to obtain a total form factor un-
certainty of 1.8%.

Table IV summarizes the present state of know-
ledge of the lifetime of Li*(23P). There is ex-
cellent agreement among the various theoretical
calculations. The upper and lower bounds of
Anderson and Weinhold®® represent absolute uncer-
tainties beyond which exact non relativistic quan-
tum theory could never fall, and nicely bracket
the result of Schiff efal.?* The experimental situ-
ation is not so well resolved. Of the four experi-
ments quoted the beam-gas-laser experiment by
Harde®® seems to be by far the cleanest experi-
ment, being presumably free of cascade effects,
yet the disagreement with the very sophisticated
theories is disturbing. Although we see no reason
to doubt the accuracy of this experiment, we are
nevertheless compelled to believe the validity of
the theory, since it is almost inconceivable that it
could be wrong beyond the 1% level. Therefore,
we have chosen to use 7=43.94 nsec to reduce our
data. Should it be shown in the future that the the-
ory is incorrect, our results can be corrected us-
ing (A4) and (A6), taking L =0.386 cm,v,=1.66X 107
cm sec™!, and w,=0.160 cm. The cross section is
then corrected according to

0,=0,[0.341/(1 - T,)], (46)

where 0, is the cross section reported here, and
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TABLE IV. Lifetime values of Li* (23P).

T (nsec) Method Ref. (year)
Theory
43.9 central-field Ref. 20 (1965)
approximation
43,94 220-term series solution Ref. 21 (1971)
to Schrodinger equation
43.97ub variational absolute Ref. 22 (1974)
43.921b upper, lower bounds
Experiment
54,4+2.7 beam-gas Ref. 37 (1967)
32 £2 beam-foil Ref. 38 (1969)
45 =5 rf magnetic resonance Ref. 39 (1973)
37.1+0.4 beam-gas-laser Ref. 23 (1975)

o, and T, are the corrected cross section and life-
time correction, respectively. The 37.1-nsec life-
time of Harde would give 0,=0.870,.

It is noted that the lifetimes of the cascading 3 %S

and 33D levels are 3.5 and 0.9 nsec, respectively,
and viewing of cascading levels will be limited only
by the 44-nsec lifetime of the 2%P level, i.e., the
same lifetime corrections will apply.

*On leave of absence from the Institute of Physics,
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