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A rigorously correct and fully quantum-mechanical theory of slow atomic collisions is presented, which
removes the formal defects and spurious nonadiabatic couplings of perturbed-stationary-states theory, and
arrives at coupled equations for the heavy-particle motion which are the same as those obtained in the
preceding paper by the electron translation factor formulation. Here, however, the theory is formulated in
terms of suitably defined scattering coordinates, and electron translation factors do not appear. A unified
physical interpretation of both approaches can thereby be made, and smaller terms in the coupled equations,
describing corrections of order m/u to electronic binding energies ‘and to the collision kinetic energy, are
placed on a firmer footing. Particular attention is*paid to the critical test case of isotopic systems such as
HD™ and it is shown how a correct theory of isotopic charge exchange can be formulated.

I. INTRODUCTION

Much of the motivation for this paper is pro-
vided by work described in the preceding paper.!
There we have shown how the incorporation of
electron translation factors (ETF’s) into the
Born-Oppenheimer molecular basis functions
modifies the coupled equations of slow collision
theory and corrects the flaws which arise from
the improperly formulated perturbed-stationary-
states (PSS) theory. Our derivation there gives
the correct coupled equations to replace those of
PSS theory, but is not quite satisfactory since it
rests on a quantum transcription formula. We

were seeking a fully quantum-mechanical descrip-

tion of slow collisions, but ETF’s normally refer

to a classical heavy-particle velocity. We obtained

a quantum-mechanical description by replacing
this velocity with the corresponding operator and
then performing the transformation of the Hamil-
tonian generated by this operator.

In this paper we give a rigorous quantum-mech-
anical derivation of the coupled equations. This
removes any doubt about their validity and their
correct detailed form. Furthermore, it unifies
and gives a simple physical interpretation to two
different and previously unrelated approaches to
the problem of slow collisions. We have already
described the ETF approach.! The second ap-
proach was originally conceived by Mittleman?®
and his co-workers, who showed that the effects
of ETF’s can al'so be obtained by making use of a
nonlinear coordinate transformation, which is so
defined that the new coordinates become the ap-

propriate atomic frame coordinates in each asymp-

totic channel configuration, while in the collision
region they provide a coordinate system locally

adapted to the position of the molecular electron.
This approach is fully quantum-mechanical and
in it no reference to ETF’s ever occurs. Our
derivation differs from Mittleman’s in certain
respects, and lends itself more readily to intui-
tive physical interpretation, since the results can
be compared directly with those obtained via the
more familiar ETF approach, as well as deduced
in a systematic manner from general concepts of
reaction coordinates.

In addition to these very general objectives,
there is a quite specific problem which has been

. a direct stimulus for much of our work both here

and in the previous paper, and we believe that
some of our procedure and its apparently unneces-
sary attention to details will be made much clearer
if we describe this problem and give a brief his-
tory of its solution. The problem provides the
most critical test of the adequacy of the theory.
Consider the process of charge exchange in an
“isotopic molecule” such as the HD* system,

H*+D(1s)~H(1s)+ D*. (1.1)

This system is electrically symmetric and there-
fore the problem at first seems to be a simple
case of resonant charge exchange. However,
since the nuclear masses differ, the reduced
mass of an electron on D is slightly larger than
it is on H and reaStion (1.1) as written is endo-
thermic by 29.8 cm™ (0.0037 eV). (In the near
future, it may be possible to measure the total
cross section for this reaction at energies down
to threshold by the merging beams technique.?)
Recently, Hunter and Kuriyan have made a
thorough theoretical study of this reaction, using
the PSS theory.* But PSS theory for an isotopic

molecule like HD* gives a very strange result.
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The molecular electronic states for HD* are parity
eigenfunctions just like those for H,* or D,*, since
the electronic Hamiltonian remains symmetric.
The small isotopic differences in D and H binding
energies do appear in PSS theory, but as (veloc-
ity-independent) first-order perturbations. How-
ever, even when these veal effects are neglected,
PSS theory still predicts that electronic states of
opposite parity are linked by a velocity -dependent
nonadiabatic coupling of dipolar form, given by

(—im/270)\(€, - €,Xg|T|u)[(~i% /1) dx,(R)/dR]
(1.2)

(see the Appendix). Here [g) and Iu) are gerade
and ungerade electronic states, with energies €,(R),
€,(R); x,(R) is the wave function for heavy-particle
motion, and [(-i%Z/u)d/dR] the radial velocity op-
erator; A is the mass asymmetry parameter, A
=(My -Mg)/(M,+Mpg) (for HD*, x=3). Some care-
ful thought will show that this coupling makes no
physical sense:

(i) In the first place, couplings violating elec-
tronic parity in HD* should only arise from the
very tiny shifts in electron binding energies and
wave functions associated with the electron re-
duced mass differences. But the coupling (1.2)
is very substantial, and because of its velocity
dependence it clearly has no relation to these ef-
fects. .

(ii) Furthermore we show in the Appendix the
following paradox. Suppose we formulate the
theory from the outset in terms of a classical
trajectory theory; that is, we assume the nuclei
move on a specified classical trajectory R(f) and
we solve the resulting time-dependent Schrddinger
equation for the electron system. It is clear that
though the electronic Hamiltonian is time depen-
dent, it is parity symmetric, and no (g, u) cou-
plings can possibly occur (unless we introduce in
addition the neglected isotope splittings as an ad
hoc perturbation). On the other hand, if we first
formulate the theory quantally, in the PSS frame-
work, and then take the resulting coupled equa-
tions to the classical limit (i.e., the limit of large
mass at fixed nuclear velocity, as defined by
Riley®), -then the velocity-dependent (g, ) cou-
plings in (1.2) remain. This paradox is only re-
solved by recognizing that Eq. (1.2) is a fictitious
coupling, an artifact of PSS theory which cannot
appear in a properly formulated theory.

In an early (unpublished) analyis of the effects
of electron translation factors in slow collisions,
we (incorrectly) wrote the ETF in the form

exp{(im/2n)[f(T; R) +A]¥+ F (1.3)

rather than in the forms we now know to be cor-
rect, such as

exp{(im/2B) f(F; R)+ 2]V +[T - (F+2) +R]} (1.4a)
or
exb((im/Zh’W! {[f&; R) +A]F - }AR)

-1 -N)5R}). (1.4b)

When we developed the ETF theory using (1.3),
we found that the resulting correction matrix ele-
ments A(R) exactly cancelled the (g, «) couplings
(1.2) of PSS theory, but to our dismay they re-
placed it with a new and equally paradoxical (g, «)
coupling

(im/20)(€, - €,)(AR)

x(g| f(&; R) |w)(-ik/u)dx,/dR].  (1.5)

When, however, by careful reconsideration of de-
tails previously overlooked, we obtained the ¢or-
rect forms for ETF’s, (1.4), all fictitious veloc-
ity-dependent (g-u) couplings were finally elimi-
nated and we arrived at the ETF formulation of the
preceding paper.}

However, the following problem remains: though
the simplified coupled equations (3.13) of Ref. 1
give a consistent and correct account of nearly all
collision processes, they do not provide an ade-
quate formulation of the specific problem of iso-
topic molecules. The isotopic binding energy
effects relevant for that problem are contained
in the additional terms (in A and A) appearing in
Egs. (3.7) of Ref. 1. Equations (3.7) are indeed
correct, as we will prove here, but the form of
these smaller terms is not convincingly esta-
blished in the ETF formulation. In particular,
different choices in the form and manner of intro-
duction of the transcription formula lead to differ-
ent results for these terms. The matrix A is
especially difficult to interpret within the ETF
framework. Thus there is a need for a completely
rigorous derivation which is quantum mechanical
from the outset.

Such a derivation is presented in this paper, us-
ing a somewhat different form of the coordinate
transformation method originally conceived by
Mittleman.? Mittleman’s specific results do not
give quite the correct solution; when applied to
the HD" problem, they yield the fictitious (g, u)
coupling (1.5),% a result we now know is incorrect.
Our derivation also differs significantly in its
treatment of the electronic states, and our start-
ing point is somewhat more systematic. The es-
sential idea is the use of the mass-scaled coor-
dinates which are familiar in chemical reactive
scattering theory. In these coordinates the colli-
sion is described as the motion of a single par-
ticle on a six-dimensional surface (for a single
electron and two heavy particles A, B). If we
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express both molecular and atomic coordinate
systems in these coordinates, and then seek a
variable coordinate system which is continuously
adapted to the electron’s location, a simple de-
finition of the scattering coordinate is suggested
immediately and the whole theory then falls out
correctly in a natural way.

In the ETF formulation, the switching function
F@; R) appears in the ETF [Egs. (1.4)]; in this
method, it shows up in the definition of the new
“variable” coordinate system. Just as before,
the derivation provides no scheme for the unique
determination of the switching function (apart
from the asymptotic boundary conditions). Section
IV of Ref. 1 discusses questions raised by this
lack of uniqueness.

As in Ref. 1, we consider only the prototype
case of a single electron. It is possible to extend
the treatment to a many-electron system in a
reasonably direct way, but several complications
and further questions arise, and if we attempted
to consider them here as well they could obscure
the main features of the problem.

II. SYSTEM DESCRIPTION

A. Coordinate systems

We consider a system of one electron (rest mass
m,) and two heavy particles A, B (masses M,,
Mp; without loss of generality we take M, > Mpy).
Relative to a fixed origin their vector coordinates
are i“’, RS, ﬁ%. The center-of-mass motion is
removed in the usual way, -and the remaining rela-

FIG. 1. Three Jacobi coordinate systems for relative
coordinates of two heavy particles A, B and an electron
e, for equal masses, M, = Mp, and for unequal masses, M,
>Mp. CMN denotes center of mass of A, B.

/
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TABLE I. Relations of coordinates.

A=My—Mp/My+ Mg
FA+A)=My/ (My+Mp), 5(1—N)=Mp/(My+Mp)

1
= MA+§m0-— m f
A MA+m0 MA+m0 &
1
_MA"‘E(I‘*'}\.)mO" mg F
My+my Mp+my
1
= _Mpg+smgy= My =
Rp= T,
Mpg+mg Mg+m,
. 1
Mprz(—Mmgge my o
Mp+m, Mpg+mg

tive coordihates are defined so that the kinetic
energy contains no “cross terms” like V, + V.
The three standard (Jacobi) coordinate systems’
that satisfy this requirement are shown in Fig. 1.
In each case, one coordinate connects a pair of
particles, and the second coordinate connects the
third particle to the center of mass of the pair.
Capital letters denote heavy-particle coordinates
and lower case denote those of the electron. In
addition we find it useful to define T, the elec-
tronic vector coordinate measured from the geo-
metric center of the nuclei.

Table I summarizes the relationships between
these coordinates, and in Table II we have listed
and defined the corresponding reduced masses.
We also define the mass asymmetry parameter

A=(My-Mg)/(M4+Mg), 0<a<1, (2.1)

Channels are, as usual, the regions of configura-
tion space corresponding to initial and final states
of the system, when the A and B subsystems are
separated: e.g., the A channel is the region in
which the electron is close to nucleus A and both
are far from B; obviously the system configura-
tion is then properly described using the (¥, T{A)
coordinates. The molecular region is the part of
configuration space in which all three particles
are close together and the electron interacts with
both centers; in this region the molecular co-
ordinates (%, R) are evidently convenient. In de-
fining these regions we do not wish to imply that
any sharp boundary can be drawn which separates
them; indeed, the channels can be conceived, at
least approximately, as asymptotic portions of
the molecular region, and in PSS theory this is
how they are treated [using the coordinates (¥, R)].
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TABLE II. Reduced masses corresponding to coordinates.

Coordinate Reduced mass
¥o my Rest mass of electron
RY My Rest mass of A nucleus
Eg Mpg Rest mass of B nucleus
R . Mp=My+Mg+m, Total mass of system
T4 ma=moMy/ (mo+My) Electron reduced mass, channel A
ﬁA pa=(mo+My) Mg/Mp Nuclear reduced mass, channel A
Tp mpg =7'n0MB/(m0+MB) Electron reduced mass, channel B
Rs : pg=(mo+Mpg) Mp/My Nuclear reduced mass, channel B
T m=my(My+Mg)/My ) Molecular electron reduced mass
R p=MpMg/(My+ Mpg) Molecular nuclear reduced mass

B. Kinematics

The Schrddinger equation describing relative
motion is

H¥=(T+V)¥=E¥. (2.2)

In the various Jacobi coordinates, T is repre-
sented by

T=-(1%/2u,)V%, - (B°/2m )V} , (2.32)
T=-(1%/2up)V g, - (B2/2mp)V?, (2.3b)
T=-(7%/21)V% - (B2/2m)V2. (2.3¢)

There are also two unconventional but perfectly
valid forms for T which appear later: If we use
ﬁB and T as the two independent variables, then
“we obtain from Table I, using the chain rule for
partial derivatives,

R ., my, = e B a,
= - — -_—— .V oV - =
T 2“BVRB m(MB+mo) Rp r 2m T
(2.4a)

where in this equation 3, is taken keeping f{B
fixed. Similarly, if we use R, and T as indepen-
dent variables, we obtain

7 - B, = = B
:_————Vz _0 -V ——'—“Vz.
T 20, RA+m(MA+m0) Ra v 7o 7t

(2.4b)

C. Channel eigenstates and scattering boundary conditions

The wave function ¥ satisfies the usual scatter-
ing boundary conditions®: in one channel there is
a plane wave with the electron in the initial elec-
tronic eigenstate, and a set of outgoing spherical
waves associated with the electronic states for
this channel, while in the other channel there are
only outgoing spherically scattered waves asso-
ciated with various electronic states for that
channel.

Channel eigenstates may be defined as follows.
The potential V is assumed to have properties
such that in channel A,

(Rg~> Li,?lmem[v] =VIEL, (2.52)
while in channel B,

(RB_Nloi'rg ey [V]=VE(ry). (2.5b)
We may then define the channel Hamiltonians

B = (%/2m)V2, + VAG,), (5.6)

h = —(B2/2m )V, + VE(E,), (2.6b)
and their electronic eigenfunctions and eigen-
values

ny 2A=€2A ng (2.7a)

1o 95y = pPhy - (2.7b)
Channel wave numbers k, " k"a are given by the
relations

m2, /21, + €, <E, (2.82)

Bk, /2up+€) <E. (2.8b)

Let us further define explicit Cartesian and
spherical components for each of the heavy-par-
ticle coordinates:

i.{A - (XA, YA’ ZA) or (RA’ eA’ ‘}A) ’

(2.9a)
Rp—(X5,Y5,Z5) or (Ry, ©5,85), (2.9b)
R—(X,Y,2) or (R,0,8). (2.9¢)

We can now write down the boundary conditions
for a scattering problem. For example, if A is
the incident channel, then at large R,, finite v,,

¥~ &%, (F4) exp(ik,,Z,)

+JA\__:<I’3A(I'A)fJAiA(®A> ®,)[RY exp(ik,ARA)] ,
A . )
(2.10a)
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while at 'la'rge Ry, finite vg,

¥ ~;‘1’3B(FB) f1p14(©5, 5)[R3 exp(ik, Rs)].
B

(2.10b)

It should be noted that even when the heavy par-
ticles are electrically identical, i.e., the channel
potentials V4 and V3 are identical functions of
their respective arguments, the channel eigen-
states and eigenvalues will still not be identical

if M4+ My, because m, and myg will differ slightly
(cf. TableIl). Likewise, the channel wave numbers
will differ slightly, not only because € # 623 but
also (even if we neglected that difference) because
s # Mg. These small differences are the source
of (g, u) couplings in isotopic molecules.

D. Born-Oppenheimer basis functions

The Born-Oppenheimer basis functions ¢>,,('1"; R)
are the eigenfunctions of the molecular electronic
Hamiltonian

hso(F; R)9,(F; R) = ¢,(R)2,(F; R) (2.11)
where
hao= - Rm)V2+ V(F; R). (2.12)

[®,(F; R) is written as function of the vector R to
indicate explicitly that this function is oriented
with respect to the internuclear axis.]

The molecular Hamiltonian s, differs from the
atomic (channel) Hamiltonians 43, #%: (i) It con-
tains the full potential V (7, ﬁ), not just an asymp-
totic projection of it; (ii) the molecular electronic
reduced mass, m, appears in the kinetic energy
term. At larger— R, however, there is an approxi-
mate equality between the Born-Oppenheimer
eigenstates and the atomic eigenstates.

We say a system is symmetric if the two atomic
potentials V4, V2 are identical functions of their
respective arguments. In this case the Born-
Oppenheimer eigenfunctions are also parity eigen-
functions (g, #). If in addition M, =My, we say
the system_is_homonuclem' (otherwise it is hetero-
nuclear).

In the asymmelric case, each Born-Oppenheimer
function is uniquely correlated to an atomic eigen-
function in one channel or the other (assuming no
accidental asymptotic degeneracy); either

(R-»c-ol.irr,il fixed) [¢"(F; ﬁ)] = ¢"A(FA) = ¢(’)'A (FA) (2.132)
and .

lim [(]5"(;, ﬁ)] =0,

(R—>x, rpg ﬂfed)

(2.13b)

with

;1_23 [.R)]=€,,~ € 5 (2.13¢)
or else
(R—»eo}irT fixed) [¢"(r; R)]:O (2.14¢)

and .

im [, R)]=9,,Fs)~¢; F5), (2.14b)

(R—>», rp fixed)

with

lim[e,(R)]= €y~ g (2.14¢)
These correspondences are approximate rather
than exact because the molecular electron mass
m differs from the atomic ones m,, my (cf. Table
1I).

For the symmetric case (whether or not it is
homonuclear) the Born-Oppenheimer eigenfunctions
correlate to g and u linear combinations of (ap-
proximate) atomic orbitals. For g states,

lim  [¢,&R)]
d)

" (R, 74 fixe

=(1/V2)p,,(F0) = (AIN2)8, (F,)  (2.152)
and
<R»~,13?:1xed>[¢"(F;R)]
=N, (Fe) = (IN2)P), (Fs).  (2.15b)
For u states,
(R»w.liinflxed) [6a(F; ﬁ)]
= —(1/V2),,(Fa) = -(1/V2)¢5 (F,), (2.162)
and .
(R_m'l}r;n““d) [6n(F; ﬁ)]
= (1/V2)¢,, (Fp)= (1/V2)$9, (F5).  (2.16b)

For both parities, n, and ny denote the same in-
dex, and

(2.17)

I%i_’rg['e,,(R)]s Y€, = .

III. REACTION COORDINATES
A. Mass-scaled coordinates

Mass-scaled coordinates have been used for
many years to study reactive collisions,®'°
especially for collinear atom-diatom collisions.
We define our mass-scaled coordinates by

(associated mass)/2 X (coordinate) , (3.1)

where the associated masses are given in Table
II; thus, denoting the mass-scaled coordinates
by a tilde,
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FIG. 2. Coordinates for collinear collisional model.

ta=(ma)?F,, Ra=(14)/?Ry,

and so on. The conjugate momenta are trans-
formed contragradiently, i.e., if f)A is conjugate
to T4, then p,=(m4)"*/?p,, and so on; the trans-
formation between scaled and unscaled coordinates
is then canonical. The transformed kinetic energy

operators from Egs. (2.3) are given by
T=-47(Th, + 2, 1= -7, + 93, )
= _Ln?[V% + V2], (3.2)
so that we may now think of the collision as the
motion of a single particle (of unit mass) on a

six-dimensional potential surface.
We can form a useful intuitive picture of our

Channel

Channel

FIG. 3. Atomic and molecular coordinates and equi-
potential lines for collision on the collinear cut, for
hydrogenic nuclei of equal mass., Heavy solid lines
denote the equipotentials V==1, —», —1, marking
centers and approximate width of the channels. The
dotted lines mark lines of constant Z 4,z or Zg,2 5.
Masses M ,=Mpg=9, my=1 for this picture.

problem with a two-dimensional model. Consider
the collinear cut of the potential surface, and think
about the motion in the (£, Z) plane (Fig. 2). We
imagine that the electron may pass the nuclei, but
the nuclei may not pass each other; hence Z = 0,
but Z,, Z, and Z may be either positive or nega-
tive. In Fig. 3, we have depicted the equipoten-
tial lines (for this two-dimensional collinear cut
of the potential surface), as a function of the un-
scaled variables (z, Z); the system is homonuclear
and the potential due to each nucleus is Coulom-
bic with unit nuclear charge. At z=+3Z are at-
tractive singularities defining the centers of the
channels, and the channels may be considered to
be the asymptotic regions at larger Z which are
bounded by |z ¥3Z| =~ (a few a.u.)

In Fig. 4 the same picture is shown in mass-
scaled coordinates (2, Z) for a hypothetical
“molecule” with M, =Myz=9, m,=1. The angle
between the channels is now smaller [for real
molecules, it will be very tiny indeed, of order
(m/u1)*?]. Since the figure is drawn with Z and
Z orthogonal, we now find that (3,,Z,) and
(z8, Z) also form orthogonal coordinates, and
we can see pictorially the well-known result that
the atomic and molecular mass-scaled coordinates
are related by simple rotations.

The situation for a symmetric system with non-
identical nuclei is depicted in Figs. 5 and 6. The
potentials are again the Coulombic ones of the
previous case, but the masses now are M, =18,
Mp=6, my=1. Even in unscaled coordinates (z, Z)
(Fig. 5)_, the picture is skewed off-axis because z
is measured not from the geometric center of the
nuclei, but from the center of mass of the nuclei
(CMN); the angle between the channels is bisected
not by the Z axis (z2=0), but by the line z,=z - $1Z
=0. In mass-scaled coordinates (Z, Z) (Fig. 6), the

]

1

1

| h | !
T 1 I PR " ! Y J

i H 3l 7 \“T"* ! Channel]
1 ! 2,26 /7 TR

& 4/ 7 LR

FIG. 4. Corresponding figure to Fig. 3, drawn with
mass-scaled coordinates 2,Z. Dashed curves are lines
of constant £ (cf. Sec. ITIC).
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B
0 Channel

/zB= -1

FIG. 5. Same as Fig. 3, but for nuclei of unequal mass
MA= 18, MB= 6.

bisector of the channels is still off-axis, but once
again the atomic and molecular mass-scaled co-
ordinates all form orthogonal coordinate pairs and
are related to each other by simple rotations.

Analogous pictures would be obtained from other
cuts of the potential surface, and, though these
figures are necessarily restricted to two dimen-
sions, they provide insights applicable to the full
six-dimensional situation. We shall refer to these
pictures to clarify our discussion at later points.
(All equations written in the text, of course, refer
to the full six-dimensional problem.)

The rotations which relate the mass-scaled mo-
lecular coordinates to the mass-scaled atomic
channel coordinates can be obtained by straight-
forward calculation from Tables I and II and Eq.

(3.1):
A z[coscA —sincA—J[ , (3.3)
4 sino, coso,

(211}

gg _| cosop —sinog (3.3b)
Ry sino, cosoy ||LR

where

Y
oy =y

TR

tano, = —5(1 = \)(m/w)!/?

= ~(mo/Mg) 2(Mg/M )" 2, (3.4a)

cosoy = (my/m)* 2
= (pa/ W2 (Mg + 3L+ Nmo)/ (M g +mo)],
(3.4b)
sino, = —3(1 = \)(m,/ )/ ?
= ~(a/m)? 2 my/ My +mg)], (3.4c)

and

1

L &

FIG. 6. Analog to Fig. 4 for the case of unequal
masses. The line bisecting the angle between channels
is the geometric center of the nuclei; it is rotated by
an angle ¢, with respect to the Z axis [ef. Eq. (3.13c)].

tanog = 3(1 +X)(m/ )2

= (my/M )Y 2 (M /Mp)'' 2, (3.5a)

cosoy = (mg/m)H?

= (U-B/U')l/z {[MB + %(1 - )‘)mo]/(MB + mo)} ’
(3.5b)
sinog = $(1 + X)) (mp/ )2

=(/~L3/m)1/2[mo/(MB+mo)]- (350)

B. Properties of scattering coordinates

We have described the three coordinate systems
which are appropriate, respectively, to the A and
B atomic channels and to the molecular region;
we have shown how they are related to each other
(when expressed in mass-scaled form) by simple
rotations, and we have used the two-dimensional
cuts shown in Figs. 3-6 to create an intuitive pic-
ture of the relation between them. Now our pur-
pose is to define a new pair of coordinates (Ig’, i)
which is locally adapted to each of the channels
and to the molecular region as well; E will be the
heavy-particle coordinate, or scattering coordi-
nate, while ﬁ is the electron coordinate. How-
ever, the definition of “reaction coordinates”
which is appropriate to this problem is quite dif-
ferent, both in its form and its physical premises,
from those familiar in the theory of nuclear re-
actions and chemical rearrangments. Our own
approach can be made clearer if we examine
some of the ideas involved in these more familiar
theories by way of contrast. Each approach ap-
peals to pictures similar to Figs. 3-6, but draws

. different conclusions from them.
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1. “Collision complex’ methods

Many types of nuclear collisions and some
chemical reactions can be studied conveniently by
drawing sharp boundaries bétween the “channels”
and the “collision complex,” solving the Schrod-
inger equation using the coordinate system and the
solution method most suitable for each region,
and joining the solutions at the boundaries. This
is the approach of the R-matrix method in nuclear
collision theory' and it is similar in spirit to
some numerical methods being used to study chem-
ical reactivity.'> While these methods can be
made formally exact, they seem to be most useful
if (a) there is a well-defined boundary between
“channels” and “complex” (or “reactants” and
“products®), and/or (b) the “collision complex”
Hamiltonian and eigenstates are quite unlike those
of the “channels.” Neither of these features
marks slow atomic collisions. Electronic states
alter continuously from “molecular” to “atomic”
character as the internuclear separation in-
creases; even in the heart of the molecular re-
'gion, the local electronic wave function near a
nucleus is not unlike an atomic state [‘as the linear
.combination of atomic orbitals (LCAO) approxi-

- mation assumes], while conversely the atomic
states are quite closely approximated for most
purposes by the molecular electronic eigenstates,
a fact which is the basis of PSS theory. There-
fore, instead of using discontinuously different .
regions, we seek a single, continuously changing
coordinate system, which asymptotically matches
the channel coordinates in each channel, yet is
appropriate in the molecular region. The molecu-
lar coordinates (-ﬁ, T) themselves would be suitable
for this purpose if the PSS theory were an ade-
quate one, but as it is just the defects of PSS
theory that we wish to remedy, we must do better
than the choice (R, T), mot only in the asymptotic
channels but in the molecular rvegion.

2. “Reaction path” methods of chemical dynamics

Underlying the use of reaction coordinates in
chemical dynamics'® —as, for example, in the -
paradigm reaction of an atom with a diatom —is
an attempt to identify “translational” and “inter-
nal” degrees of freedom, in such a way that the
translational coordinate is a progress variable
along the path from reactants to products. In this
approach, the curve associated with the reaction
path comes in (say) along the A channel, “turns
the corner,” and goes out the B channel; the value
of the coordinate on the path tells “how far” the
system has proceeded from one channel to the
other. The remaining “internal” coordinate is
defined in a manner locally specified by the value

of the path variable; it, too, twists around the
corner, following the reaction path curve and be-
ing orthogonal to it at each point.

Given the formal equations (3.3), the procedure
for constructing this type of reaction coordinate
transformation is clear enough. All we would
have to do is define a progress variable, £, say,
which runs from -« in asymptotic channel A,
through zero in the collision region, out to +«
in asymptotic channel B; then we would define a
single-valued, continuously varying angle o(Z),

04 <0(¢)< 05, which specifies a transformation
of the sameform as Egs. (3.3). In channel A,

the asymptotic reaction path coordinate is clearly
related to R,, while in channel B it becomes Rp,
and so on. However, this type of transformation
is entively inappropriate to ouv problem.

Such a transformation does not provide a one-
to-one mapping. A given point on the potential
surface (most obviously, on the ridge separating
the two channels) corresponds to two or more
distinct values of the path variable and its locally
defined orthogonal “internal” coordinate. In
chemical dynamics, this defect presents no seri-
ous difficulty because one supposes that the chan-
nel “valleys” are very deep, and hence internal
motion transverse to the reaction path is locally
confined to that particular valley; regions up on
the ridge where the definition of coordinates is
seriously ambiguous are classically forbidden and
effectively play no part in the dynamics. Such an
idea, that the value of the reaction path variable
fully specifies a local coordinate system, is only
sensible if it is indeed the case that motion in the
other degrees of freedom really is locally con-
fined. But in a slow atomic collision this is not
the case. The electron is delocalized over the
entire system, tunneling rapidly through the ridge
between channels; in no way can its configuration
be confined in one channel or the other as a spe-
cified function of some progressive path
variable.

The scatteving coovdinate transformation we shall
devise here embodies an idea which is almost the
converse of the reaction path concept. Instead of
defining an electron coordinate locally specified
by a reaction coordinate of some kind, we will
instead define a scattering coordinate E which is
functionally dependent upon the electvon’s posi-
tion. The transformation will be guaranteed to
be a one-to-one mapping by ensuring that the
electron coordinate is uniquely defined, while the
scattering coordinate E is a single-valued function
of (R,T). We begin, however, with the definition
of E, which plays the crucial role in the theory,
and subsequently consider the definition of the
electron coordinate 'ﬁ
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C. Definition of heavy-particle coordinate 's'

To define a (mass-scaled) scattering coordinate
which depends upon the electron position, we be-
gin with the formal relation

£-Rcoso(F; R) + F sino(F; &), (3.6)

a choice obviously inspired by the second rows of
Egs. (3.3a) and (3.3b); if we then arrange things
so that the angle o(F; R) approaches o, when the
electron is near nucleus A, and approaches oy
when it is near nucleus B, then correspondingly
§ will approach RA or Rz. The required proper-
ties are obtained by again employing the switch-
ing function f(¥; ﬁ), which was previously intro-
duced in ETF theory in a quite different formal
context [Eqs. (2.34) of Ref. 1]. It has the asymp-
totic properties

lim [f&R)]=-1 (3.7a)

(R -, r4 finite)
and

[f&R)=+ (3.7b)

(Bove 75 tinite)

but is not yet further defined. However, our ex-
perience from ETF theory suggests that even for
finite R values (i.e., in the molecular region) f
will assume values near -1 in the vicinity of nu-
cleus A, and values near +1 in the vicinity of nu-
cleus B. Then we write

tano (@ R) = 2 [fT; R) + A ]m/p)V/2, (3.8)

and o(T; ﬁ)?is seen to have the desired properties.
& goes to R, in the asymptotic A channel, and to

R; in the asymptotic B channel; in the molecular
region it can also approach these quantities when
the electron is near the respective nuclei.

To illustrate this definition, we have depicted
lines of constant E in the two dimensional cuts of
Figs. 4 and 6; these have been calctlated using the
switching function determined by Lebeda, Thorson
and Levy for the 1so, state of H," (via the ETF
formulation of the theory).

In the rest of this paper we will systematically
develop coupled equations which include all effects
accurate to terms of order (m/u). For this pur-
pose we may expand Eq. (3.6) for small o, and for
the unscaled scattering coordinate we obtain

E=E/ui/2=Ra(m/WBE R +0n/n?,  (3.92)
with

5 R)=5[f®R)+A]T-[f(T; R)+A\]R/8 (3.9D)
or, alternatively,

5@ R)=3[f@R)+ AT, - (1 -2)R/8.  (3.9¢)

(3.9¢) differs from (3.9b) only in the replacement
of f2 by 1. .

The definition (3.6) [and its approximate form
(3.9)] turns out to be the critical step in the theory.
Once we decide to use £ as one of the independent
variables, and employ a description of the elec-
tronic motion in a set of eigenfunctions defined on
a surface of constant E, then the rest of the theory,
including the correct coupled equations, follows
quite directly; the specific definition of the new
electronic-coordinate 7 is less critical (as long
as it provides a one-to-one mapping). But we have
seen_rhere that once we hit upon the essential idea
that £ must depend functionally upon the electron s
position, the correct definition for ’g“ emerges
quite naturally from the properties of the mass-
scaled coordinates and the rotations which con-
nect them.

D. Definition of electron coordinate 7

We now require a second coordinate complemen-
tary to Z, to specify the system configuration, and
since Eq. (3.92a) tells us that £ is essentially a
heavy-particle coordinate, 7 must be an electronic
coordinate.

The most obvious definitign at hand is that cor-
responding to Eq. (3.6) for £, i.e.,

> 2 - = T -
1= =R sino(r; R) + T coso(r; R). (3.10)

This seems very attractive because (a) in the
asymptotic channel limits 7 approaches the ap-
propriate channel electronic coordinates T4 or Ty,
and (b) it obviously forms a locally orthogonal
curvilinear system with E However, it is not an
acceptable form because it does not yield a one-
to-one mapping; at large R, three quite different
electron configurations correspond to the same
value of 7], and attempts to discriminate the three
sheets lead right back to a reaction path variable
concept which we have already re]ected as physi-
cally inappropriate.

The definition we shall take is simply

n=r. (3.11)

From Eq. (3.6), we see that since sinoc~o is of or-
der (m/p)!/? in any case, i and f are almost or-
thogonal. Furthermore, since becomes the cor-
rect heavy-particle coordmate R, or RB in the as-
ymptotic channels, we then obtain (channel J=A

or B)

f=%, cosc,,-+§sino,; (3.12)

for a fixed but asymptotic value of £, 7 is thus re-
lated to the correct atomic electronic coordinate
by a linear scaling. It follows that using ('ﬁ,f) as
new dynamical variables, we can define a molec-
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ular electronic Hamiltonian which will yield the
exact atomic electronic eigenstates for each chan-
nel, in the limit of fixed but asymptotically large
|Z|. We shall define such a Hamiltonian in Sec.
Iv.

[ Actually, provided the transformation
(¥, R)— (7, £) is one-to-one, the specific form
chosen for 7 is not very critical. For example, we
could choose either

Fr=% (3.132)
or
\
frr= —ﬁsinoo+ T cosa,, (3.13b)
where
tano,=3s\(m/1L). (3.13c)

For these choices, lines of constant ﬁ lie parallel
to the line Z,=0 in the two-dimensional cut of Fig.
6, with the choice (3.13b) giving a better scaling.
However, these choices lead to additional, unnec-
essary complications in the electronic Hamiltonian,
which can be avoided with the form (3.2)].

E. Scheme of derivation

Development of the theory now proceeds essen-
tially as follows: (i) The Schrddinger equation and
the scattering boundary conditions are expressed
in terms of the new dynamical variables (5, E).
The boundary conditions are easily expressed since
2 takes the correct form in each channel.

(ii) A suitable molecular electronic Hamiltonian
and its corresponding complete set of electronic
eigenstates and eigenvalues are defined (as func-
tions of the electronic coordinate ﬁ), on surfaces
of fixed E Such a set can be defined for each val-
ue of ?,7, which plays the role merely of a parame-
ter specifying the set.

(iii) The solution to the Schrodinger equation is
written as an expansion in the basis set of elec-
tronic eigenfunctions. The expansion coefficients
are functions of the scattering coordinate E; they
meet the scattering boundary conditions and obey
a system of coupled differential equations whose
proper derivation is the main objective of this
paper.

In Sec. IV, we describe two different choices for
the molecular electronic Hamiltonian and its eigen-
states. One of these is formally important, while
the other is more practical. In both cases, we
stress the point that these eigenfunctions are de-
fined on a surface of constant E

In Sec. V, the full Hamiltonian is expressed in
the new dynamical variables (;], Z), the scattering
wave function is written as an expansion in molec-
ular electronic basis functions, and coupled equa-

tions for the heavy-particle wave functions x,,(f)
are derived (for each of the electronic basis sets
defined in Sec. IV).

The important difference between this theory and
the PSS theory is the introduction of the scattering
coordinate 2 in place of f{, and the corresponding
redefinition of molecular electronic states (of
whatever kind) on surfaces of fixed E, rather than
fixed R. The variable transformation then pro-
duces some new coupling terms in the Hamilton-
ian, and there is an important new physical fea-
ture: a momentum “in the £ direction” (i.e., per-
pendicular to surfaces of constant E) implicitly in-
cludes both the momentum of the heavy particles
and the translational momentum of an electron
bound to them (this is evident in Figs. 4 and 6).
When the full wave function is expanded in an elec-
tronic basis set defined on surfaces of fixed E, the
“heavy-particle wave functions” x,,(f) then include
the electron translation factor and it does not have
to be put in separately as in the preceding paper.!
In the formulation of Ref. 1, the correction matri-
ces A which modify the PSS matrices f arise from
the ETF’s; here they appear instead as a result of
the new couplings produced by the coordinate trans-
formation,

Throughout the rest of the paper we pay particu-
lar attention at critical points to the test problem
of “isotopic molecules.”

In what follows, we work wherever possible with
the unscaled new variables E and ﬁ= T. Exact re-
sults will be retained where formally important,
but equations for practical use are expanded in
powers of the mass ratio m/u, keeping all terms
to order m/u.

©

IV. MOLECULAR ELECTRONIC BASIS FUNCTIONS

We have not yet expressed the complete Hamil-
tonian in the new variables (£,7=7) (see Sec. V);
however, we expect that, just as in PSS theory, it
can be divided into an “electronic part” and a
“heavy-particle part.” The eigenfunctions of the
electronic part will be used as a basis set for ex-
panding the full wave function. '

To describe a slow collision properly, suchbasis
functions should be generally adiabatic and molec-
ular in character. However, the essential new
property we require of them is that they are de-
fined on a surface of constant E, and that on that
surface they form a complete orthogonal set for
the expansion of functions in T space.

In this section, we describe two possible choices
for the electronic Hamiltonian and its correspond-
ing complete set of eigenstates on a surface of
fixed E The first of these is elegant and formally
important, because its eigenstates z/),,('x";g) become
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the exact atomic electronic eigenstates in each
asymptotic channel. When we use this set as an
expansion basis all formal requirements and bound-
ary conditions are satisfied exactly; this proves
that with the present theory we can give an exact
formulation of slow atomic collision theory, in
which no infinite range couplings or other formal
defects of any kind appear. However, this basis
set is unfamiliar, difficult to calculate except as
an expansion in a more familiar basis, and is of
little practical or even physical importance for
solving collision problems.

The second electronic Hamiltonian has a set of
eigenfunctions which are approximate rather than
exact channel eigenstates [approximate in the same
way as the Born-Oppenheimer states, Egs. (2.13)—
(2.17)], but they are familiar functions and more
easily computed. The coupled equations derived
in this basis are appropriate for the practical solu-
tion of slow collision problems, and they are fully
quantum-mechanical equations equivalent to those
derived via the ETF formulation [Egs. (3.7) of Ref.

1].

A. Formally useful electronic basis set

Let us define a set of electronic states zp,,(?;f) by
the equation

R(EEN,(F5E) = W, (D), () (4.1)
with
h= —(ﬁ2/2m)(coso)(-v.f)3(cosc)+V, (4.2)

where (-V?)z means the derivative with E fixed. For
reasons that will be clear later, we need to be
‘very careful about functional notation at this point.
We write

V=V,FD=-VHR) (4.3a)

and .

0=0,(T; £)=0(R) (4.3b)
to represent the potential V and the rotation angle
0. By this we mean that V,(¥; ¥) and V(¥; R) are
different functions of their respective arguments,
but represent the same physical potential at a
given point, the point described as (¥, ¥) and as
T, R) in the new and old coordinate§ respectively
[the transformation which links (¥, £) and (¥, R) is
specified by Eq. (3.6) or, to first order, by Eq.
(3.9)]. The explicit function Ve(r’ ) can be ob-
tained by reexpressmg V(' R in terms of the new
variables (¥, £). The same remarks apply to o.
Scalar products of the functions ¥, are defined
Ey integration over T on the surface of constant

g,

Ul = [ 936 B, D asE. 4.4)

With this definition of the scalar product, & is a
Hermitian operator, and since (4.1) is a Schr&d-
inger equation (admittedly with an unusual kinetic
and potential energy), the eigenfunctions ¥,(%; £)
form a complete orthogonal set.

We can easily show that these states are exact
atomic electronic states in the asymptotic chan-
nels. For example, in asymptotic channel B,

V-V3(5), coso—cosog=(mg/m)?,
(cos0)(m™V2)(coso) = coso(V2); coso — cos?oy 2z,

7 -152
= (V%B)aa =mypV; .

[We have used Eq. (3.12) to obtain the last result].

The Hamiltonian (4.2) seems to have an unusual
kinetic energy operator, but we note that wher-
ever o is a constant, cos?¢ is just a scaling factor
which effectively gives a locally correct elec-
tronic reduced mass. The symmetrized form
(coso )V %(coso) is used to make # Hermitian even
when ¢ is not constant.

A direct solution of the differential equation (4.1)
for the eigenstates §,(T; £) is neither feasible nor
necessary. We can learn all we need to know about
them by expressing them in terms of a suitably de-
fined and more familiar set of functions.

B. Relation of ¥, to Born-Oppenheimer eigenfunctions

Obviously, we should ask “what relation (if any)
exists between these functions ,(¥;£) and the Born-
Oppenheimer eigenfunctions defined in Sec. IID?”
Care must be taken in answering this question.

,,(r,i) are defined on surfaces of flxed E while
the Born-Oppenheimer states ¢,(¥;R) are defined
on surfaces of fixed ﬁ; in other words, if we insist
on the 7elation between E and R provided by the
transformation'(3.6), there is no simple relation
between the two sets of functions.

However, we can take an entirely different point
of view. For each and every fixed value of the
parameter E, the set zlJ,,(F;E) is complete and ortho-
normal in T space; likewise, for each and every
fixed value of (another) parameter ﬁ, the set
6,(F;R) is complete and orthonormal in ¥. There-
fore, for each and every fixed pair of arbitrary .
parameters E,ﬁ, we may expand ¥,,,

buEE)= Y (B, Do (FR), (4.5a)

where c,,, is then given by
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con@5D)= [ 93 B uE DT (4.50)

Of course these formulas are just statements of the

orthonormality and completeness of {¢,,(;; ﬁ)} for
every fixed R. Above all, we do nof assert here
that any relation such as (3.6) or (3.9) exists be-
tween the parameters 'f and R.

Now, Eqgs. (4.5) are valid for arbltrary values
of both the fixed parameters E and R but they are
not always useful; for example, there is no point
in expanding the set {9, (¥; £=130)} in the set
¢,T;R=0.1). The expansion is useful if we make
the fixed parameter R equal numerically to the
fixed parameter f; i.e., we choose the particular
expansion

->

Vol £) =3 Cp(B= D), (F; R= ). (4.6)

These coefficients can be calculated in first-
order perturbation theory by comparing the de-
fining equations for ¥, (F; ) and ¢,,(F; R)|gs
These are

w5 E) =[ - (#2/2m)coso, (F; E)(V2); cosa, (F; )
+ V& DI,(F; E)
= W), (F; £) @
and

(- (72/2m)(V2)g + V(E; R)]a. 1[04 R)a
-[6,R)$, R)ai.  (4.8)
To first order, provided the ¢,’s are not degen-
erate, we have
W (E)=¢,(R=E)

>, >

¢,FR=EN'p,FR=2)d°T, (4.9)

Cpn = 1,
= »_ ¢ R=EW ¢, FR=8)d’F
Cnm(R— g) = [(n(ﬁ) ~ (m(ﬁ)]h=- ,
(4.10)
where

B’ =h ~ hpolF; B= £)
=—(72/2m )[cosat(? £)(V2),c080,(F; E) - (V2);]

+V & E-VER=E). (4.11)

k' is easily shown to contain terms of order (m/u)
and smaller. (cf. Sec. V B).

If the Born-Oppenheimer eigenstates are de-
generate then the standard formulas of degenerate
perturbation theory give the ¥’s as linear combi-
nations of ¢’s. The most important application of
this type occurs in the case of “isotopic mole-

& - (’“A/’“o)
7 (m/m, )

Electronic Energy{a.u.)

FIG. 7. Qualitative correlation diagram for the Born-
Oppenheimer eigenvalues €(og), €(20,), and the “exact
adiabatic” eigenvalues Wis Wy, for an “isotopic mole-
cule” (electrically symmetric but heteronuclear system).
Nuclei of charge +1. Isotope splittings are exaggerated
several thousandfold for clarity.

cules”: As R -, the Born-Oppenheimer states
for a symmetric but heteronuclear system are
degenerate in (g, ) pairs, while we have shown
above that the corresponding states b, (T £) be-
come exact atomic electronic states of A and B
as |£| —~. In Sec. VI, we show that first-order
perturbation theory within degenerate manifolds
of (g, u) Born-Oppenheimer states yields the cor-
rect atomic states and isotopic shifts to lowest
nonzero order in m/ .

For the special case of isotopic molecules, there
is a significant difference between the properties
of ¥, and W, as functions of ,E} and those of ¢,
and €, as functions of |R|=|E]: The states 9, be-
have adzabatzcally with respect to isotope split-
tings, while the BO states ¢, are diabatic in char-
acter; i.e., the isotopic perturbation %’ is ‘not
diagonal in the basis ¢,(F; R= ). ‘Figure 7 depicts
these correlations in a qualitative way. While it
is nice to define a basis like ¢,, which goes smooth-
ly and adiabatically to the isotopically distinct
atomic states, it is not really a very useful basis
for physical purposes, because nearly all real
collisions are so fast that the system behaves
diabatically with respect to the isotope splittings*®
(see the discussion in Sec. VI).

C. Born-Oppenheimer basis on the gsurface

Actually, the precise form of the relation be-
tween the basis sets {y,(F; £)} and {p,FR=£)}
is less important than the fact that such a rela-
tionship exists. The expansion (4.6) implies that
the functions {0,&R=E)} can be used as a basis
set on the & surface. In effect, the replacement
of the fixed parameter R by the numerically equal
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fixed parameter E provides a mapping of the Born-
Oppenheimer basis functions from the surface of
constant R to the surface of constant E, such that
the functions still form a complete and ortho-
normal set.

Of course when we use this basis set we will
find that the isotope shifts are asymptotically off-
diagonal, but this is not a serious problem; ex-
cept at very low energies the isotope shifts are
negligible, and when they are important they can
be treated by the perturbative methods discussed
in Sec. VL. ‘

The dual role of the vectors R and E—as dy -
namical variables related by Eqgs. (3.6) or (3.9),
and as fixed parameters which are made numeri-
cally equal — can be very confusing if it is not
handled with great care. In the next section, we
will first transform the Hamlltoman from (’ R)
to (T, £) coordinates; R and E are then the dynami-
cal variables, related by Eq. (3.9). Afterwards,
we will expand the wave function ¥ (¥, &) in terms
of the basis set {¢> } on the surface of constant £,
in that context, R and f are regarded as fixed pa-
rameters taken to be numerically equal; either
may replace the other.

V. COUPLED EQUATIONS OF SCATTERING THEORY

In this section we obtain coupled differential
equations for heavy-particle wave functions, the
solution to which provides a fully quantum-mech-
anical description of slow collisions, correct to
order m/u. If the full wave function is expanded
in the basis set {#,(F; £)} then the coupled equa-
tions (4.16) are obtained. In this representation
the scattering problem is well formulated, with
exact asymptotic channel eigenstates, and cou-
plings that all vanish asymptotically. However,
we have seen that the Born-Oppenheimer basis
set {gb,,(?; R= E)} is more convenient even though
the ¢, are not quite exact atomic eigenstates. In
this representation, the coupled equations that
result are Egs. (5.18).

A. Transformation of the Hamiltonian

We begin by expressing the Hamiltonian in the
new dynamical variables &, %). Equations (3.9)
specify g to the required accuracy, and § is re-
garded as a function of (¥; R). Define the kth
Cartes1an components of new momenta conjugate

to (F, £),
py=—ili(3/37,);, P,=-ili(8/d¢,); (5.1)
and introduce the quantities

Yei = (asj/a'rk)ﬁ (5.2)

rka (asj/aRk);- (5-3)

Then the old and new momenta are related by the
equations (summation over repeated indices is
understood):

(=i V) [3= Pa+ m/21) (v Py +Py7yy) s (5.4a)
(=iliVg)y|z=Py+ m/2u)(T,, P,+P,T,,).  (5.4b)

Here, as in Eqs. (3.3"’) of Ref. 1 we have sym-
metrized the second term in each of these equa-
tions so that the new momenta (as well as the old)
are Hermitian operators. Putting Egs. (5.4) into
Eq. (2.3c), we find the new Hamiltonian, correct
to order m/u, is

H=Q2uy {P,Py+ 350y, P+ Py )pp+ zp,,(n,P +Pvyy)
+m/ W [E 0y Py+ Py vy Py + Prvyy)
+ %(rkjpl +P Ty )Py+ %Pn(ruPﬁPlrw)]}
+(2m) Py pp+ Vo (F E)+Om/p)?. (5.5)

Here, v,, and I',, are functions of (¥, R); however,
we can expand them as Taylor serles about R’ = 5,
where, as required by (3.9), R ~R’ = —(m/u)8

then we have

7 (F; R) = [0, (F; R)/ 07, ]z ~0m/ 1) (87,,/0R )5, +  + +
=y @ E) = m/ W)@, /or)g s, F D) 4 v v
(5.6)

A similar relation holds for I',,. This means that
we may consider v,; and ', in Eq. (5.5) to be
functions of (T; £), provided only that we add a
small correction to the terms of order m/pu in
the heavy-particle kinetic energy operator (terms
in curly brackets). [A more careful examination
of the expressions (3.3a) and (3.3b) for the trans-
formed momenta in Ref. 1 will show that just the
same corrections should appear there.]

The new Hamiltonian is not as complicated as it
looks, and can be much simplified by a further
approximation: in addition to neglecting terms of
orders (m/u)? and higher, we also neglect terms
proportional to ~(m/u)gradf, which appear in the
heavy-particle kinetic energy. Then the Hamil-
tonian can be written

H' = 2u) {P,Py+ 3[v4y Py + Py¥y; b0
+ 203 [ Yag Py + Py
+(m/ W) Yoy ps + 26T 4] P, P}
+ @MYyt Vo E B eee. (5.7)

The terms of order m/u in the heavy-particle
kinetic energy vanish (neglecting terms
~(m/u)gradf), if we define § by Eq. (3.9b); if we
use (3.9c), they are given by
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@) Yom/ ) [YegY b1+ 2T 46,41 Py Py

2(2“)-1(m/4“)[f2—1]PkPk‘ (5-8)

1. Channel limit behavior

The Hamiltonian (5.7) has a very simple mean-
ing anywhere that f is approximately consfant.
For example, in the B channel, f=1, E- ﬁB, and
Eq. (5.7) becomes
_(7z2/21u5)['v'§a)3 +(rp/ B 1+ K)-V’RB' v.]

- (m/2m)ve+v; (5.9)
but to within errors ~(m/ 1), the kinetic energy
in (5.2) is identical to that given by Eq. (2.4a): the
Ve V, cross term is present simply because
(Rp,T) do not form “orthogonal” Jacobi coordi-
nates. At finite R, (5.7) contains additional terms
proportmnal to gradlents of f, which arise from
curvature on the surfaces of constant f The
equivalence of (5.9) and (2.4) shows that nothing
significant has been omitted from the Hamilton-
ian (5.7), and we will use that Hamiltonian in the
rest of the paper. The terms of order (m/ )

X gradf, which have been neglected in (5.7), may
of course be retained if desired.

B. Coupled equations in the y, representation

We write the full wave function as an expan-
sion in the complete orthogonal set {(T; £)} de-
fined in Sec. IVA,

(D=3 xDuE D). (5.10)
Straightforwa;d calculation using the Hamiltonian
(5.7) gives the coupled equation

@) [-i7V,+ B(8) + A(H)]?

+(m/WD(E)(= ik V)7 x(E)
+[W(8)+ A (&) - 2w A- A x(B) = Ex(D),
' (5.11)
where
B, (0=, l(=im V) |v,). (5.12)

W is the diagonal matrix whose elements are
W,(§) [cf. Egs. (4.1)], and the matrices 4, D,
and A are defined as follows:

R, (8= -in(y, |{¥,(3):V,+3V:B)}Hv,) (5.13a)
(i.e., the jth Cartesian component is
Ab = =ity |[{(8s,/07,)(8/87,) + 3(8255/ 072} ¥, .
(5.13b)

If we assume neglect of terms ~(m/p)gradf, the

matrix D vanishes for § given by Eq. (3.9b), while
if we use (3. 9c),

D, (&) =+, | (f2=1)]8,). (5.14)
Finally, A is given by

A= (b, | =(7%/2m) sin?aV2 |y, ), (5.152)

a result which follows from the definition (4.2) for
the electronic Hamiltonian, again dropping terms
~(m/p)gradf; but, using Eq. (3.8), we can write
this as

A= =%/ 20), | (B(F + 01592 ,),

and (to within errors ~(m/ w)gradf) this is just
equal to (Zu)"A A. These terms thus cancel, and
Eqgs. (5.11) become

(5.15b)

@M=V, +P+A]%+ (m/W)D(- it V )2} x(B)
sWOxH=Ex®. (5.16)

Let us examme the various terms in Egs. (5.16).
The matrix P contains the standard “nonadiabatic”
couplings, and, insofar as lowest-order nondegen-
erate perturbation theory is valid [cf. Eqgs. (4.9)
and (4.10)] its elements in this representation are
the same as those of PSS theory. It is easy to
show that some matrix elements of P do not vanish
as &= || ~ =, and that the matrix A asymptotically
exactly cancels P. For the case of * ‘isotopic mol-
ecules,” since the diagonal matrix W yields the
exact atomic electronic energies, the functions (8
do not behave like the Born-Oppenheimer states
¢ (T R= B); ); instead they behave adiabatically w1th
respect to the isotopic splittings (cf. Fig. 7).
this case, therefore, P contains additional non-
adiabatic couplings (not present in PSS theory)
which reflect the mixing of g and  molecular
states to produce A and B atomic states as oo,

We will not discuss the remaining term D here,
except to note that in any case it vanishes 'é'symp-
totically, since f2=1 wherever bound-state elec-
tron density is finite, as £-, A brief discussion
of this term is given in the more useful Born-Op-
penheimer representation (cf. Sec. VC).

This representation of the scattering problem
has a formal elegance, since the scattering bound-
ary conditions may be exactly satisfied (to any re-
quired accuracy in m/u), and therefore the theory
of scattering which results is entirely free of any
formal defects. On the other hand, the electronic
basis functions 3, are complicated; they obey an
unfamiliar electronic Schrédinger equation, and,
where their properties are qualitatively different
from those of the set {¢ (F; ¥)}, the latter provide
a more convenient representation of actual col-

. lision behavior (cf. Sec. VI).
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C. Coupled equations in Born-Oppenheimer representation

We have seen that the functions {¢ (F; R )} form
a complete orthogonal basis on a surface of con-
stant f provided we employ the replacement R= E
Then we expand the full wave function

¥ D=3 %D, FD. (5.17)

Now, of course, the x,’s are different functions
from those in Eq. (5.10), since the basis is dif-
ferent. They obey the coupled equations

{ew -V, +B&) + A(&) 12+ (8} x(®)

+{a®) - @R -Ex®
+(20) m/wD(E) =ik V(B = Ex(®).  (5.18)

In these equations, matrix elements are taken be-
tween the BO _molecular states but otherwise the
matrices P A and D are as defined previously;
€ is the dlagonal matrix of Born- Oppenheimer
electronic eigenvalues. In this representation, A
may also be written -

R, &)= (im/n)(c, —€) 0, |5]0,). (5.19)
Finally the matrix A is defined
ﬂmv= <¢m| [Vt(f; g) “V(-fy E)] |¢n)' (5'20)

Equations (5.18) are identical to those obtained
by the ETF formulation [Egs. (3.7) of Ref. 1] but
have been derived rigorously (in these differential
equations, since E is now merely a variable name,
we may replace it by the name ﬁ; this is notation-
ally more consistent with its actual role inside ¢,
and in matrix elements, and makes the practical
relation to PSS theory clear). We _have discussed
the effect of the ETF corrections A on the non-
adiabatic couplings in Ref. 1; here we turn our
attention to the smaller terms in these equations,
which are now placed on a firm footing.

1. Electronic binding energy corrections

The terms [A —(Zp.)'lA A] are corrections, of
order ~(m/u)€, to the binding energy of the elec-
tron, due to differences between the molecular re-
duced mass m and the corresponding atomic re-
duced masses m ,,mz. They reproduce isotopic
term splittings in the case of systems like HD?,
‘and should not be neglected unless these effects
are deemed unimportant. In HD" they are unim-
portant for collision energies above ~0.05 eV.!®

The matrix A may be related to more easily
computed or familiar quantities. Keeping in mind
the recent notation change, we have, from Eq.
(4.3a),

Vi BB = VR R - (n/w)3],

and using a Taylor expansion about R we obtain
D= =(m/ )b, | [3V,V(ER)]|0,); (5.21a)

symmetrizing and inserting a set of intermediate
states, we write '

Bon= =50/ ) Y {0, [316,7¢8, 95V ,)
1

+$0,|VaV]0: %04 |51 0,0}
(5.21b)
and then, noting that V,V=V sk, we use the Hell-
mann-Feynman theorem,
(61| Vahno | 00)=0,(Vre,) + i/B)(€, ~ )Py,
(5.22)
and obtain )
B = =(m/ {8, VelE(€,+ €,)]
+(@/B)(e, ~€,)[3-P+P 5],

- (@u B +A- P, (5.23)

For a nonsymmetric system, where the BO
states ¢n are uniquely correlated to atomic states,
it is easy to show that the diagonal elements of
(& - Zu)'lA A] give the afomic energies [correct
to ~(m/u) T. We have

= =/ )8 T~ (2[R B B K]
(5.24)

asymptotically, 3R€n vanishes, 5-— ‘E’ and there-
fore

;irg[_A_—(Z;L)'lg::é]m:(2u)'1[_§_~§]m,.- (5.25)
Using the identity

11X $ | V2| ¢, )= BBy -iAV B,y  (5.26)
we find, since v R’ P~0 asymptotically, that the

diagonal correction is just equal to
~(1%/20)¢,| V%] 6,0
= ~(%/21)$, | V%0, )
= /2B 1+ 0], T2 [8)
= -2 mF -m™ g, | V2 |6, )= (8 -, ),
(5.27)

(a result proved in Ref. 1, Sec. IIC 2).

For the more important symmetric case, the
molecular states ¢, are asymptotically degenerate
in (g,u) pairs and the isotopic correction term
must be evaluated within the 2 X 2 degenerate sub-
spaces; then using degenerate perturbation theory
it can be shown that (to order m/u) the correct
atomic energy levels and zero-order atomic states
are recovered (cf. Sec. VI).
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Finally we note that in general the off-diagonal
matrix elements of [ —(2u)"A A] also do not
vanish asymptotlcally between nondegene'rate lev-
els (m,n). These infinite-range couplings nec-
essarily result because the Born-Oppenheimer
states and the exact atomic states do not quite
agree (since they have different €lectronic re-
duced masses). However, these couplings are
exceedingly tiny, we know precisely what they
mean, and they are of no importance to collision
problems.

2. Transport kinetic energy corrections

The effects represented by the matrix D depend
on the choice made for the form of 3 [Egs. (3.9b
and 3.9¢)]. In arriving at the simple expression
(5.14) [for choice (3.9¢)] or D=0 [for (3.9b)], we
also have neglected terms of order ~(m/ w)gradf;
if such terms are retained, then either choice for
$ leads to nonzero corrections of this type. In
writing this expression, we also have kept only
those terms in which (-7 Vv R) acts upon x(R)
this yields a quantity of the order of the heavy-
particle momentum, while (as shown in Ref. 1)
the effect of this operator upon ¢, is to yield quan-
tities of the order of the electronic momentum
(the discarded terms add corrections to the non-
adiabatic coupling ~(m/w)(P + A).

The diagonal elements of the matrix D have a
simple interpretation; they represent transient
corrections (nonzero only for finite R) to the
heavy-particle kinetic energy, ~(m/u)E.

Off-diagonal elements of D can in principle lead
to inelastic scattering. Hoﬁ_ever, they lead to
interactions proportional to the square of the
heavy-particle speed v,. Using the rough esti-
mate |(P+A),,| ~p,~muv, where v, is the orbital
electron : spEed, we see that the ratio of the D-type
interactio_gs to the nonadiabatic interactions aris-
ing from P+ A is N(UN/ﬂe). For slow collisions
this quantity is assumed to be small, but it is
clear that for increasing collision energies the ef-
fects of the D terms must be considered.

VI. CHARGE EXCHANGE IN THE HD* SYSTEM

We now consider specifically the “isotopic mol-
ecule” problem described in the Introduction as a
critical test of the adequacy of the theory. We will
prove first that the spurious (g, u) P-matrix cou-
plings of PSS theory [see Eq. (1.2)] are exactly
canceled by the corresponding E-matrix ele-
ments. Then we shall show that the real couplings
in the system arise from the isotope splitting
terms A — (Zu)‘lA A within asymptotically degen-
erate manifolds of (g,u) molecular states.

A. Removal of spurious PSS couplings

In Ref. 1, Sec. IVA5, we showed that all terms
arising directly from the mass asymmetry X in
PSS theory are exactly cancelled by corresponding
terms in the ETF correction matrix A. In partic-
ular, from Egs. (4.4),(4.5) of Ref. 1, we find that

P+A=P +&,, (6.1)
and that, since [-i% 3R];I and 8, have gerade
parity, the right-hand side of Eq. (6.1) cannot con-
nect states of different parities. Therefore nonon-
adiabatic couplings exist within the relevant asymp-
totically degenerate pairs of molecular states.

B. Isotopic splittings

For a symmetric system, let ¢, and ¢, be an
asymptotically degenerate pair of BO states.
These are asymptotically related to approximate
states q‘),,A, ¢,,B:
¢ng: 2-1/2((1)"8 + (p"A) » ¢nu= 2-1/2(¢"B - ¢"A) . (6-2)

Now, as shown in Egs. (5.26) and (5.27), we know
the asymptotlc elements of ‘the quantity .
[ —(2u)"A A] in the atomic basis set (¢n37¢nA)

(@ |- /21 V5| 0, )
= <imHmy - m e, |92 16,0,
(pn, |- (7/20)92 ]9, _ (6.3)
= —ah¥m —m™ o, |V2 |0,),
(| - /2072 | 9, )=0;

and of course, from this we may infer via (6.2)
its matrix elements in the (g,u) representation,

(9, | -/ 21)¥% 0, )
<¢)nu|— iiz/Zu €§e|¢"u)
-m™ o, |

i

~312[5(m3} +m) ﬁqub,,B),
(6.4a)
and
<¢ng| - (h—z/zu)ele ¢"u>
= s [E(my —m)] (¢, |€§B|¢n3>, (6.4b)
as well as the obvious fact that making it diagonal
again recovers the correct zero-order atomic

states ¢n ,¢>n and the first-order isotopic energy
shifts, as g1ven by (6.3).

C. Treatment of scattering problem

In the Born-Oppenheimer (molecular state)
representation, the nondiagonal matrix
[a _(Zu)'lA A], whose asymptotic elements are
given by Egs. (6. 4) provides couplings between



the states Py ¢y, This is a diabatic representa-

tion. To solve the problem in this representa-

tion: )

. (i) Integrate the coupled equations (5.18), in-
cluding the isotopic splitting terms, for the two-

state (g,u) manifold (1sc,, 2po,) from the origin

out to some suitably large but finite R=R,,.

(ii) Transform to the atomic representation
(basis states P15, P1s ) and continue the integra-
tion to convergence ofB the S- matnx calculatlon
In this representation, [_— (2 p.)“é_ é] is diagonal,
but now hyq is not diagonal.

(iii) A good matching point R, is the value of R
such that lelso = €3p0, | RoN(lsotoplc splitting). For
HD* this is abdut 11.8 a.u.

Alternatively, had we wished we could have de-
scribed the same problem using the states ¥ ,(T; R)
and solving Egs. (5.16). In this basis, we know W
is a diagonal matrix and the states ¢, each go to
correct atomic states asymptotically, while in-
ternally, as shown in Sec. IVA, they closely re-
semble the Born-Oppenheimer states ¢, This is
an adiabatic representation; in the region where
the Born-Oppenheimer splitting (¢, - €,) and the
isotope splitting (6_‘1’SA - efsB) are of comparable
magnitude, the states ¥, undergo a change of
character from molecular to atomic states as R
increases In this region, there is a nonadiabatic
coupling P which links the two states, and solu-
tion of Eqs. (5.16) with this coupling mcluded will
also describe the isotopic charge exchange.

However, description of the problem in the rep-
resentation based on ¢, is not really a good idea.
In the first place, the ,’s and the W,’s are not
easy to ) compute, nor are the nonadlabatlc cou-
plings P but in addition, the actual behavior dur-
ing COlllSlOn is really not adiabatic; it is more
nearly diabatic, and in that case the Born-Oppen-
heimer basis states, and the solution technique
described above using them, are more appropri-
ate.

Detailed calculations on charge exchange in HD*
at very low energies have recently been completed
by Davis and Thorson.'®

VII. DISCUSSION

Let us now review the main ideas in this work,
to see which are essential and which are secondary
and could have been developed differently. First
of all, what really is wrong with the usual PSS
theory? Useful perspective on this question is
provided by ‘Figs. 4 and 6: We have to solve the
Schrédinger equation for a particle moving on an
n-dimensional surface. Direct numerical solu-
tion in # dimensions is impractical, and we at-
tempt to take advantage of the approximate sep-
arability of some degrees of freedom (e.g., “elec-
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tronic motion”) from others. This'is done by ex-
panding the full wave function in a discrete set of
basis functions defined on some j-dimensional
surface in the full configuration space; the Schré-
dinger equation thereby is reduced to a set of
coupled differential equations in the remaining N-j
dimensions, hopefully a more tractable form.

For this purpose it is always mathematically
possible to use any j-dimensional surface and any
set of functions defined on that surface; as long

as the expansion basis is complete, and boundary
conditions are expressed properly, then the exact
solution to the full set of coupled equations is the
solution to the full Schrédinger equation. But ex-
pansion bases are never actually complete; in real
life they must be truncated to a small, very in-
complete set. The physical problem, then (as op-
posed to the purely mathematical one) is to choose
an appropriate surface, and an appropriate set of
functions on that surface, such that the separation
of degrees of freedom is as good as possible and
even with a truncated basis set will still yield an
accurate solution to the full Schrédinger equation.

In the usual formulation of PSS theory, the sur-
face chosen is a surface of constant R and the
basis functions are the Born-Oppenhelmer states
{¢> (T; R)} If the expansion included the mathemat-
ically complete set of these states, then the PSS
theory could be exact. However, as was empha-
sized by Thorson and his co-workers,'* that com-
plete set would have to include substantial con-
tributions from the continuum states in the Born-
Oppenheimer representation, rendering the cou-
pled equations quite intractable. In this paper and
that preceding it we have described the problems
that arise with a truncated expansion in the PSS
representation: (i) infinite-range couplings (P# 0)
as R-0; (ii) unrealistically large cross sections
for direct impact processes such as ionization';
(iii) large, unphysical couplings between g and u
electronic states in isotopic molecules. In the ~
PSS theory, ‘either the surface, or the expansion
basis, or both, is not quite good enough.

The essential idea of the preceding paper® is to
modify the basis set of Born-Oppenheimer func-
tions to include the electron translation factors,
while still keeping the surfaces of constant R as
those on which the expansion is defined. A trun-
cated basis set can then provide an accurate rep-
resentation, given certain assumptions and ap-
proximations. In retrospect, we can see now that
the minor difficulties and ambiguities of the ETF
approach really arise because we have not quite
obtained a good separation of “degrees of free-
dom”; we then have to include “translation” ef-
fects in the “electronic” wave functions.

The essential idea of the present paper we owe
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to Mittleman®: in effect, he proposed that a dif-
ferent surface of definition for the basis functions
can provide a better vepresentation than that of
PSS theory. Figures 4 and 6 make it quite clear
why this is so: By defining the “scatteving coordi-
nate” &, and defining expansion bases on surfaces
of constant £, we achieve a much better separa-
tion of “translational” and “electronic” degrees of
freedom. The true translational motion is “in the
£ direction,” not “the R direction”; once this is
recognized, and the internal states defined on the
surface normal to that direction, all need for elec-
tron translation factors goes away and the proper
physical couplings between different degrees of
freedom follow directly, and easily.

Mittleman’s definition of the coordinate 5 is not
quite the correct one. In our notation, he defines
it

=R n/WBF+A][F - 5(F+ DR +0m/w)?,
(7.1)

which differs from our definition (3.9b) by a fac-
tor of 2 in the last part of the m/ . term. Several
arguments can be given to show that the defini-
tions (3.9) are correct rather than (7.1).

The definitions (3.9) follow naturally from the
transformation relations (3.3) connecting mass-
scaled coordinates for the channel and molecular
regions. Mittleman’s definition of 5 glves the .
correct unscaled channel coordinates R and RB,
but takes no account of the reduced masses W, Up.
But the idea of separation of internal and transla-
tional degrees of freedom and the idea that the
latter motion is normal to the surface of defini-
tion of the former is clearly evident only in the
mass-scaled coordinates; in unscaled coordinates

- the transformations corresponding to (3.3) are not
orthogonal. Indeed the main purpose of mass-
scaled coordinates in the entire theory is to create
the simple picture displayed in Figs. 4 and 6. If
we use Mittleman’s definition for Z, we find that
although the spurious PSS coupling (1.2) is re-
moved, an equally paradoxical asymmetric g-u
coupling, Eq. (1.5), appears instead; this only
disappears when the differences between [ ,, up,
and u are taken into account.

Another way of describing this point is to com-
pare Figs. 4 and 6. For the symmetric homonu -
clear case (Fig. 4), surfaces of constant £ are
distorted relative to surfaces of constant R for
the symmetric but zeferonuclear case A #0 (Fxg 6),
they are not only distorted, but also rofated by an
angle ¢, defined in Eq. (3.13c). It is not hard to
show that the votation by itself completely elimi-
nates the fictitious g,u couplings. Then the dis-
tortion superlmposed on this rotation provides a
coordinate system which asymptotically agrees

with the atomic channel coordinates and thereby
accounts for the motion of the electron as it is
carried along with the nuclei, In order to intro-
duce no further (g,u) couplings, it is only essen-
tial that the disto}ti_on be described by gerade
contributions to £&. The definitions (3.9) both have
these properties; the ungerade part is just the
term that would arise from rotation by o,, and
the gerade part is a distortion that makes £ go to
R, or R in the channels, -

The two definitions of £ considered in these pa-
pers are not the only ones having the required 7o-
tation and distortion characteristics; a trivial
class of modifications is obtained by scaling with
any desired constant, for example, and there are
other more complicated choices as well. For the
two definitions specified in (3.9b) and (3.9¢), sur-
faces of constant £ have slightly different curva-
tures and distortions at finite £, but are identical
in the channel limits. Either choice gives rise to
a formally acceptable theory, and at present we
have no convincing arguments in support of one
over the other. The two definitions give rise to
somewhat di_f.ferent results for the ETF correc-
tion matrix A; in the case of (3.9b) the element
Km has an additional term

E2 = (im/m)3R(p | (1 = £?) l6.), (7.2)

which does not appear in the case of (3.9¢c). We
have computed some of these terms for transitions
in the H," and HeH" systems and we find that they
are often of significant size. If we use Eq. (3.9¢c)
instead, these terms do not appear at all, and
the only price paid for this is a change in the much
smaller terms associated with the matrix D. Fur-
ther study will be needed, however, before we can
say which choice may be more useful. The prob-
lem posed by this flexibility in defining £ is thus
similar to that discussed in Ref. 1 regarding the
choice of the switching function f(%; R) The really
critical step in the theory, however, is the defini-
tion of some appropriate scattering coordinate £,
and the decision to define electronic basis func-
tions on a surface of constant £; other aspects of
the formalism are matters of practical and physi-
cal sense, and a variety of alternatives is open.

For example, our choice (3.11) for the electron
coordinate 7 is only one of many possibilities,
such as (3.12) or (3.13) which we discussed earli-
er. It does not matter what coordinate system we
use on the surface of fixed f provided the mappmg
(F; R) to (n 2) is one-to-one. We chose 7=T be-
cause the transformed Hamiltonian (5.7) then has
the simplest form for the general asymmetric
heteronuclear system.

Similarly, great freedom exists in the choice of
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basis functions. It is most convenient, of course,
if they form an ovthogonal set, since the coupled
equations are simpler, but the orthogonality may
be defined in many ways. We can use a set that
is orthogonal with any (reasonable) positive defi-
nite weighting factor p(7)

| v s Dol =,

We chose p=1, but other choices are equally val-
id; Mittleman and Tai,? for example, chose p to
be equal to the Jacobian of the (T, R) -—(77 ’g‘) trans-
formation (this differs from unity by terms ~n:/ ).
However, such a choice produces some additional
complications we have avoided here.

The basis functions form a complete set if they
are eigenfunctions of an “electronic Hamiltonian”
which is Hermitian with respect to the chosen
weight factor p. We have developed the theory
using such complete sets, but it should be recog-
nized that a well chosen set of “pseudostates” can
give a very accurate description of the scattering
regardless of their formal completeness prop-
erties.

Of the two basis sets discussed here, the set
{z[) (r 5 } has mainly formal merits; these states
go continuously and adiabatically to exact atomic
eigenstates in the channels, so that in this rep-
resentation the scattering theory is very well
formulated with no infinite-range couplings. But
this basis is not particularly useful for actual cal-
culations, as we showed in Secs. IV and V.

For general utility, probably no basis set can
compete with the set of Born-Oppenheimer func-
tions {¢ (T E)} defined on the surface of constant
E They do not quite become exact atomic channel
eigenstates, but the small isotopic couplings
which remain are easily included (when relevant)
by the methods of Sec. VL

In this discussion we have not raised the question
of diabatic or partially diabatic representations,
which really has no direct connection with the
main ideas here. It is clear that in addition to the
set {¢>,,}, we could use any set obtained from it by
g-dependent unitary transformations. Of course
the matrix elements must be correspondingly
modified; in particular, Egs. (5.19), (5.21), (5.22),
etc., are true only in the Born-Oppenheimer
basis, and the diagonal matrix € must be replaced
by the (nondiagonal) matrix ﬁao-_

VIII. CONCLUSION

The coupled equations (A3) obtained from the
usual perturbed stationary states (PSS) formula-
tion of slow collision theory are incorrect, and
lead to serious physical errors for the analysis

of many processes. These equations should be
modified to include the additional terms due to the
matrices A A, and D, as in Eqgs. (5.18). The
most 1mportant change is the replacement of the
PSS “nonadiabatic coupling” matrix P by P+A

the effects of this modification have —Eeenaisr
cussed at length in the preceding paper.! The_’ cor-
rection A removes spurious contributions to P
both in the collision regmn and asymptot1ca11y
The terms A —(2u)” X give the asymptotic iso-
tope shifts, “and in addition there are some small
terms ~(m/1)E associated with the matrix D,
whose diagonal elements yield a correction to the
“transport kinetic energy” of the electron, while
the off-diagonal couplings are negligible in com-
parlson to the effects of nonadiabatic couplings
P+A in the low-velocity limit. Derivations of the
correct coupled equations (5.18) have been given
by two independent formulations, here and in the
preceding paper and a unified physical interpreta-
tion has been given to these coupled equations.
Calculations of these new terms and their effects
on various processes are currently in progress.
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APPENDIX: A PARADOX OF PSS THEORY

Here we show that for isotopic molecules like
HD*, the naive application of the PSS theory does
not agree with the classical impact parameter
theory. In a physically sensible formulation of
the impact parameter theory, there is no (g, u)
coupling; in the PSS theory, though, there'is a
large (g,) coupling which does not vanish in the
classical limit.

A. Impact parameter theory

In this method it is assumed a priori that the
nuclei move on a (rectilinear) classical path; the
electron then sees a time-dependent force field
and obeys the time-dependent Schrodinger equation

asB; TG )= ity [165510)], (A1)
* where . ’
hip@; b )= —(7%/2m)V2+ V(B;1) (A2)

and for the moment we do not raise the question
of the reference origin for the electron coordinate
p.

Note the following points: (a) The masses of the
nuclei nowhere appear in this formulation; the
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collision is that of two infinitely massive potential
fields moving past each other, with an electron
moving between them. (b) Since the nuclei are in-
finitely massive, there can be no distinction be-
tween the rest mass of the electron and its atomic
or molecular reduced masses (m,= My=Mpg= m).
(¢) Regardless of the nuclear masses, if the sys-
tem is symmetric, then the potential V(p;¢) is in-
variant with respect to inversion about the geo-
metric center of the system, T~ -T; it follows
that if the reference origin for the electron co-
ordinates be taken as the geometric center, '5=Fg,
then electronic parity is exactly conserved and
there is rigorously no coupling between g and u
states. This is obvious on physical grou—nds alone
for the H," system, and the crux of the argument
is that—at this level of approximation—the equa-
tions for HD* are identical to those for H,", since
the potential is the same.

B. PSS theory

Figure 1 shows the molecular coordinate sys-
tem for an isotopic molecule; the electron coor-
dinate T has its origin at the center of mass of the
nuclei, and the kinematic Hamﬂtoman is given by
Eq. (2.3c). We expand ¥(T; R) ina complete dis-
crete set of electronic states,

=3 %(Re,H R,
n
and obtain the coupled equations

[(1/2p)(- iRV, +P)2+h(R)] XR)=Ex(R). (A3)

Since the electronic Hamiltonian % is invariant
under parity transformation it can have no mairix
elements liking g and » states. However, the ma-
trix P has nonvamshlng and large (g y u) matrix
elements,

B,.={g|(~invy),|u)
= (g|[(~ i1V )z, ~ 2N =%, )z] [w)
= -\ {g|(-inV,)g|u), (Ada)
= —s\im/T)(e, - €,) g |F,|u). (A4b)

This matrix element vanishes within the manifold
of a degenerate (g,u) pair as R—~°, but it has
finite values at finite R; for HD" 1t is about 0.1%/a,
. as R-~0. Note further that it does not depend on

the atomic isotopic level splittings, which are pro-
portional to m , —myg; instead it is proportional
directly to A=(M, - M)/(M ,+ M) which remains
finite in the limit M ,, M -« m, fixed.

C. Classical limit of PSS theory

These (g,u) couplings of the PSS equations (A3)
do not vanish in the classical limit. The definition
of this limit given by Riley® is convenient here:
We should obtain the impact parameter equations
by taking the limit of large mass at fixed nuclear
velocity. To do this, we write

&(ﬁ) = exp[ipd. ﬁ/h’]g(ﬁ) (A5)

where 7 is a constant velocity in the Z direction
with magnitude such that E=3p0% Equations (A3)
then become

[(1/20)(uB + P iV )*+ h]a=Ea. (A6)
Collecting terms in powers of U, as U -~ we find
in(5+V Pa(R) = [(R) + 7 B(R) Ja(R) . (A7)

Since 7* 3 =d/dt, Eqs. (A7) have the same form
as do Eqs (Al) when T is there expanded in the
set {¢> [T, R(t)]} However, we showed that Egs.
(A1) can have no g-u couphngs while here in (A7)
the couplings P“—re_fnain. This paradox is only
resolved by recognizing that the PSS matrix P does
not give the correct nonadiabatic couplings. -

Of course, the argument might be made that,
since the impact parameter formulation is prop-
erly obtained only as the classical limit of a quan-
tum-mechanical theory,® the reference origin for
the electron is not arbitrary but must be pre-
scribed from the quantum-mechanical problem.

We have seen that if PSS theory is taken as the
quantum-mechanical formulation then this origin
is naturally the center of mass of the nuclei. How-
ever, this argument does not resolve the para-
dox; it can be shown that the physical description
of the system in the impact parameter limit must
be independent of the reference origin,® but now

we have two different systems (H,", HD*) whose
electronic Hamiltonians h;p(T,; ¢ ) areidentical, and
contain no data about nuclear masses, yet hypo-
thetically exhibit different physical behavior in

the classical limit, merely because of a difference
in choice of reference origin.
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