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d -dimensional homogeneous isotropic incompressible turbulence is defined, for arbitrary nonintegral d, by
analytically continuing the Taylor expansion in time of the energy spectrum E,(t), assuming Gaussian initial
conditions. If d < 2, the positivity of the energy spectrum is not necessarily preserved in time. For d > 2 all
steady-state and initial-value calculations have been made with a realizable second-order closure, the eddy-
damped quasinormal Markovian approximation. Near two dimensions the enstrophy (mean square vorticity)
conservation law is weakly broken, enough to allow ultraviolet singularities to develop in a finite time but
not enough to prevent energy from cascading in the infrared direction. A systematic investigation is made of
zero-transfer (inertial) steady-state scaling solutions E, « k ~™ and of their stability. Energy-inertial solutions
with m = 5/3 exist for arbitrary d; the direction of the energy cascade reverses at d = d,~2.05. For
d < d'.~2.06 there are in addition, as in the cascade model studied by Bell and Nelkin, inertial solutions
with zero energy flux; their exponents m(d) are given by a roughly parabolic curve in the (m,d) plane,
linking enstrophy cascade (m = 3, d = 2) to enstrophy equipartition (m = 1, d = 2). For any point in the
(m,d) plane such that the transfer integral is finite and negative, a steady-state scaling sclution E; « k ™™ is
obtained when the fluid is subject to random forces with spectrum F, o k *™-D/2. A special case is the “model

B’ [m = —1 +§€ + O(€?), d = 4—¢] obtained by Forster, Nelson, and Stephen using a dynamical
renormalization-group procedure. Forced steady-state solutions are actually not resticted to the neighborhood
of m = —1, d = 4; they are amenable to renormalization-group calculations on the primitive equations for
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arbitrary d > 2 when m is close to the crossover —1 and, perhaps, also near the crossover +3.

I. INTRODUCTION |

The dynamics of fully developed two-dimensional
(2-d) and three-dimensional (3-d) turbulence differ
in an essential way at both the infrared (ir) and the
ultraviolet (uv) ends of the spectrum.'”® This
stems from an additional conservation law, vor-

_ticity conservation, which holds only in two dimen-
sions. What happens when this conservation law is
weakly broken? For example, large-scale flow in
Earth’s atmosphere and oceans is known to be
mostly 2-d but, of course, not exactly so.® Is’it
safe to apply the theory of 2-d turbulence to such
geophysical problems or would some kind of “2.5-
dimensional turbulence” be more appropriate?”

There are more fundamental reasons to invest-
igate d-dimensional (d-d) turbulence for noninte-
gral d.® The statistical theory of homogeneous iso-
tropic turbulence can be set up in a framework with
(mostly superficial) similarities to field theory and
statistical mechanics.®"'? In the latter fields, con-
tinuation of the space dimension to nonintegral val-
ues has produced interesting results, including for
integral values of d. Particularly important has
‘been the concept of cvossover dimension in critical
phenomena, which may be defined as a dimension
beyond which the statistics become essentially
Gaussian. Just below such a crossover, it is us-
ually possible to calculate perturbatively.'® At-
tempts have been made to carry over some of the -
ideas of critical phenomena to fully developed tur-
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bulence.'* In particular, there have been spec-
ulations about a possible crossover dimension
above (or below) which Kolmogorov’s 1941 theory
(K41) would become exact.'®'® The existence of
such a crossover has been questioned in an earlier
Letter.” Note, however, that the possibility that
K41 would become exact in infinite dimensions is
still open.'®

At a more technical level, Forster, Nelson, and
Stephen have been recently able to solve several ir
problems for d-d turbulence near certain cross-
over dimensions, by using dynamic renormal-
ization group methods.'®*® An attempt has also
been made to investigate uv properties by such
methods.?’ Finally, an important motivation for
the present work comes from the cascade model
studied by Bell and Nelkin??; although not explicitly
a d-d problem, the cascade model suggested to us
that qualitative changes of both the ir and uv prop-
erties of turbulence can take place at dimensions
somewhere between two and three.

In an earlier letter some preliminary closure-
based results for fully developed d-d turbulence
were reported.”” The present paper is devoted to
a detailed exposition of these and more recent re-
sults. In Sec. II we define d-d turbulence and study
questions of realizability. In Sec. III we extend to
d-d turbulence a closure technique which has been
frequently used in two and three dimensions and
which is known to be K41 compatible. Sec. IV con-
tains technical preparatory material for Sec. V
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which is devoted to steady-state scaling solutions
with or without forcing. In Sec. VI we study time-
dependent solutions (we also recall some basic
facts about 2-d and 3-d turbulence). In Sec. VII we
summarize the principal results and discuss ques-
tions which are beyond closure.

The reader will be helped by some acquaintance
with recent reviews of the analytic theory of tur-
bulence.?*?5 No knowledge of renormalization-
group or field-theoretic methods will be assumed,
except in Sec. VIIC.

II. ANALYTIC CONTINUATION OF THE ENERGY
SPECTRUM

We start with the d-dimensional (d integer = 2)
Navier-Stokes equation for viscous incompressible
flow without boundaries,

8 V&, 1)+ Ve V== Vp+ vV +IRF, 1), @.1)

v-v=0.

The initial condition ¥(X,0) and the external forces
f(%,1) are prescribed Gaussian? homogeneous iso-
tropic random functions with zero mean value; the
forces are restricted to have white-noise depen-
dence on time. .

The enevgy spectvum E,(t) is related to the spa-
tial Fourier transform U, j(E,t) of the (one-time)
covariance (V;(X, £)V,(X’, 1)) by

S kU, 1) = (d = 1)P R E,(0). - @2

In (2.2), P,.j(l?) is define as 6, - k& /k* and S, is
the surface of the d-d unit sphere, related to the
T function by '

S,=2m%2/T(}d). (2.3)

Equation (2.2) ensures that in any dimension the
mean kinetic energy per mass and the energy spec-
trum are related by

W)= [ B0k (2.4)

Although the primitive Navier-Stokes equation

(2.1) is meaningful only for integral d, in the sta-

“tistical case we can continue its solution analy-
tically to nonintegral d. A formal solution of the
statistical Navier-Stokes equation may be obtained
by expanding V(X, ¢) in powers of ¢ or of the Rey-
nolds number. Various moments are then obtained
by averaging term by term and using the Gaussian
property of initial conditions and forces.% %% The
resulting expressions, which may for convenience
be represented by diagrams, can be continued an-
alytically, term by term, as functions of the di-. -
mension in more or less the same way as one con-
tinues Feynman diagrams in field theory and sta-
tistical mechanics,?’

A. Second-order Taylor expansion

‘Let us illustrate the procedure by making a Tay-
lor expansion of the energy spectrum to second or-
der in time; for simplicity viscosity and forces
will be dropped. We rewrite the Navier-Stokes eq-
uation symbolically as

d,o=yvv, v(0)=1v,, ‘ (2.5)

where yvv stands for all the quadratic terms (y is
the “bare vertex”). Taking successive time deriv-
atives of (2.5) we obtain the Taylor coefficients at
t=0; to order #* we then have, still symbolically,

V() = vy + YV + EPYYvavav,s + O (%), (2.6)

Then we average over the initial conditions and use
the Gaussian property to obtain

W)y = Weve) + LYYV Vv +O(tY).  (2.7)

For the explicit calculation, we write the Navier-
Stokes equation in Fourier space as®

swif=-5 [ Pu@o,@n@d, @8

Al

with |
P, ®) =k, Py () + £, Py (K). (2.9)

We than carry out a number of now classical alge-
braic operations which are the same as in deriving
the quasinormal approximation (The 3-d case is
treated in Ref. 24, Sec. 4.4.) The final result
reads

' sina\ %3 k&
Ek(t)r-Ek(O)-f'tsz j;k dp dq<——k—> p—q

X[ad) kdflEP(o)Ea(O)

-b{ pIE(0)E,(0)]+0(Y) ,
C,=S,../1(d-1)S,].

The following notation has been used in (2.10).
E,(f) is the energy spectrum defined by Eq. (2.2).
S, is the surface of the d-d unit sphere (2.3). 4, is
the strip in the (p,q) plane limited by the trian-
gular inequalities |p—q|<k<p+q. Inthe (k,p,q)
triangle the angles are denoted by «, 8, and y and
their cosines (to be used below) by x, y, and z.
The geometric coefficients a'®’ and 5‘? are given
by

ai@=1[2(d - 2) + (3 - d)(y* +2°) - 4y°2> - 2xyz],
(2.11)
(2.12)

For the reader who wants to rederive Eq. ‘(2.10) we
mention the two major differences with the 3-d
case (see also Appendix 2 of Ref. 25). We have

(2.10)

b =5k ((d - 3)z + (d~ 1)xy+22°].



used the following expression of the d-d volume
element in bipolar coordinates: -

% =S,..(pq/k)*2(sina)?-3 dp dq.

The a'® and b® coefficients arise as contractions
of products of P;,(+) and P,;,(*) operators. It is
easily seen that such contractions are linear func-
tions of the dimension; hence, it suffices to check
Eqgs. (2.11) and (2.12) for d=2 and d=3.

(2.13)

The analytic continuation of Eq. (2.10) into nonin-

btegral dimensions is straightforward since d ap-
pears linearly in a‘® and ‘¥, and S, is defined for
arbitrary d by the I'" function.

B. Convergence

Higher-order terms can be obtained similarly
with, of course, increasing amounts of algebra.
We mention also that the analytic continuation can
be done on the so-called renormalized expansions,
which to each order sum infinite classes of terms
from the primitive expansion.'»*®* To lowest order
one obtains the direct interaction approximation
(DIA) of Kraichnan.?® The d-dimensional DIA equa-
tions may be found in Ref. 18. What do we know
about the convergence properties of formal, prim-
itive, or renormalized expansions? Recall first
that for the infinite-Reynolds-number problem one
must carefully take the limit v -0, which is cer-
tainly not the same as putting v=0 from the
start.2»25 A pyiori there is no reason to believe
that the formal Taylor series has more than zero
radius of convergence.?*3! Indeed, individual real-
izations of the inviscid Navier-Stokes equation
(Euler equation) in any dimension d>2 are likely to
blow up at a finite time which, by the Gaussian as-
sumption, can be arbitrarily close to {=0. We
have recently investigated this question on Bur-
gers’s equation which is known to produce singul- -
arities at a finite time. We have.shown that the
formal Taylor series in powers of ¢ of the energy
spectrum has for any fixed wave number an infinite
radius of convergence.*® There are also strong in-
dications that the formal solution differs from the
true (v~ 0) solution by a nonanalytic function with
an identically vanishing Taylor Series, something
like exp(-1/#).

For the Navier-Stokes equation the convergence
properties of the formal expansion are unknown.
Still, we shall assume that such an expansion can
be used to define d-d turbulence.

C. Lack of realizability for d <2

In integral (d> 2) dimensions the energy spec-
trum is, by definition, non-negative because it is
realized as the mean square of the Fourier compo-
nents of the velocity. A realizability problem can
occur only by making some approximation, say a
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closure. This is not so any more in nonintegral di-
mensions since the analytic continuation of a pos-
itive function need not be positive. One way of
proving realizability of the d-d energy spectrum
would be to exhibit a set of amplitude equations
(not necessarily exactly soluble) for some random
field ¥ having E,(¢) as its spectrum. This appears
difficult although perhaps not impossible in view of
some recent results in statistical mechanics: cer-
tain lattices can be shown to have an effectively
nonintegral dimensionality.®3

We have not so far succeeded in proving realiz-
ability for d>2, but at least we can easily show
that d=2 constitutes a crossover: for d<2, if
realizability holds at £=0, it may (but need not) be

lost for arbitrarily small positive times. This is

shown in Appendix A by constructing an explicit
counterexample. The proof is based on the obser-
vation that the coefficient a{l) can become negative
for suitable choices of 2,p,q when d<2. Realiz-
ability is discussed further in Sec. VIIA.

1II. EDDY-DAMPED QUASINORMAL MARKOVIAN
EQUATION

The Taylor expansion (2.10) allows us to calcu-
late the energy spectrum only for short times; it
does not seem to tell very much about stationary
turbulence. In integral dimensions the exact en-
ergy spectrum has so far been calculated only in
special situations such as absolute equilibrium
(Sec. IVA). Otherwise, one has to use closure.
Fortunately, there exist now several closures
which can be realized by model amplitude equa-
tions.® Such closures are usually chosen so as to
preserve certain structural properties of the pri-
mitive equations considered as “essential.”3® For
example, it is possible to impose agreement with
the true spectrum to order # (in the initial-value
problem) plus compatibility with the Kolmogorov
1941 theory. The simplest such closure is the ed-
dy-damped quasinormal Markovian (EDQNM)3® one
which is now briefly outlined (see Refs. 24 and 25
for details).

Starting from the symbolic expression (2.7) giv-
ing the exact spectrum to order ¢?, we time dif-
ferentiate and revert the expansion to express the
time derivative of the spectrum at time ¢ in terms
of the spectrum at time ¢ itself

8 {vv) = ty{vv) (o) + O(#3), ’ (3.1)

where (vv) stands for (v(f)v(¢)). Dropping the O(#3)
correction and using Eq. (3.1) for all times, we ob-
tain a closure which may be proved realizable (for
d = 2) but which is not compatible with K41. This
comes from the absence of any mechanism to pre-
vent indefinite buildup of triple correlations. K41
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compatibility is achieved by changing the factor ¢
in the right-hand side into a triad relaxation oper-
ator 6 to obtain the EDQNM equation, which reads
in explicit notation

9, E,(t) + 2VR°E,,= T, + F,, v (3.2)

where the ¢transfer T, is given by (all spectra taken
at time ¢)

_ch dp dq 6,,,(t) (Sma>d-3<5(;;_>

X(@@ *'E, E, - b3 p*'E_E,). (3.3)

In Eq. (3.2) we have reintroduced the viscous term
2Vk’E, and the forcing term F, (=spatial spectrum
of external forces) which were dropped so far to
bring out more clearly the essential steps in the
closure. Such terms do not pose any closure pro-
blem. The notation in Eq. (3.3) is the same as in
Eq. (2.10). Note that the integrand in (3.3) may be
obtained from the integrand in (2.10) by changing
E,(0) into E,(¢) and inserting the triad relaxation
time 6,,,(t). Inthe EDQNM this time is expressed
in terms of the spectrum by

Orpg(8) = [1 = €xp — 11, ()]/11 4, (8), (3.4)
with

Kpg() = 1 (@) + 1, () + 1 (8),
, (8.5)

|3 1/2
U, () = VE® + Ad‘ ( /; rzEr(t) dr) s

where A; is a purely numerical positive constant

depending on dimension (see below). Note that for

wave numbers % such that the viscous term is neg-

ligible, (,(f) is essentially the root-mean-square

strain on wave number % due to motions of wave

number smaller than-Z; in other words, u;' is the
“local eddy turnover time.

It has been shown that in high dimensions all
characteristic dynamical times scale with d*/2.'8
Therefore 2,, which appears by its inverse in the
eddy turnover time, should be taken as «<d=/2 as
d -, We shall not elaborate on this question,
since most of the subsequent results of this paper
are independent of the choice of A, (see Ref. 37 for
the optimal choice of A, in relation with the Kolmo-
gorov constant).

Remark. Kraichnan has introduced a systematic
procedure, the test field model (TFM) for calcu-
lating the triad relaxation time in both two and
three dimensions.3%38 This is easily extended to
arbitrary dimensions. The TFM produces the
same steady-state scaling solutions as the EDQNM
(except for possible multiplicative constants) and
it differs only slightly for time-depeﬁdent S0-

lutions. We have found that the TFM, in its pres-
ent formulation, becomes inadequate in high di-
mensions because it gives a triad relaxation time
proportional to d instead of to d'/2. The following
explanation has been proposed by R. H. Kraichnan
(personal communication): in the TFM, charac-
teristic dynamical times are obtained by studying
the interplay of solenoidal and compressive com-
ponents of a fictitious advected test field. As d—-«
the number of solenoidal components (d - 1) be-
comes too large for its interaction with the single
compressive component to be representative of the
actual dynamics.

In the remainder of this paper we shall make a
detailed study of the solutions of the EDQNM equa-
tion. It may be of interest to recall the main prop-
erties of this closure: (i) EDQNM and true spec-
tra agree to order #* (even #* at zero viscosity).
(ii) EDQNM is realizable for d> 2 (see Appendix
2 of Ref. 25 for a direct proof; this can also be
shown by constructing a model Langevin equation
as in Ref. 34). (iii) EDQNM is compatible with
K41 in three dimensions (see also Sec. VB).

V. (m ,d) PLANE (m = SPECTRAL EXPONENT;
d = DIMENSION)
A. Transfer integral

As preparatory material for the next sections,
we study the transfer integral (3.3) when the energy
spectrum is a power law

E,=k™, (4.1)

The viscosity is set equal to zero and stationarity
is assumed, so that the triad relaxation time be-
comes

Bppe= (Up+ iyt 1),

k 1/2
u.kr-)td(f > dy .
o

Assuming convergence (see below), we obtain
Hk=7\d(3—m)-1/2k(3-m/2- . (4.3)
Using Eqgs. (4.2) and (4.3) in Eq. (3.3), we obtain

(4.2)

T,= —2—9—(3—’?)—] T®dpdq (4.4)

T;g‘)z= [k(3"")/2+P(3'"‘)/2+q(3'"')/2]'1(sina/k)d'3

x(k/pq)|ail) B (pg)™ - b2 p*L(kq)™].  (4.5)

The integrand T¢%) is homogeneous

kpa
@) —\=(1+3m)/2(d).
T)uz, Myra T~ A T kpq? (4.6)

therefore, provided the integral (4.4) converges,
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we have

T,=T, B3™/2, (4.7)

where T, is given by Eq. (4.4) for 2=1.
We have found that Eq. (4.4) converges in the
strip )

—1<m<3. (4.8)

For m = 3 the mean-square-velocity gradient in the
large scales is infinite, giving an infinite strain on
wave numbers O(1); this shows up as an ir diver-
gence of Eq. (4.4). For m< —1 there is an uv di-
vergence stemming from triads such that 2 <<p~gq;
this may be interpreted as a divergence of the eddy
viscosity due to small-scale motion (see Sec. VID).

B. Sign of transfer: analytical results

In subsequent sections we shall see that inertial
steady-state solutions correspond to zero transfer
and that their stability is determined by the sign of
transfer in the neighborhood. Although the trans-
fer integral (4.4) must in general be calculated nu-
merically, some of its zeros can be obtained anal-
ytically, as we shall now explain.

We introduce the symmetrized transfer integrand

2T (@) = (@), ()

kpa kpa kap? (4'9)
which may be used instead of T, since the inte-
gration domain is symmetric in p and ¢q. T}§) sat-
isfies the following relations:

Tiput Thta+ Tigp=0 (any spectrum, any d),
(4.10),

(4.11)

T4 =0 (m=1-d, any d),

BT+ p*Tomr+q°T'a) =0 (any spectrum, d=2),
: (4.12)
TE&=0 (m=+1,d=2). (4.13)

"Such relations are standard®; they are derived
from

20} =00 +b50), (4.14)
2k%ag) =% 5+ a*bia, (4.15)

which are necessary to ensure energy conservation
in arbitrary dimensions and enstrophy conservation
in two dimensions (see Sec. V A). One also has to
use the invariance under permutations of kpq of
0, (by construction) and of (sina)/k (from the law
of sines). »
From Eq. (4.13) the transfer vanishes for m
=1,d=2. From Eq. (4.11) it vanishes for m=1-d
and arbitrary d. Note that for d> 2 this lies out-
side of the convergence strip (4.8); but that does
not matter since the integrand vanishes identically.

1. Vanishing of transfer for m = %

The proof that the transfer vanishes for m =% is
exactly the same as in 3-d. It makes use of the

- homogeneity relation (4.6) and of (4.10). At first

sight it appears difficult to use (4.10) since it in-
volves permutation of a fixed variable (#) and of in-
tegration variables (p and q). There exist however
nonlinear changes of variables which, for homo-
geneous integrands, are essentially equivalent to
such permutations. Details will be found in Ref.:
24, p. 317,

exponent m

3+ e - —
; —__"—_ IR stable |

£ | _
c LE_E\,/imblé i
2 2
o
Q. '
; o

1

' 2 201 203 205 207 209

dimension d

FIG. 1. (a) (m,d) plane: m, spectral exponent; d,
dimension. Region I (m = 3) gives an ir divergence of
the transfer integral; region III (n <-1) gives an uv
divergence. Region I1@<2): lack of realizability.
Shaded area: see (b). Short-dashed curve, energy
equipartition solutions; dot-dashed curve, energy-in~
ertial solutions with m = § ; long-dashed curve, “model
B” of Forster, Nelson, and Stephen, steady-state
solutions with 221 forcing. d!’ crossover for sign of
eddy viscosity. (b) The (m,d) plane near d=2. Regions
IandIlasin (a). A, (m=3, d=2) enstrophy-inertial solu-
tion; E, (m=1, d=2) enstrophy-equipartition solution.
Solid curve, fluxless-inertial solutions; tangent (T) at
A has equation 3—m =4 (@ — 2); ABC branch has equation
m=my{d); EDC branch, m =m,(d). Dot-dashed curve,
energy-inertial solutions with m =35r . Sign of transfer
integral as indicated. d, crossover for direction of
energy cascade; dj, crossover for existence of fluxless
solutions.



2. Zero-transfer branch near m = 3,d =2

The same transformations which yield the m= %
solution, when applied to (4.12) (valid only for d=2)
instead of (4.10), give m=3. However, for m=3
there is a logarithmic ir divergence so that this
solution is not acceptable. (see, however, Sec.
VB2). Now, assumingd=2+€ and m=3 -1 (€,7
>0), although Eq. (4.12) does not hold any more,
the transformed integrand will, by continuity, be
small, Also, since we are close to the m =3 bor-
derline, the transfer integrand will converge but
mostly arise from triads with p <k~q or ¢ <k~p.
The integrand may then be expanded in powers of
p/k or q/k and the transfer integral evaluated an-
alytically to leading order in € and 7. In this way
we proved that the transfer has zeros near m=3
and d=2, given by

m=3-16(d-2)/3+0(d-2)% (4.16)

C. Sign of transfer: numerical results

We have done a search of all branches of zero
transfer in the strip

d=2, -1<m<3 (4.17)

of the (m,d) plane. For this we have calculated nu-
merically the integral (4.4) for £=1, using a stan-
dard method for integration of clesure equations
described, for example, in Ref. 24. We took the
integration variables in the range k_,, =2, k. =2°
and F =16 points per wave number octave. Figures
1(a) and 1(b) show the curve of zero transfer and
the sign of transfer. The branch which was calcu-
lated perturbatively near A (m=3,d =2) continues
with a roughly parabolic shape, linking A to E (m
=1,d=2) with a summit at C (m =~1.9, d=d/=2.06)
and intersecting m =% at D (d=d,~2.05).*° We
shall denote by m,(d) and m,(d) the ABC and CDE
branches, respectively.

We have also checked that there are no zero-
transfer branches, besides m =%, beyond d=5, the
region not represented in Fig. 1(a).

V. STEADY-STATE SCALING SOLUTIONS

In this section we study stationary scaling
(power-law solutions) of the d — d EDQNM equation
with zero viscosity,

(5.1)

where the transfer T, is given by Eq. (3.3). The
forcing spectrum F, will be zero in Secs. VA and
VB and a power law in Sec. VC.

9,E,=F,+T,,

A. Invariants and absolute equilibria

It has been noted by Burgers and others that the
Navier-Stokes equation admits absolute equilibrium
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solutions similar to the thermal equilibrium solu-
tions of a classical conservative many-body sys-
tem.® For this, viscosity and forcing are to be
removed; the equations are Fourier transformed in
the space variables and then conservatively “trun-
cated.” This means that one keeps only the nonlin-
ear triad interactions such that all three wave
numbers lie in a finite truncation interval

P <B<Rk_.. (5.2)
Such a truncation conserves the energy
E(t):f |5, |2 d . (5.3)

More generally, any quadratic invariant of the

‘primitive Navier-Stokes equation of the form

2,0)= [ [1]2]5,]*a% (5.4)
will also survive truncation. The only known ex-
ample is enstrophy (s =1,d=2).

Remark. 1t is easily shown that the search for
isotropic reflection-invariant quadratic invariants
of the form

1= [ F(R]) |5, ]2a%, (5.5)
where F(+) {s ah even analytic function, reduces to
the search of invariants of the form (5.4) with in-
teger s (expand F in a Taylor series and use the
invariance of the Euler equation under x —\x,
t—At). There are examples of isotropic invariants
which are not reflection-invariant, such as the kin-
etic helicity®

1 - >.a

H=§f V-curlvd3x . (5.6)
The helicity invariant can probably be geheralized
to higher than three integral dimensions,** but
hardly to nonintegral ones. There also remains the
possibility of quadratic invariants of the form

I= f B, &, %), @0, (&) dix dx’ | (5.7)
where B;,(, X’) is not a function of £~ X’. In spite
of the translation invariance of the Euler equation,
such invariants cannot be ruled out a priori; they
will not in general survive truncation.*?

To the energy conservation (5.3) there corres-
pond energy-equipartition absolute- equilibrium so-
lutions. The spectrum is then just proportional to
the volume within a d —d sphere of radius k&:

E, ki1, (5.8)

Since m =1- d gives vanishing transfer (Sec. IV),
we see that energy-equipartition solutions are
found in nonintegral dimensions too.

N
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In two dimensions there is a greater variety of
solutions because of the simultaneous conservation
of energy and enstrophy. Their general form is’?

E, <k/(a+B8E). (5.9)

They comprise two power-law solutions: energy
equipartition (8=0,m =-1) and enstrophy equipar-
tition (@ =0,m=+1). An important question for d-d
turbulence is what happens to enstrophy conser-
vation and to enstrophy-equipartition solutions near
d=2. We have checked that enstrophy conservation
does not go over continuously into another conser-
vation law of the form (5.3) near d=2. We actually
proved the more general result that energy conser-
vation and enstrophy conservation (d=2) exhaust
the list of quadratic invariants of the form (5.3) in
any integral or nonintegral dimensions (see Appen-

dix B). Note that it suffices to obtain this negative -

result for the EDQNM equation, since its solution
agrees with the true spectrum to order #* and an
invariant must, of course, also survive to order
#. As for the enstrophy-equipartition solution, we
know from the numerical results of Sec. IV that it
goes over into a zero-transfer branch [see Fig.
1(b)], which is however not made of absolute-equi-
librium solutions.

B. Inertial solutions

We study now zero-transfer power-law solutions
E,=k™ of the EDQNM equation (3.2). Such solu-
tions are called inertial because only the nonlinear
(inertial) terms of the Navier-Stokes equation are
used. The investigation of Sec. IV shows that we
have two different classes of inertial power-law
solutions: The first class has m =% and is a d-d
version of the K41 solution. The second class cor-
responds to the ABCDE (roughly parabolic) branch
in the (m,d) plane [Fig. 1(b)], and therefore exists
only for d<dj. The main difference between the
two is that the former have a nonvanishing energy
flux and will be called “energy inertial,” whereas
the latter have a zero energy flux and will be called
“fluxless inertial.”

The enevgy flux m, through wave number K is us-
ually defined as the amount of energy flowing per
unit time from 2<K to £2>K minus the reverse
flow.?® Let the transfer integral (3.3) be written

Tk=f T, dbdq, (5.10)
where T, is understood to be zero when the trian-
gular inequalities between kpq are not satisfied.
We then have®

nK=f}{wdkfodef0K&q Tk,q_fodef:dpf:dq Ty,

(5.11)

Differentiating, we recover the transfer

Ty _p

oK (5.12)

When a power-law spectrum E,=k™ is used, the
flux integrals (5.11) are found convergent for -1
<m <3 (same condition as for the transfer inte-
gral). Because of the homogeneity of the inte-
grands, 7, must be a power law. From Egs. (4.7)
and (5.12), we obtain

T=2(3m - 5)'T,, KC=m/2 (B, k™).  (5.13)

For fluxless-inertial solutions, T,,=0 and m# $;
so that the energy flux indeed vanishes. For en-
ergy-inertial solutions, T,, is still zero but, since
m= 3%, we must carefully take the limit in Eq.
(5.13); we then obtain a wave-number-independent,
generally nonvanishing, energy flux

o}

Wdelm=5/3 (Ek=k'5/3).

Tp=(d)= % (5.14)

1. Energy-inertial solutions (m = %)

From Eq. (5.14) and Fig. 1(b) we conclude that the
energy flux is positive for d>d, and negativé for d < d,.
For d=3we recover the K41 solution with an energy
cascade to highwave numbers (uv)*%; for d =2we have
the 2-d inverse (ir) energy cascade.»® The 2-d in-
verse cascade is usually explained by invoking the en-
strophy conservation which prevents energy from
cascading to high wave numbers.** The absence of
an enstrophylike conservation law near d=2 makes
the existence of an inverse cascade for 2<d<d,-
=~2.05 somewhat puzzling. We come back to this in
Sec. VID.

It is customary to write energy-inertial solutions
in the form

E,=C&) |e|?/°k/3, (5.15)

where € is the energy flux and C{&) the Kolmogorov
constant.’”® The energy transfer and energy flux
being homogeneous to E3/2 for stationary solutions
[see Eqgs. (3.3)-(3.5)], we obtain ‘

= @]/ |a- |12,

(5.16)

where the latter relation holds only near d,. For
the behavior of the Kolmogorov constant as d -,
see Ref. 18.

2. Fluxless inertial solutions (m + 55)

Consider the ABCDE branch in the (m2,d) plane

* [Fig. 1(b)]. The corresponding inertial solutions

exist only for d<d., have a vanishing energy flux,
and are not associated to any quadratic invariant.
Still, these novel solutions go over continuously in-
to known solutions as d—~2. For d-2 and m ~ 1,
we obtain the enstrophy-equipartition absolute--
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. equilibrium solution (Sec. VA). For d—-2 and m
-3, we obtain the two-dimensional .3 enstrophy-
inertial solution which has a zero energy flux but
a nonvanishing enstrophy flux.'*®* To be accurate,
the situation is slightly more complicated: m =3
gives a divergent transfer; the actual enstrophy in-
ertial solution is obtained only at the uv end of the
spectrum and requires a logarithmic correction.?
Such trouble can be avoided by cutting off nonlocal
interactions, that is, by removing all nonlinear in-
teractions between triads kpq such that min(k, p,q)/
max(k,p,q)<a, where a is a cutoff parameter. One
then has an exactly 2-® enstrophy-inertial solution.
The time-dependent aspects of inertial solutions
(stability, etc.) are further discussed in Sec. VI.

C. Solutions with power-law forcing

In most 3-d homogeneous turbulence problems a
steady state is obtained by balancing energy injec-
tion (at low wave numbers) and energy dissipation
(at high wave numbers), the process being med-
iated by nonlinear transfer (at intermediate iner-
tial wave numbers). The particular form of the
forcing spectrum is then irrelevent for inertial-
range dynamics.

Suppose, however, that the fluid is subject to
power-law forcing,

F ok, (5.17)

We shall now show that, with certain restrictions
on the exponent 7, a steady state is possible in
which energy injection is balanced directly by
transfer and not anymore indirectly by dissipation.
Indeed, let the energy spectrum be a prescribed
power law E,=k™™ with m in the convergence strip
(4.8). The transfer is then given by Eq. (4.7); if
T, is negative, we can balance the transfer with a
positive forcing,

Fp=-T,>0. (5.18)

From Eqgs. (4.7), (5.17), and (5.18), the exponent
7 is given by

r=3%(m-1). (5.19)

Convergence of transfer and negativity put some
constraints on » which depend on the dimension.
From Figs. 1(a) and 1(b) we see that there are two
allowed regions in the (m,d) plane. (i) The region
limited above by the ED curve and the m = ¥ line

beyond D and limited below by the =~ 1 line. We

must then have

2<d<d,, -3<r<imyd) -1], (5.20)

d>d, -3<r<1.

Note that such solutions exist in arbitrary dimen-
sions. A special case was obtained by Forster,

Nelson and Stephen®; it corresponds to (¢ >0)
(5.21)

and is plotted as a dashed line in Fig. 1(a). This
solution was obtained by a renormalization group
calculation, not by closure, and will be discussed
further in Sec. VIIC. (ii) The region limited by the
ABCDG curve, for which :

2<d<d,, 1<r<ilm@-1]
d,<d<d}, 3[m,@d)-1]<r<3[m,(@)-1] (5.22)

d=4-€, r=-3+¢, m=5(5-2d),

d>d;, no solution.

Finally, we note that with suitable choice of » we"
can obtain forced steady states arbitrarily close to
energy- or fluxless-inertial solutions.

VI. TIME-DEPENDENT SOLUTIONS

Turbulence is in an essential way a nonequi-
librium problem because the Navier-Stokes equa-
tion is dissipative. Although a steady state can be
obtained by balancing the dissipation with an en-
ergy source, much insight is gained by looking at
the initial-value (Cauchy) problem. Let us briefly
recall some of the closure-based results for 3-d
and 2-d turbulence at infinite Reynolds number
(see Ref. 25 for details).

In three dimensions the free decay of an initial
spectrum with finite energy and enstrophy pro-
duces a singularity in the enstrophy after a finite
time ¢,.*® Up to that time there is no dissipation,
but after ¢ the spectrum has an uv energy-in-
ertial range and there is a finite rate of dissipa-
tion.3” Eventually, the whole spectrum decays to
zero in a self-similar way.*® With energy injec-
tion in a narrow wave-number band, nothing
essential is changed, except that the energy grows
linearly before {, and that a steady state is
eventually reached.

In two dimensions energy and enstrophy are con-
served for all times and the “palinstrophy” (mean-
square Laplacian of velocity) grows at most
exponentially.*” In the unforced decay problem,
the spectrum approaches very slowly a 2~ en-
strophy-inertial range extending in the uv direc-
tion. With narrow-band forcing one observes, in
addition, an inverse cascade which progressively
fills a k™ energy-inertial range extending in the
ir direction. “Local” stationarity holds, in the
sense that the spectrum at any fixed wave number
tends to a finite limit as ¢~ <, The total energy
has however an indefinite linear growth in time
and no global steady state is obtained.®

We have investigated similar questions for d-d
turbulence, using mostly numerical integration
of the EDQNM equation (3.2). We took initial con-



ditions of the form
E(0) < K" exp(-k?) (6.1)

normalized to give unit total energy. This ensures
that initial velocities, length scales, and turnover
times are of order unity. For the forced calcu-
lations, energy was injected in a narrow wave-
number band near £=1. The numerical method

is described for example in Ref. 24, Integrations
up to several thousand large eddy turnover times
were made; in order to save computer time, we
took only F =4 points per octave instead of the 16
used in the steady state calculations. This slightly
modifies the numerical values of the dimensions
d, and d/ but without changing the overall aspect

of Fig. 1(b). Reynolds numbers (based on integral
scale) up to 3 x10° have been used and the results
reported hereafter are simply extrapolated to
R=o,

A. Singularities and dissipation

Numerical integration of the unforced EDQNM
equation with initial conditions given by Eq. (6.1)
shows that the enstrophy © has a singularity at a
finite time ¢_ in any d>2 (Fig. 2). For d near
two we found that f_oc(d~2)7%, in agreement with
its infinite value in 2-d. For high dimensions we
have ¢, Vd."® The result on singularities can be
obtained analytically when the triad relaxation
time is chosen constant (this is the so-called
Markovian random-coupling model*®). One can
then prove (see Appendix 4 of Ref, 25)

id%=2(d_ 2)d-1(d - 1)716,0°, (6.2)

where 6, is the constant value of the triad relaxa-

El-cmimmee o herm = — = =

0 1 2
t/ty
FIG. 2. Evolution of energy E and enstrophy Q
without forcing at infinite Reynolds number. For any
d>2, enstrophy becomes infinite at t4 (proportional
to (d=2)7! near d=2). No energy dissipation occurs
for 2<d,=~2.05. For d>d;=~2.06 there is an energy
catastrophe at £,.
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FIG. 3. Evolution of energy with narrow-band forcing:
d<d,, indefinite linear growth; d >d}, saturation.

tion time. It follows from Eq. (6.2) that the
enstrophy becomes infinite at a time o« (d — 2)™*
near d=2.

Let us now consider the dissipation of the total
energy E(t). In the absence of forcing, because
the nonlinear terms conserve energy, we have,
from Eq. (3.2),

42D - 200 (6.3)

For 0<{<¢, we have 1im2vQ =0, since & (¢) is
finite. But after {_ this limit need not vanish any-
more. Figure 2 shows the evolution of E(¢) for
d<d, and d>d;: afinite dissipation rate after ¢ _is
observed only when d>d.,. The case d <d<d],
which represents a range of less than 0.01 in the
dimension variable, will be discussed in Sec.
VIC.

Finally, in Fig. 3, we have plotted the total en-
ergy in the forced case. For d<d, we obtain an
indefinite linear growth of E(¢), consistent with
a vanishing dissipation and a constant injection
rate. For d>d; we find that the total energy
saturates; this is consistent with a finite dissipa-
tion and indicates that a global steady state is
reached.

B. Evolution of spectra

In the unforced case, the initial spectrum (6.1)
develops after {,_ an uv power-law range with an
exponent given by

3 '
m={3 if d>d! (6.4)
m,(d) if 2<d<d,,

where m ,(d) represents the ABC branch of the
zero-transfer curve in the (m, d) plane [Fig. 1(b)].
In the forced case the same power-law range is
obtained at the uv end but at the ir end we observe,
for d<d,, an ir energy-inertial range with the
exponent £ (Fig. 4). This range extends from ap-
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FIG. 4. Evolution of the energy spectrum with narrow-
band forcing near %=1 at infinite Reynolds number. For
d<d, there is an uv {luxless-inertial range with ex~
ponent m =m () and an ir energy-inertial range with
m =§. For d >d} there is only an uv energy-inertial
range with m=3%. ’

proximately k=1 (forcing wave number) to a
wave number K(f) < ¢t73/2; for any fixed &, a local
steady state is obtained in a time « k™28, This is,
at the ir end, indistinguishable from the 2-d
case.® For d>d! no inverse cascade is observed.
For d,<d<d!, see Sec. VIC.

C. Relation to steady-state solutions

Suppose that in some wave-number range
ki<k<k,, ky,/k, >1 (6.5)

we obtain a solution E, k™™ with m in the con-
vergence strip (4.8). The transfer integral T,

is then locally determined, that is, it depends

on wave numbers in the neighborhood of k (about
a decade on each side®), so that the finiteness of
the range hardly matters. In particular, inertial
steady-state solutions may be found in semi-
infinite uv or ir ranges in the Cauchy problem.
Whether or not such a solution is actually observed
depends mostly on its stabdility: When an inertial
solution is subject to a small perturbation, the
resulting transfer may or may not tend to restore
the initial state. Arbitrary perturbations cannot
be studied analytically, but we can restrict our-
selves to perturbations which just change the
value of the exponent and obtain necessary condi-
tions for stability. By Eq. (4.7), the sign of
transfer is that of 7,,. Hence, for uv (ir) stabil-
ity, T, must be an increasing (decreasing) func-
tion of m. From Fig. 1(b), the stable uv branches
are AB, BC, DE, and the m=% line above d,; the
stable ir branches are CD and the m = line be-
low d.. Let us now consider the various cases in
detail.

1 d>d;

This is the simplest case. There is a single
inertial solution, the m =% energy cascade with
positive energy flux and, therefore, a finite dis-
sipation. It is uv stable and is, indeed, observed
after 7.

2. 2<d<d,

The inverse cascade observed in Fig. 4 cor-
responds to the ir-stable energy-inertial solution
with m=%. The uv 2™™@ range generated after
¢, corresponds to the uv-stable AB branch of
Fig. 1(b). This solution is fluxless; hence, no
dissipation is obtained at infinite Reynolds num-
ber.

We have never been able to observe the uv-
stable DE branch, and this requires some explana-
tion. First, there is a question of “basin of
attraction”: when we start with a very steep in-
itial spectrum, we are attracted by the uv-stable
AB branch which is met first, Similarly, if we
start with an initial uv power law spectrum with
% <m<m,(d), the solution will again be attracted
by the AB branch, since the ¥ branch, being uv-
unstable, acts repulsively. The trouble is that,
even with an initial m <%, the solution was not
attracted by the DE branch. Now, we make a
second observation. From Eq. (5.13) we know that
the energy flux is zero on the DE branch but be-
comes infinite positive (negative) as £~ « when
m is just below (above) m,(d). To ensure stability
of the m =m,(d) solution in a calculation with a
finite upper cutoff in wave numbers, we need a
mechanism capable of acting either as an energy
sink or an energy source near the cutoff, and
viscosity is capable only of the former. It remains
possible that the DE branch is a stable solution of
the inviscid untruncated equation.

3 d,<d<d]

There are now two uv-stable branches, DF and
BC, and an ir-stable branch, .CD. The DF branch
corresponds to the usual energy-inertial solution
with a-positive energy flux. The BC.and CD
branches are fluxless. If energy is injected by
narrow-band random forces, it cannot cascade to
small wave numbers and it seems therefore that
the DF (m=%) branch is favored, unless energy
accumulates. In the absence of forcing, the situa-
tion is not so clear anymore because 'a finite
energy dissipation is not needed. Which of the
fluxless BC branch and of the dissipative DF
branch will be favored? Isthe BC branch meta-
stable? We have not been able to unequivocally
answer such questions by numerical integration



17 d-DIMENSIONAL TURBULENCE 757

because the change in the dimension from d,to

d; is less than one-half of one percent. »
There remains also open the case d=d, (with

forcing). A uniform energy flux can be established

neither in the uv nor in the ir direction, and the

Kolmogorov constant is infinite [Eq. (5.16)]. We

believe that no steady state is obtained, not even

a local one.

D. Mechanism of the inverse cascade near d = 2
1. uvvs ir transfer

When energy is initially restricted to a wave-
number band a<k<bd, it can be transferred both
to k' <a and to k'’ >b (except in infinite dimen-
sions where only the latter is possible!®). The
sign of the energy flux which obtains in an energy-

-inertial range depends on which kind of transfer

is favored. A simple argument suggests that
direct transfer is favored as the dimension in-
creases: when two independent isotropic vectors
p and § of the same length are added, the pro-
bability that |k|=|§+d| >|p| increases with di-
mension (because of the multi'dimensional solid
angle involved). However, this argument, taken
too literally, would seem to imply a direct cas-
cade in two dimensions! Actually, the probability
of various wave-vector combinations is con-
strained by the conservation laws, In the 2-d case
it is the enstrophy conservation which makes a
direct cascade impossible.** How does the situa-
tion change near d=2? The enstrophy conserva-
tion does not hold anymore and does not, as al-
ready noted, go over into another conservation
law, Still, the various terms in the EDQNM equa-
tion (3.2) depend continuously on d; a change in

d of .say, €, should have a small effect on the
evolution over times of the order of €™ (when all
other parameters are of order unity). This ex-
plains why there is an initial tendency for energy
to cascade to small wave numbers. However, for
d=2.02 (€¢=0.02), the inverse cascade was found
to persist at least to £ =5000, which is much more
than ¢! (Fig. 4). We believe that, once energy
has cascaded in the ir direction something of the
order of one decade (the approximate range of the
transfer integral), the continuity argument can be
started all over. But as we shall now see there
is a simpler mechanism for explaining the inverse
cascade near d=2.

2. Negative eddy-viscosity

Following Kraichnan’s analysis of the 2-d in-

- verse cascade,®*° let us consider the effect on

scales ~2~! of much smaller scales with wave
numbers

b and/or q >k, >k. (6.6)

The corresponding contributions to transfer are

T>,,m=J T,.dpdq, (6.7)
where the primed integral means that the domain
is restricted by (6.6). By expanding the integrand
in powers of k/k,, we obtain to lowest order

Tsy, =-20(dR°E, , (6.8)

” 9E
v(d) =C,’,f dq 6,4 <(d3 -2d?+1)E, +d - 1)gq a_qa>,
km
(6.9)

where C; is a finite positive numerical constant.
We see that the effect of the small scales is just
to modify (renormalize) the molecular viscosity
by an eddy viscosity v(d). Evaluating the eddy

viscosity in the energy-inertial range, we obtain

D =Cid-1)(a*~d-%) [ dg6,a™".  (6.10)
Rm

From Eq. (6.10) we conclude that the eddy vis-
cosity is positive in three dimensions, negative
in two, and changes sign 3 single time in the
realizable (d=2) domain at

d=[1+@)1"2]/2~2.208. (6.11)

So, for d<d/’, the small inertial scales will en-
hance the large inertial scales instead of depleting
them as in 3-d; this clearly favors inverse trans-
fer. Of course, we cannot expect to obtain the
exact value of the crossover dimension by a cal-
culation involving only distant interactions (in
Fourier space). The only correct way is to cal-
culate the energy flux 7(d) which changes sign at
d,.=~2.05 (Secs. IV and V),

E. Relation to the cascade model of Bell and Nelkin

Desnyansky and Novikov have introduced a
phenomenological cascade model based on discrete
variables u, such that »2~kE, is the mean energy
in an octave band (shell) around %, =2"%,, Their
equations, which have only nearest-neighbor shell
interactions, read (n=1,2,...)

du,
dt

== szun +f,,(t) + kn(uﬁ -17 Zu" uml)

- 23Ck, (u, qu, — 2uZ,,) . (6.12)

In the special case C=0, Desnyansky and Novikov
obtained an uv energy-inertial solution with

E, <k 5 (Ref. 50). Bell and Nelkin?? studied the
case C+#0 and found that (i) the energy cascade
reverses when C >1, and (ii) the model admits
fluxless inertial solutions of the form



758 ) JEAN-DANIEL FOURNIER AND URIEL FRISCH 17

LS}

exponent m
L
(2}

223 08 1. 12
cascade  ratio C-!

FIG. 5. Cascade model studied by Bell and Nelkin.
The adjustable parameter C™! plays the role of the
dimension; m is the spectral exponent. Solid curve,
m =§ — 2InC~Y/1In2, fluxless-inertial solutions; dot-
dashed curves, energy-inertial solutions with m= § .
Sign of transfer as indicated. Crossover for direction
of energy cascade C™1=1.

Ekock—(s/s +§)’
(6.13)
£=21nC/1n2 .

Such solutions are uv stable for C>1 and ir stable
for C <1. In particular a k™ uv fluxless solution
obtains when C= 22/3, but enstrophy conservation
never holds.

To bring out more clearly analogies and dif-
ferences with d-d turbulence, we have repre-
sented their results in a kind of (m, d)-plane
diagram where we used C™!, the cascade ratio,
instead of the dimension (Fig. 5). The comparison
of Figs. 1(b) and 5 shows an important difference:
In the cascade model, fluxless solutions are pre-
sent for arbitrary high values of the cascade ratio,
whereas they disappear in d-d turbulence when
d>d. It would be of interest to modify the cas-
cade model to make its zero-transfer diagram
geometrically more similar to the (m,d)-plane
diagram. Perhaps this can be achieved by in-
troducing additional couplings to next-nearest-
neighbor shells. It could also help to resolve
some of the open questions of Sec. VIC,

Finally, we mention that Bell and Nelkin®* have
studied the self-similar decay of an unforced
spectrum for {- « and calculated the exponent
of the energy decay. Self-similar decay can be
studied also with the d-d EDQNM equation, How-
ever, only the 3-d case has been worked out so
far because the calculations require a nontrivial
modification of existing numerical schemes to
account for interactions between widely separated
scales which are very important for the dynamics
of the largest eddies.*® Such “nonlocal” inter-
actions are not present.in the cascade model.

VII. BEYOND CLOSURE

While summarizing our principal results, we
shall now discuss several questions which lie be-
yond closure,

A. Realizability

d-dimensional (d-d) turbulence was defined in
this paper by analytically continuing formal ex-
pansions term by term. We proved that (true)
d-d turbulence with d<2 can lose realizability.
For nonintegral d>2, realizability has been shown
only for closure. We therefore feel somewhat
uncomfortable when we make conjectures about
true d-d turbulence. This problem is, however,
not limited to turbulence. We are, for example,
not aware of any proof that the specific heat of
the d-d Ginzburg-Landau model of a ferromagnet
is non-negative when d is not an integer. We also
stress that the lack of realizability in d<2 does
not mean that all calculations become meaningless.
Forinstance, Forster, Nelson, and Stephen have
investigated the temporal fluctuations of the en-
ergy-equipartition absolute-equilibrium solution
and found a nontrivial fixed point by a renormal-
ization-group € expansion below two dimen-
sions;1%:2° their solution does not seem to suffer
from lack of realizability, at least to lowest
order in €.

B. Inertial solutions

1. Energy cascades, intermittency, and crossover dimensions

The energy-inertial solutions obtained in Sec.
V B are the usual Kolmogorov 1941 energy cas-
cades; their novel feature is the reversal of the
direction of the cascade below a crossover di-
mension d,~2.05. It seems that close to two '
dimensions the enstrophy conservation law is too
weakly broken to allow energy to leak out in the
ultraviolet direction. We eonjecture that a simi-
lar crossover takes place in the true problem.

We now remind the reader that true 3-d tur- -
bulence is probably intermittent: as the cascade
proceeds to high wave numbers, fluctuations in
the rate of energy transfer build up, the statistics
of the flow become increasingly non-Gaussian,5!
the small-scale motion becomes less and less
space filling, and the $ exponent could be slightly
modified,’*~%* Phenomenological arguments sug-

- gest that intermittency corrections to the spectral

exponent should be positive for a direct cascade
and negative for an inverse cascade.®'* It would,
however, be premature to conclude that inter-
mittency corrections vanish at the (true) cross-



over dimension d., since steady-state inertial
solutions may well not exist in that case (with the
closure calculation the Kolmogorov constant be-
comes infinite).

It has been speculated that intermittency dis-
appears below d =% (Ref. 16). This is, however,
inconsistent with the idea that inertial-range
properties should not depend on the precise form
of the dissipative term.” We also mention that
Mandelbrot has shown that for d >4, if intermit-
tency takes a rather extreme form, the Navier-
Stokes equations could lose global regularity in
time: the viscous term cannot anymore prevent
singularities.5*:55 Finally, the possibility that
intermittency disappears as d- « remains still
open.'®

2. Fluxless solutions

The fluxless solutions of Sec. VB have a number
of unusual features. They constitute a sort of
d-d version of the 2™ enstrophy cascade into
which they go over as d— 2. They exist only for
d<d}=~2.06 and have actually been obtained with
certainty in initial-value calculations only for
d<d, (as uv-stable solutions). The fluxless solu-
_tions are singular (uv divergence of the enstrophy)
but do not produce any dissipation in the limit of
infinite Reynolds number. Their spectral exponent
m=m,(d) cannot be determined a priori by a con-
servation law and a dimensional argument; it has
to be really calculated, for example, perturba-
tively for d=2 +¢ (Sec. IV B2),

3. Persistence of initial conditions

The closurelbased results of Secs. IV and V on
inertial steady-state solutions have an interesting
counterpart for the true problem, concerning the
persistence of the energy spectrum for Gaussian
initial conditions (with zero viscosity and zero
forcing). An initial power-law spectrum E,(0) <k™
will generally change after a time O(¢?); but for
certain values of the spectral exponent m, it can
persist up to O(#?); this happens when the integral
in (2.10) vanishes. Comparison with the EDQNM
transfer integral (3.3) shows that these values can
be calculated just as in Sec. IV, provided the triad
relaxation time 6,,, is removed. ' Energy-inertial
and fluxless-inertial (pseudo-) solutions are ob-
tained as before. However, the spectral exponent
for energy-inertial solutions is now w =2 instead
of . The numerical values of d, and d; are in-
creased to about 2.09 and become too close to be
distinguished with certainty. Otherwise, the
overall aspect of Fig. 1(b) is unchanged.
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C. Power-law forcing and renormalization group calculations

1. Closure vs renormalization group

There is presently no systematic method for
calculating fully developed turbulence in any di-
mension. Thus the bulk of the theoretical work on
turbulence relies on closure and/or phenomeno-
logical models. An interesting exception is pro-
vided by the recent work of Forster, Nelson, and
Stephen (FNS).?° Their “model B” is concerned
with forced steady-state scaling solutions of the
kind introduced in Sec. VC. The forcing is white
noise in time with a flat modal spectrum, so that,
in our notation,

Fock®?, (7.1)

Using methods borrowed from dynamical critical
phenomena,® FNS calculate the ir properties of
the solution for d=4 - €. For the spectrum, they
obtain

E,<k™™, m=5(5-2d)+0(e?). (7.2)

It must be stressed that their renormalization-
group (RG) calculation involves a systematic ex-
pansion of -the primitive equations near the cross-
over, not a more or less ad hoc closure. How-
ever, at the technical level, we shall now show
that their method is strongly related to more
traditional closure methods which lead to the same
result (7.2) but without O(e?) corrections [see Eq.
(5.21)].5” Indeed, FNS calculate an approximate
recursion relation valid to order € by a diagram-
matic perturbation method. Only second-order
diagrams contribute, so that the calculation is
equivalent to using the lowest-order “mass-re-
normalized” equations, namely Kraichnan’s DIA’
(see Ref. 11 for a field-theoretic viewpoint of the’
DIA and higher-order approximations). The
EDQNM, like the test-field-model, can be viewed
as a Markovianized version of the DIA 3* Still,
it is known that the EDQNM and the DIA do not
produce the same exponents for the energy-in-
ertial range: because of a spurious ir divergence
due to lack of random Galilean invariance, the
latter gives m =% instead of £.°® It is however
easily checked that the ir divergence of the DIA
disappears when the total energy itself has no
ir divergence, as is the case for model B.: The
EDQNM and DIA thus give identical exponents
although they may differ by the numerical values
of constants in front of the power laws. We men-
tion also that, at precisely four dimensions, we
found a discrepancy in the exponents of the log-
arithmic correction between the EDQNM and the
FNS result; possibly this comes from the Mar-
kovianization of the DIA. We do not propose to
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have this resolved experimentally !

FNS speculate that their result (7.2) is actually
valid to all orders in €, as suggested by the
EDQNM result. This can also be supported by a
simple argument with a Kolmogorov 1941 flavor.
We can construct only one dimensionally con-
sistent expression for the transfer T, in terms of
the wave number % and the energy spectrum E,,
namely,

T, (RE,)/?. (7.3)

When we equate this to minus the forcing spectrum
(7.1), we recover the EDQNM result (5.21). 1t is
hard to see how this argument could be ruined by
intermittency in a fluid subject to random forcing
at all places and all scales. This does not, of
course, mean that second-order closure, say the
DIA, is exact for this problem., We would rather
conjecture that, when vertex corrections of
arbitrarily high order are included, only numeri-
cal factors will change but not the exponents.

2. Generalizations of model B of Forster, Nelson, and Stephen

Model B is just a special case of the class (i)
forced steady-state scaling solutions of Sec. V C.
It corresponds to the dashed line in Fig. 1(a).
Note that the FNS crossover dimension d =4 lies
at the intersection with the lower boundary m= -1
of the convergence 'strip of the transfer integral.
We believe that a more objective crossover para-
meter is provided by the spectral exponent m
itself. For m <-1 the transfer integral has an
uv divergence. When a cutoff kmax is used, the
transfer at the ir end reduces to an eddy-vis-
cogity term -2y k’E,, where v, depends on Rmax
but not on % [cf. Eq. (6.9)]. Hence, the ir prob-
lem is governed by an essentially linear Langevin
equation (if we assume that the fluctuations in the
eddy viscosity are negligible); this leads to a
Gaussian fixed point in the RG formalism. For
m=-1+¢€ and arbitrvary d>2, the fixed point is no
longer Gaussian but can be calculated perturba-
tively with essentially the procedure used by
FNS, the result being to lowest order identical
to the closure result (5.20). Working in fixed
space dimension and varying the spectral ex-
ponent (or, equivalently, the forcing spectral ex-
ponent) has an advantage besides being a physi-
cally more transparent procedure: it allows the
consideration of problems which are not easily
continued to nonintegral dimensions such as
helical turbulence.*?

In Sec. VC we found a second class. of forced
steady-state scaling solutions which corresponds
to the inside of the ABCDG curve [Fig. 1(b)]. It
is possible that such solutions are also amenable

to RG calculations on the primitive equations
near the crossover value m=+3 of the spectral
exponent which gives an ir divergence of the
transfer integral. For m >3 the dynamics at the
uv end are determined mostly by the quasi-
uniform straining action of the largest eddies.
This is again an essentially linear problem, but
contrary to the m<~1 case, not an easy one be-
cause it involves an equation of motion with sto-
chastic coefficients. The somewhat simpler ques-
tion of the quasiuniform straining of a passive
scalar in arbitrary dimensions d has been studied
in Ref. 59; the vector problem (complicated by
pressure effects) has been investigated only in the
case where the large scale motionis a deterministic
uniform shear.®® A satisfactory solution of this
linear stochastic problem seems a prerequisite
for perturbative calculations at m =3 — €.
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APPENDIX A: LACK OF REALIZABILITY FOR d <2

We start from (2.10) giving the Taylor expan-
sion to order ¢2? of the energy spectrum. We wish |
to show that for suitable choice of a non-negative
initial spectrum, we can have E,(t) <0 for some &
and stiall ¢{. Let the initial spectrum vanish be-
yond some K. For k>K, noting that only the so-
called emission term a \¢) E,E, contributes, we
obtain

Ey(t)=t%C, j L (sine)*%al®)
' P4

XE,(0)E (0)dpdg+O(t*). (A1)

Trigonometric transformations enable us to re-
write the a(?) coefficient, given by (2.11), as

all) =5[(y?+22 = 2yzcos(B -y)+(d-2)2 - y* - 22)].

(A2)
Hence, for d<2,
afl) =% (d=2)(1-y")<0. (A3)

We choose k between K and 2K, and p, between
1k and K, and take the initial spectrum equal to
one in the interval (p, — €,p, + €) and equal to zero
otherwise. By continuity, we can take e suffi-
ciently small to ensure that afzg; <0 for all non-
vanishing E,(0)E (0), so that the integral in (A1)
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is negative. We then take f small enough to en-
sure that the sign of the right-hand side of (A1)
is that of the integral. This completes the con-
struction of the counterexample to realizability.’

APPENDIX B: SEARCH FOR QUADRATIC INVARIANTS

By substitution in the EDQNM equation (3.2)
(with zero viscosity and zero forcing), it is easily
checked that a necessary and sufficient condition
for the invariance of

Q= f |R|*E,dR (B1)
A .
is that, for any k, p, and g satisfying the trlangu-
lar inequalities,
2k2all) = p*°big) + 4> b, . (B2)

This relation is satisfied for s=1,d=2 [Eq. (4.15)]
and for s=0 and arbitrary d [Eq. (4.14)]. We wish
to show that it cannot hold for any other values.
Using (4.14) in (B2), we.obtain

(B - p*)biy+ (B —q*)b@=0. (B3)
pa)

t4) is given by (2.12) and may be expressed as a
rational function of 2, p, and ¢q. By homogeneity,
it suffices to test (B3) for k=1. After some
algebra, we obtain

(1-p*)(@=-1)p*-g*(p*+1-4%)]
+(1-¢*)[(d-1)g* - p*(@®+1-p?)]=0. (B4)

Specializing to p=¢q, we have

2(1-p*)(d-2)p*
For d+0, this requires s=0 (energy conserva-
tion). For d=2, (B4) becomes, assuming now
p#q.and dividing by. p% —q?2,

(1-p*)1-¢") - (1 -¢*)(1-p?)=0. (B8)

Assuming p+#1, g#1 we have, for |p-gq| <1
<p+tgq,

(1-p*)/A-p*=(1-¢")/(1-4*, (BT)

which requires s=1 (enstrophy conservation).

=0 for any p> 3. (B5)
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