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A systematic study of the influence of cascades on heavy-ion beam-foil decay curves has been made. Using
theoretical data for the lifetimes and initial populations of excited states, decay curves simulating beam-foil
excitation conditions have been constructed for the resonance transition of three ions in the copper
isoelectronic sequence. Various models for the initial population distribution were tested by comparison with
a detailed beam-foil decay curve available for Krvi. We found that customary exponential-fitting methods
were not able to extract the primary lifetimes from the simulated curves used in constructing them, although
the replenishment ratios were close to zero. General implications of this subtle masking of the primary
lifetime by numerous cascades for the accuracy of experimental beam-foil data are discussed, especially for

An = 0 transitions in heavy ions.

I. INTRODUCTION

A number of experimental techniques have been
developed in recent years to determine atomic
lifetimes. These may be grouped into two cate-
gories according to the mode of excitation: those
that use selective and those that use nonselective
excitation. The first type of lifetime experiment,
which in practice depends usually on excitation by
resonance radiation, is quite restricted in the
range of atomic levels to which it may be applied.
The second type, in which the excitation is non-
selective, is more general and can—at least in
principle—be used to obtain the lifetime of any
atomic state. A serious problem arising from
this generalized excitation scheme, however, is
the likelihood of the lengthening of lifetimes by
repopulation or “cascading” from higher-lying
atomic levels. Cascading has been recognized as
a major source of systematic error in such ex-
periments, and various correction and analysis
schemes have been developed and applied, starting
with the early literature, such as the lifetime
work by Heron et al.!

When the now-dominant beam-foil spectroscopy
technique was developed and lifetime measure-
ments became numerous, the importance of the
cascading problem was again recognized. Several
schemes particularly adapted to this method were
devised to analyze and correct for cascading ef-
fects, and it has become standard practice to apply
such procedures in beam-foil measurements.?

N'evertheless, two recent comprehensive com-
parisons between beam-foil lifetime data and theo-
retical results®# show consistent slight systematic
discrepancies in the direction that could be caused
by cascading. While it is not certain that the
aforementioned discrepancies will find their ex-
planation in such effects, cascading is a prime

suspect at this time.

For the detailed analysis of this effect, it is
very useful to construct beam-foil decays synthe-
tically from accurate theoretical data for simula-
ted experimental conditions. Of particular inter-
est are the questions whether customary cascade
analysis—i.e., a fit to two or three exponential
terms representing the primary decay, the princi-
pal cascades, and a constant background—is a
sufficiently accurate correction, and whether a
decay which seems to be single exponential for
the main part of a curve might actually be the re-
sult of several contributing cascades. It is further-
more of interest to find some general answers to
the question of cascading effects in beam-foil ex-
periments, and to find reasons why they seem to
be much more severe for some transitions and
species than for others.

Such an analysis appears to be possible by as-
sessing atomic energy-level and lifetime distri-
butions as a function of atomic structure, particu-
larly as a function of principal quantum number,
and by taking the specific beam-foil population
mechanism into account.

In this paper, we report on such an analysis of
cascading effects in beam-foil spectroscopy. We
have found indications that the cascading problem
becomes progressively more serious for heavier
ions. We have therefore taken the 4s-4p resonance
line of three ions of the copper isoelectronic sequence
as a specific example. By utilizing atomic-struc-
ture theory and the results of recent simulation
studies on the sodium and beryllium sequences,®®
we arrive at conclusions of general interest.
Specifically, we shall show that situations exist
for an =0 transitions where the radiative decay
deceptively appears to be that of a single expon-
ential for the principal part of the decay curve,
but where significant cascading actually is present,
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affecting the value of the apparent lifetime. Fur-
thermore, we shall show that accurate beam-~foil
results are difficult to obtain for these an=0 -
transitions, if the cascade analysis is limited to
the widely used multiexponential fitting techniques.

II. CASCADE MODELING

We assume in the following that the decay of an
excited atomic level occurs purely by spontaneous
emission, i.e., that collisional depopulation and
repopulation as well as radiation trapping (self-
absorption) and induced emission are negligible.
For the very low densities of ion beams in beam-
foil experiments this is a realistic assumption.

The intensity of radiation due to a spontaneous
transition of electrons from a higher atomic energy
level p to a lower level ¢ is given by

Ly(t) =N, (£)Aphvsg 1)

where N,(¢) is the population of level p at time ¢
expressed as the number of atoms in state p per
unit volume element, A,, is the transition prob-
ability per unit time, and v,, is the transition fre-
quency.

If energy levels lying above p are also excited,
and if these levels spontaneously decay to p, then
such transitions will serve to repopulate p,
causing a longer effective decay time than would
otherwise be observed (Fig. 1). Such repopulating
transitions may take place through any number of
intermediate states and by any radiative mechan-
ism, e.g., electric dipole, electric quadrupole,
magnetic dipole, etc. There may also be the pos-
sibility of the level p decaying to a state other
than the one corresponding to the transition under
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FIG. 1. Schematic energy-level diagram illustrating
the radiative depopulation and repopulation of the pri-
mary level p. Repopulation is limited to three cascad-
ing levels p+1, p+2, p+ 3 and no consideration has béeen
given to radiative selection rules which may cause some
of the indicated decays to be very weak.
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study. The radiation intensity for the primary
transition p - ¢ is then still given by (1), but with
a different N,(¢) to reflect the effects of cascading.
The equation governing N,(¢) is

dN Pl =
—* :"Np(t)ZApa*‘ Z, Ni@)Asp, (2)
dt q=1 i=h+ )

where the first term represents the depletion of
the population of p by all allowed transitions to
lower levels, and the second term accounts for
repopulation due to the cascades. Similar equa-
tions must be -written for each excited state i =p
+1,...,> in order to obtain é¢s population. The
result is asystem of coupled first-order differ-
ential equations in the variable ¢. N,(¢) is easily
solved for by using a diagrammatic technique
developed by Curtis,” which conveniently groups
cascading processes according to increasing orders
of complexity. Utilizing this technique (for further
details see Ref. 7), the following results for N,(t)
are obtained:

For the primary decay, i.e., the decay of the
level whose lifetime is being measured exclusive
of any repopulating cascade effects, one obtains

P(t)=N,(t =0)e™ %", 3)

where a; =(1,)"' =537 \A,, is the decay constant or
inverse mean lifetime associated with the level j,
and N;(0) is the population of the level i immedi-
ately after it leaves the foil. We will consider

both of these quantities at length below.

A fivst-ovdev Rydberg cascade involves the de-
cay of an excited state ¢ directly to state p with no
intermediate steps:

~ait ~Qpt
<x>t:.=ol<e € )
CY(t)=N;t=0)4,, P + w—a) 4)
If all such cascades are added to the primary
decay, the resulting equation for N,(¢) is

o

N =P)+ Y V). (5)
i=p+ 1L
The sum extends up through the members of a
Rydberg series—hence the name “Rydberg cas-
cade” is introduced.

In a second-ovder Rydbevg cascade, an excited
level j decays to an intermediate state ¢, followed
by the decay of 7 to p, both decays taking place
with no additional steps:

Cg?)(t) =Nj(t =‘O)Aji Aip

e %it . "%t
<(C‘0' a;)(a; —ay) ¥ (o = )0y = ;)

e-aPt
"l - a,)(ay - ap)> ) (6)
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The decay equation including second-order Ryd-
berg cascades is

o

N,@)=Pt)+ D Ci) + > i) . (7

i=p+1 i=p+l
>i

“~

We may generalize to an nth~order Rydberg cas-
cade where an excited level 2 decays to an inter-
mediate level j, followed by the decay of j to ¢,
etc., until p is finally reached by a total of # tran-
sitions between &2 and p.

Finally, we follow Crossley et al.’ in smglmg
out the so-called “yrast” cascade, a special cascade
which involves only levels with » — [=1. Such cas+
cades are particularly important in modeling the
decay due to the large transition probabilities in-
volved. The yrast decay chain is

cre e BhTi Bl Bg—ere .

Whena level suchas 4p is considered fora four-row
atom, itisconvenienttoinclude inthe yrast category
the transitions 4f - 4d — 4p, which constitute the only
possible decaychain of these levels. The yrast con-
tribution to the decay equation is

C{M(E) =N, (¢ = 0( H A,,_1>

i=p+1

X 3 ____.e__fft___ (8)
25t 0oy (- )’
(j#k)

with # being the highest level in the sequence. If
this distinction is made, one must be careful to
exclude yrast decays when summing over Rydberg
cascades, so that the same contribution is not
counted twice.

When the contributions from all cascades are
summed, the result is an expression deséribing
the decay of level p in the presence of cascades
from higher levels:

o

N,(t)=P(t)+ Z i)

i=p+1

© ©

+ Z CPt)+ v+ D, V) (9)

i=p 1 i=p+1

i>
In order to apply Egs. (3)-(9) to model the radia-
tive decay of an excited atomic energy level, it is
necessary to have available the initial populations
N; (¢ =0) of all cascading levels, or at least their
relative distributions, as well as the transition
probabilities linking them. We shall now turn to
these topics.

III. INITIAL POPULATIONS

In order to use Eq. (9) to obtain N, [and thus ac-
cording to Eq. (1) the intensity of the emitted radi-

ation], it is necessary to estimate the relative

, initial populations of atomic energy levels after

beam-foil excitation, i.e., their relative popula-
tions at the time the ions leave the foil. In con-
trast to the situation for transition probabilities,
the distribution of the initial populations among
the excited states of the ion is poorly known, with
no generally accepted universal model available.

Theoretically, the analysis of the motion of a
complex ion through a foil is a difficult problem.
Because of the small interatomic separation in
solids, many of the outer electrons may be stripped
off and reattached during the motion of the ion
through the foil. Bickel et al.® point out that as the
ion interacts with the foil electrons and nuclei it
undergoes a continual series of excritations, ion-
izations, and recombinations. The dominant in-
fluence on the population distributions in beam-foil
experiments appears therefore to be the interac-
tion of the ions with the final layers of the foil.
The exact mechanism of the population is not un-
derstood, but is expected to be some form of non-
radiative electron capture from the electron
cloud at the foil surface.

Trubnikov and Yavlinskii® have calculated the
probability that an electron will be found in an
excited I =0 state of a hydrogen atom following
the passage of a proton through a metal foil, find-
ing for that special case

Nn,l=ozn-3’ (10)

where # is the pi'incipal quantum number. McLel-
land'® has shown that the situation is similar for
a nonmetallic foil. A number of theoretical
studies have been made for the case of protons or
other light nuclei colliding with free atoms, re-
sulting in power laws with a variety of exponents.
Bates and Dalgarno'! found for the case of protons
incident on hydrogen atoms that the charge-ex-
change probability depends on the energy as well
as the quantum numbers of the excited state.
Hiskes'? has shown that the process also depends
on the target material. Finally, Dmitriev et al.'®
have indicated that the population distribution may
also depend on the charge of the incident ion, with
Z 24 projectiles being populated mainly in excited
states.

Experimental investigations of the beam-foil
interaction have concentrated on light ions, with
only a few studies available for Z =10. For most
ions, an n™® dependence has been observed, al-
though the exponents vary substantially. Dynefors
et al.** have observed Hel states up to =11, ob-
taining a =3 except for small zn.

The population of the angular momentum states
within a given # is even less well understood, and
is the major source of uncertainty in the estima-
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tion of accurate initial populations. Observations
by Bromander!® and Davidson'® indicate a statis-
tical distribution according to L and S,

N~(Q2L+1)2S+1), (11)

for sufficiently high n, resulting in proportionately
greater populations for high-angular-momentum
states. Other experiments,'”'° on hydrogen,

point toward a trend in the opposite direction,

i.e., smaller populations for high I states. In
light ions, odd parity states have been found to be
overpopulated with respect to even parity states.

For the few experiments where the initial popu-
lations of heavy ions were studied—the case
relevant to this work—the situation has been found
to be quite different. In observations of transi-
tions involving highly excited states of iron ions,
Lennard and Cocke?! found yrast transitions to be
generally much stronger than other lines; indicat-.
ing that the populations of these states may in-
crease even faster than (2/+1). In an earlier
paper, Lennard ef al.?® point out that the intensity
of lines from highly excited levels is surprising
if a population distribution.according to »™® is as-
sumed. Hallin ef al.?* have found that in Cl ions
the intensities of yrast transitions ¢ncrease with
increasing principal quantum number, reach a

~maximum, and only then decline. This phenomen-
on has also been observed in NVII by Dufay et al.?®
Some of this increase may be due to cascade ef-
fects from higher states; if this is the case,. how-
ever, even more severe cascade effects may be
expected for lower lying primary states.

The above-cited ’observations and theoretical
studies suggest not one, but a number of population
distribution models as plausible. We have there-
fore taken the following simple models into con-
sideration:

N,;~n*? (model I),
N, ~(2L+1)m** (model II),
Ny ~(2l+1)n*3 (model III),
N~ (2l 1)+
(yrast states c;nly, model IV),
N~ @2l+1m*? (model V). - (12)

Here n*=n - § (where & is the quantum defect)

has replaced n in the power law to better approxi-
mate the many-electron case. The first model
represents a severe underpopulation of the upper
yrast states and seems inconsistent with the
heavy-ion experimental data; it may be considered
to represent a lower limit to the cascade-state
population. In model II, the exponent is further
decreased while a statistical distribution with re-

14,16,20

spect to [ is provided. For large n and /, model
II approaches model I:

21+ l)n"*l—::; @2n—-1m"t~2/% for large n.

(13)

Model IIT appears to be the one most consistent
with the experimental results of Lennard and
Cocke,?! Bromander,'® Dufay et al.,?® and others.
Model IV is similar to model III except that only -
the yrast states are assumed to be populated. The
last model features the largest populations of the
cascade states.

It should be noted that none of these models ac-
count for the peaking of the population distribu-
tions at a given n, as observed by Hallin ¢f al.?*
and Dufay et al.”®

While the populations of models III andV are
mathematically divergent, cutoffs in the popula-
tion distribution will occur at some finite n, since
large electron orbits do not exist in the beam due
to the perturbing electric microfields of neighbor-
ing ions.

In the present calculations, we require only the
initial populations relative to the 4p primary level,
since each point in the decay curve is proportional
to N,;/N,. The relative populations for the models
described above are

Npi/Ny =@m3/n*® (model I),
=321+ 1)(n}/n%)* (model II),
=5Ql1+1)(n%/m*)? (model III), (14)
=3(@2l+1)m}/n*)® (yrast only, model IV),
=420+ 1)(n}/n*? (model V).

An interesting general observation regarding the
contribution-of high-level cascading to the decay
of the primary level may now be drawn: For light
ions with ground states =1 or n =2, the initial
populations of higher excited states relative to
the ground state decrease rapidly with increasing
n. For heavier ions with many electrons, how-
ever, where the lowest n is equal to 3, 4, or even *
5, the decrease is much slower, so that even
highly excited states may be expected to be ap-
preciably populated and contribute to the cascading.

IV. TRANSITION PROBABILITIES

In order to apply the equations of Sec. II to the
modeling of the decay curve of a state p, it is
necessary to have available the atomic transition
probabilities for all downward transitions involv-
ing each cascading level, as well as one for the
primary level p. The accurate calculation of A
values is known to be a difficult problem due to
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their sensitivity to the wave functions involved.
For the purposes of modeling decay curves, the
transition probabilities determining the decay of
the primary level have to be of especially high
accuracy. Less accurate, more manageable com-
putational methods such as the frozen-core Har-
tree-Fock approximation, the Coulomb approxi-
mation, even scaled hydrogenic data in some
cases, were found sufficiently accurate for the
cascading transitions. All of these methods are
most accurate for wave functions far removed
from the ionic core, which is the case for most

of the cascading levels. (Further details on the
calculation of transition probabilities for the sam-~
ple decays we consider are given in Sec. V.)

Several interesting properties of cascades may
be deduced from the Z and » dependences of
atomic transition probabilities (for transitions
with fixed 7).

To obtain the Z dependence of atomic quantities,
the atomic Hamiltonian is transformed and scaled
by a change in the radial variable p=Z7. Using
the electrostatic repulsion of the electrons as the
perturbation, perturbation theory yields series ex-
pansions for the energy and wave function®® in the
parameter 1/Z.

Retaining only lowest-order contributions, one
finds for A: (a) for An =0 transitions,

142'"'Zx4(z= 1); (15)
(b) for An #0 transitions,
AZ~Z4A(Z= 1) - (16)

For An =0 hydrogenic transitions (fine-struc-
ture lines), the line strength is given by?®

S=8n*m*-1%), (17

with 8 being an angular factor and / the smaller

of the angular momentum quantum numbers.
Equation (17) indicates that the transition probab-
ility for An =0 transitions increases with principal
quantum number. Such an increase results not
only from the large overlap between the wave func-
tions but also because as n increases the maxima
occur at larger radii, serving to increase the
transition matrix element.

The n dependence of the transition probability
for An #0 transitions is not as simply described,
but one can show?®® that the line strength S de-
creases quite rapidly with z within a Rydberg
series. Physically, this is caused by the decreas-
ing overlap between the two radial wave functions.
Although the (AE)® energy dependence of A partial-
ly balances the decrease in line strength, it is not
strong enough to change the general decline in A
with increasing Az in a Rydberg series. '

Two general observations may now be drawn

concerning the Z dependence of cascade effects.
As Z increases, the lifetimes of many of the long-
lived cascades from highly excited states de-
c¢rease relative to the primary An =0 transition
dueto the above-discussed rapid growth in A for
An #0 transitions, causing them to shift inward
toward the foil. At some stage of ionizationalong
an isoelectronic sequence, usually fairly low,
these long-lived cascades will have moved all the
way in to that main part of the decay curve which
is normally used for the lifetime determination.
The curve will still appear approximately linear
since the various lifetimes become comparable.
Since numerous cascades now contribute to the
initial decay region, however, the slope of that
curve will be different—and always less steep—
than that which would result if no cascades were
present, making the extraction of primary life-
times very difficult. The effects of cascading are
expected to be most serious for highly charged
heavy ions where fairly low-lying levels of ap-
preciable population contribute to the main region
of the decay curve where the lifetime is to be ex-
tracted. Furthermore, as one moves upward along
a homologous family of atoms, the effects of cas-
cading from highly excited states may be expected
to become more severe as more cascading levels
are strongly populated. An additional factor for
heavy ions is the existence of core-excited bound
states, which are discussed later.

V. THEORETICAL DECAY CURVE SIMULATION

Knowing the initial population dﬂi'stribution of ex-
cited atomic states and the radiative transition
probabilities between them, it is possible to con-
struct a curve representing the decay of an excited
ionic level using completely theoretical data. In
modeling a decay, we use Eq. (9) which determines
the population of the level being studied and, hence
according to Eq. (1), the intensity of radiation
emitted in its spontaneous decay. The effect of
cascading may be conveniently evaluated by suc-
cessively adding terms to the equation correspond-
ing to higher excited states and/or more complex
cascades, and noting the effect on the final curve.
Also, deliberate variations of the population dis-
tribution and of individual A values are valuable to
test the importance of any one cascade on the final
curve,

As an example of the analysis outlined above, we
have chosen the 4s 25-4p 2P resonance transition of
the Culisoelectronic sequence. Since this transi-
tion has been observed to follow LS coupling,®® we
have chosen to model the multiplet decay. (obtained
by adding the component intensities) rather than
the -3 or 3-% lines individually. We have concen-

’
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trated on the Cursequence ions KrVIII, and, to a
lesser extent GaIlland GelIV, for the following
reasons: (a) for this transition substantial dif-
ferences exist between beam-foil and theoretical
data; (b) this is a case where, according to the
earlier discussion in Sec. IV, cascading effects
might not noticeably alter the siape of the initial
part of the decay curve from that of a purely one-
exponential decay; (c) this transition is one of the
very important ones for thermonuclear-fusion-
research diagnostics; and (d) for the ion KrVIII

a very extended beam-foil decay curve is available
to test the earlier-listed population models.

We have also modeled the 4s%-4s4p resonance
transition of the Zn sequence for the ion KrvIi,
and obtained results analogous to our Cu-sequence
analysis. However, this modeling is more uncer-
tain and is therefore not discussed further. The
main problem arises from the doubly excited
3d'%4p? levels which cascade directly into the level
of interest, but for which we were unable to es=-
tablish reasonably reliable values for the initial
populations. ’

(¢) Transition probability data. For the primary
lifetimes of GaIll and KrVIII, we have used the
results of the configuration-interaction calcula-
tions of Froese-Fischer?” and the many-body per-
turbation theory results of Younger,2® both of
which include relativistic corrections to the wave-
lengths, For wavelengths and transition probabil-
ities involving levels with 4<sn <7, 0<I<3, we have
calculated frozen-core Hartree-Fock data. Yrast
cascades with » =5 were considered hydrogenlike,
and thus scaled hydrogenic data were used. This
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appears to be a good approximation insofar as the
n—1=1 wave functions involved have a small over-
lap with the complex core. The cascading levels
considered are shown in Fig. 2.

For Gelv, the primary lifetime was interpolated
from Froese-Fischer’s and Younger’s calculations
for neighboring ions. Yrast decays with n>5 were
again considered hydrogenlike, and the remainder
of the data was obtained from the Coulomb approxi
mation.

(it) Initial populations. In contrast to the fairly
reliable transition-probability data, there exists
no generally accepted model for the population of
excited states of an ion following beam-foil excita-
tion. We have therefore searched for a precise
and detailed beam-foil decay curve for use as a
standard to which decay curves constructed ac-
cording to the models described above may be
compared, the closest fit presumably yielding the
best approximation to the actual initial population
distribution. Among the experimental data for
ions of the Cu sequence,?®%* the extended curve of
Druetta and Buchet?® for the 4p 2P° decay of Kr VIII
is the only one presently available which is suited
for this purpose.

The fit of the simulated decay to the experimental
decay curve was performed in the following manner:
Normalization of the experimental curve was per-
formed at £ =0.48 ns (1 mm from the foil), which
is the beginning of the important “linear” portion
of the decay. The experimental data were multi-

plied by a normalization factor

1=S¢m /SBB‘;

5.4 ——12n
48 —1m
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1z K
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FIG. 3. Decay of the 4p P level of Krvim as observed
by Druetta and Buchet (Ref. 29) on a linear scale. The
intensities (photon counts) of the two lines comprising
the multiplet have been summed to produce the present
curve. The dashed area represents the extrapolation
to the background.

where S/, is N,,(0.48)/N,,(0) and S}y is the total
photon count (or signal) of the Druetta and Buchet
curve at £ =0.48 ns.

A vesidual constant backgvound (e.g., due to scat-
tered light) in the experimental curve was inferred
from a linear plot of the (total) count, shown in
Fig. 3, the estimated level being in the range
200-350 counts, or ~1% of the peak count. There-
fore, a constant background has always been as-
sumed, and its level has been treated as an adjust-
able parameter in our analysis, derived from the
fit of the simulated decay curve. The “correct”
population model should thus not only reproduce
the shape of the experimental curve, but the ap-
proximate background count as well. Specifically,
after normalization at £=0.48 ns, the background
count has been determined from a best fit between
the normalized Druetta-Buchet curve and the sim-
ulated data in the range £=2.9-3.6 ns (four points
between 6.5 and 8.0 mm from the foil). With the
total experimental count being the sum of signal
and background

S tot =Ssig +Sbg’ (18)
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(while the simulated curve represents the equiva-
lent of a signal only), the normalized background
count is found to be:

S =S = ST = 1S = S - (19)

tot sig

The individual background counts from the four
points in the fitting region were averaged and the
resulting approximate background correction ap-
plied to the complete experimental curve. Using
an iteration process, the backgrouna-corrected
experimental decay curve was then compared to
the simulation and an evaluation of the population
model was made. These comparisons will be dis-
cussed in Sec. VI,

After the initial background corrections were
performed, it was found that by shifting the ex-
perimental curve with respect to the foil position
by 0.5 mm (¢ =0.24 ns) and repeating the above
analysis, an even better fit could be obtained.
Such a shift may not be unreasonable in light of
the experimental uncertainties concerning the ex-
act location of the foil. This shift in effect moves
the origin of the experimental curve to the left by
0.5 mm. ‘

VL. RESULTS AND DISCUSSION

Curves simulating the decay of the 4p 2P levels
of Kr VIII assuming different population schemes
are shown in Figs. 4-7. In Fig. 4, we compare
simulations populated according to each of the =
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FIG. 4. Computer simulation of the decay of the
4p 2p level of Krvir corresponding to the five popula-

tion models described in Sec. III: ~---, model I;
_ model II; —, model III; - -+, model IV; -+~ -,
model V. :
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FIG. 5. Fit of the experimental decay curve of Dru-
etta and Buchet to the computer simulation with popula-
tion model I, described in the text (results for model
II are very similar). The poor fit at long times indi-
cates underpopulation of the cascade levels by this
model. The circles are a direct plot of the experimental
data on the given time (or distance) scale; the triangles
are for an experimental curve where the foil position is
assumed to be slightly shifted (by 0.5 mm or 0.24 ns
in the time scale).

models described in Sec. III. Pronounced differ-
ences in the curves are observed, and, after
several primary lifetimes, the decay is in each
case almost entirely governed by long-lived cas-
cades. Inspection of the individual cascade con-
tributions shows that the curves are not simply
superpositions of a primary and one or two domin-
ant cascades but that, depending on the point in
time, there may be ten or more cascades, prac-
tically all of them “yrast,” of comparable magni-
tude (but with different lifetimes) which combine
in the decay. Furthermore, we have found that
the relative importance of different cascades
changes with time, e.g., a cascade which is im-
portant at ¢ =1.57, may not affect the decay at
t=57,. Each cascade contributes most strongly
in a specific portion of the curve, a factor which
makes accurate cascade analysis quite difficult
in that all portions of the decay curve are impor-
tdnt in the fitting process.

In Figs. 5 and 6, we have used the detailed
Kr VIII decay curve of Druetta and Buchet for tests
of the various population models. For model I
given in Sec. III, illustrated in Fig. 5, poor agree-
ment is obtained between the best possible fit of
the experimental data and the simulated curve.
The background counts required to produce these

L Kr YIL 4s2S— 4p 2p 1
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FIG. 6. Fit of the experimental decay curve of
Druetta and Buchet to the computer simulation with
population model IIT described in the text (results for
model IV are very similar). The circles are a direct
plot of the Druetta-Buchet data on the given time (or
distance) scale. The triangles are for an experimental
curve where the foil position is assumed to be shifted
(by 0.5 mm or 0.24 ns in the time scale). The close
agreement between simulated and experimental curves
indicates that model III (or model IV) is close to the
actual excited-state population distribution of the ion.
The insert is an enlargement of the boxed region repre-
senting the important initial part of the decay, which
shows the relative contributions of the various cascades
included. P denotes primary, P+Y denotes primary+
all yrast cascades, P+ Y+ F, denotes primary+yrast
+ (first-order Rydberg cascades), etc. The dominant
influence of the yrast cascades is clearly apparent.

fits (=450) were practically equal to the total counts
in the range where the fitting was carried out
(6.5—8 mm from foil) and thus are inconsistent
with the background extrapolation to long times,

as shown in Fig. 3. Model II approaches model I
at long times and thus suffers from the same diffi-
culty in fitting the experimental data. It was not
possible to fit the experimental data to model V,
which overpopulates the cascade levels to such an
extent that a negative background count would be
required. We therefore conclude that population
models I and II underestimate and that model V
overestimates the actual initial population distri-
bution of the ion.

In Fig. 6 we have compared the data of Druetta
and Buchet with a decay curve simulation for
KrVvII based on population model III, including 20
yrast cascades, and all first-, second-, and third-
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FIG. 7. Computer simulation of the decay of the
4p 2p level of Gerv constructed according to population
model IIT but with different cascade lifetimes. In both
cases the cascade lifetimes are from the Coulomb ap-
proximation (CA), but in one case they have been reduced
by 25% to illustrate the insensitivity of the simulation
to the exact values of the cascade lifetimes. The insert
is an enlargement of the boxed area showing the rela-
tive contributions of the various cascades added to the
A, curve.

order Rydberg cascades with » <7 and [ <3 (a total
of 30 exponentials). The experimental data were
‘fitted with and without the 0.5-mm foil shift des-
cribed above and with background counts of 350
and 230, respectively. These counts fall into the
background range of 200~350 counts derived from
the extrapolation (Fig. 3). While the unshifted
curve is in reasonable agreement with the simula-
tion (aside from a deviation in the intermediate
region), the shifted curve is essentially an exact
fit over the entire range. In both cases, there is
good agreement between the slopes of the simula-
ted and experimental curves in the initial “linear”
region, as well as far from the foil. The ability
to begin with entirely theoretical data and con-
struct from it a decay closely matching an experi-
mental curve is a strong indication that population
model III is close to the actual case.

The insert to Fig. 6 details the contributions.of

the various cascades for the important initial de-
cay region. Although the final curve appears de-
ceptively single exponential, it is clear that sig-
nificant cascading isoccurring. So many expon-
entials are involved in the decay that a smoothing
occurs, resulting‘ in a straight line on a semilog
plot, but with a slope for the final curve substan-
tially different from that of the primary. In ef-
fect, the primary is “masked” by numerous cas-
cades contained mainly in the yrast chain (see the
near identity of P+Y, P+Y+R,, and P+Y+R +R,
in Fig. 6) and cannot be recovered by multiexpon-
ential analysis unless the exact nature of the mask-
ing is known. Since the simulated curves are in
such good agreement with the experimental data

of Druetta and Buchet, and since the yrast cas-
cade lifetimes are reasonably well known, it is
likely that such masking is occurring in the experi-
ment as well. '

For population case III, in which the experiment-
al decay curve is so well simulated, we have ap-
plied to the simulated decay a cascade analysis
similar to that which is customarily made on ex-
perimental data; namely a two-exponential fit with
both coefficients and exponents as variables. As
expected, and as seen in Table I, the resulting
cascade~corrected primary lifetime is in good
agreement with the beam-foil data of Refs. 29,

32, 33, and 34, but not with the theovetical life-
time for the 4p state which was actually used in
constructing the curve. In other words, it was
not possible to extract from the simulated decay
curve the primary lifetime used in constructing it.
This inability to extract post facto the primary
lifetime arises because one is attempting to fit a
curve made up of many exponentials with only two
or three. Furthermore, there exist cascade
terms which are important only for the approxi-

TABLE I. Comparison of experimental, simulated
and theoretical lifetimes for the 4p level of Krviir.
Both the experimental and simulated lifetimes are
obtained by applying standard cascade analysis, i.e.,
a two-exponential fit to the decay curve. Numbers in
parentheses indicate the cascade lifetime obtained
from standard cascade analysis.

This
Beam foil " simulation Theory
(ns) (ns) (ns)
0,36 (4.7)2 0.35 (2.8) 0.26°
0.39¢ 0.25¢
0.35°¢
0.35%

2 Reference 29.
b Reference 27.
¢ Reference 32.

d Reference 28,
€ Reference 33.
f Reference 34,
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mately “linear” region of the curve, i.e., they
have no significant component either in the grow-
ing-in or growing-out portions of the curve, mak-
ing their inclusion in a cascade analysis difficult.
In all cases we have studied, the often applied re-
plenishment ratio®® is quite small, although there
is appreciable cascading present.

We should note that we were able to extract the
true simulated primary lifetime using the method of
arbitrarily normalized direct cascades (ANDC) by
Curtis.? This recently developed method of cas-
cade analysis does not involve fitting the de-
cay curve to a limited number of exponentials, but
requires the measurement of all important direct
cascades into the primary level—a requirement
which substantially increases the scope of a beam-
foil experiment. .

We have also investigated the sensitivity of the
simulations to changes in the cascade lifetimes.
In Fig.7, we show a simulated decay curve for
Ge IV constructed according to population model

" II. In the same figure we show a simulation of
the Ge IV decay curve with the same populations,
but with the transition probabilities of the cascades
arbitrarily reduced by 25%. The similarity of the
two curves illustrates the relative insensitivity of
the simulation to the exact values of the cascade
lifetimes. (The lifetime of the primary has re-
mained the same in both curves.)

The analysis of the influence of the various types
of cascades on the shape of the curve and the ex-
tracted primary lifetime, already illustrated for
the initial part of the deoay curve in the insert
of Fig. 6, shows that by far the most important
cascades are the yrast. This is shown for the

overall decay curve in Fig, 8. It is seen that Ryd- .

berg cascades, while altering the absolute magni-
tude of the curve, have a much smaller effect on
the shape and the lifetime extracted from it. Thus
a fit of the Druetta-Buchet curve to population
model IV, which is identical to model III except
that only yrast cascase levels are populated, re-
sults in the same close agreement between simu-
lation and experiment as model III. Since first-
order Rydberg cascades each involve only one
transition between the cascading level and the
primary level (usually strong ones, with short
lifetimes), their main effect occursatfairly small
decay times. The contributions of second-, third-,
and higher-order Rydberg cascades at longer
times are easily understood in terms of the life-
times and decay schemes involved. Several states
contributing to these cascades are not highly ex-
cited and thus have appreciable initial populations.
The decay paths, however, are more complex, so
that in addition to relatively fast decays from low-
lying levels, some low cascade levels (such as the
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FIG. 8. Comput/er simulation of the decay of the
4p °p level of Krvii, showing the contributions of the
various cascades for an extended range of the decay

~ curve. The lowest curve includes the primary+ yrast,

the middle curve the primary+yrast+ R, +R,, and the

. topmost curve primary+yrast+R +R,+R3. The domin-

ant influence of the yrast cascades at all times is
clearly apparent.

6f and Tf levels of Fig. 2) produce noticeable effects
at longer times. Yrast cascades range from first
order Rydberg-like to very extended decay chains
and contribute strongly over the entire curve.
Another type of cascade, which does not directly
follow the above classification, involves excitations
of a core electron to levels such as 3d°4s4p and
3d°4p? in the Cu sequence, which lie below the ion-
ization limit. Such cascades are not present in
lighter atoms without d electrons, and add an addi-

* tional complication to the problem of extracting

7, for heavy ions. Core excited states will not
contribute to the Rydberg—or yrast—cascades,
since they either directly connect to the 4p state
(e.g., 3d°4p®) or to the ground state (e.g., 3d%4s4p);
or they are quasimetastable (e.g., 3d°4s®). The
first decay possibility (3d°4p?) could add a signifi-
cant cascade. The other effects are indirect inso-
far as the core-excited levels are embedded in
the single-electron Rydberg series and perturb
the latter to various degrees. It was not possible
to include these effects in our analysis, since very
little is known about the positions of such states .
and their lifetimes.

It should be noted that Pinnington et «l.3° have
recently measured the lifetime of the 4p state of
Brvil and have performed a very limited cascade
simulation to support their conclusion that there
is little cascading influencing the decay curve.
Their results are not inconsistent with ours, .
however, since very few of the important yrast
cascades were included in their analysis. With a
more extensive analysis, their results should be-
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come quite similar to our own. It is one of thekey
conclusions of this study that such a detailed
analysis, including Rydberg and yrast cascades to
high orders, is necessary in order to determine
what decays are most important in the simulation
of a decay curve.

VII. CONCLUSIONS

Atomic decay curves simulating beam-foil ex-
citation have been constructed from purely theo-
retical data for the 4s-4p transition of three ions
of the copper sequence. The two principal require-
ments for the decay curve simulation are reliable
transition-probability data connecting all pertinent
atomic states, and a reliable model for the initial
population distribution over the states.

For the particular case considered here (as
well as many others), accurate transition-prob-
ability data are either available or can be readily
calculated for transitions between higher-lying
levels. The second requirement, knowledge of
the initial population distribution, presents the
major problem in simulating decays. The limited
experimental evidence available on initial popula-
tions indicates complex dependences on ionic
charge, the number of electrons inthe ion, aswell
as the principal and angular quantum numbers of
the particular excited state. While most studies
of initial populations have concentrated on hydro-
gen'”1? and helium,'*1%:2 the results of Lennard
et al.*? and others?''? indicate quite a different
behavior for heavy ions such as chlorine or iron.
It appears that the yrast states, important from
the standpoint of cascading, are strongly populated
in the beam-foil process. We have considered a
number of plausible population modelsbased on
experimental observations, and have evaluated
them by comparing the resulting simulations with
the accurate and detailed experimental curve of
Druetta and Buchet?® for Kr VIII, With reliable
transition probabilities, the goodness of the fit to
the experimental curve is a measure of the ac-
curacy of the population model. We were able to
achieve excellent agreement between the two using
the model Nn, ™ (27 + 1)n*"3, which is also quite
consistent with the above mentioned observations
of strongly populated yrast states.?*™

One of the most important results of the present
work is that one is unable to recover from the
decay curve, by exponential-fitting methods, the
actual primary lifetime used in its construction.
The effect of cascading is to mask the true primary
lifetime to such an extent that a decomposition of
the curve, shaped significantly by at least ten
components, into two or three exponentials is in-
sufficient to remove the cascade changes. The
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primary lifetime extracted from our simulated
curve by exponential fitting is, however, in good
agreement with the quoted experimental values.
Thisis anindication that the cascading problems
causing the true lifetime tobe masked in the simula-
tions, shouldalsobe presentinthe experiments, and
that this may be an explanation for the systematic
discrepancy between theory and experiment dis-
cussed above,

In all our simulations we have found that the
initial part of the decay curve is practically linear,
although heavy cascading is taking place. Thus
cascade effects do not become agpparent until sev-
eral primary lifetimes have elapsed. It is im-
portant for this reason that experimental decay
curves should be recorded for at least 10 primary
lifetimes.

The replenishment ratio in our simulations is
always quite small, despite heavy cascading.

This is not surprising, in that this parameter is
based on the decomposition of the decay curve into
only a few exponentials, which is certainly not
valid in thepresentwork. Since it is probable that
cascade effects similar to those in our simulations
also occur in experimental decays, the value of
the replenishment ratio as a measure of the sever-
ity of cascading appears to be doubtful when based
on the parameters of two- or three-exponential

fit. On the other hand, beam-foil results obtained
from few-exponential fits of decay curves may be
highly accurate if no other excited states with life-
times in the range of the primary level are ap-
preciably populated. This situation is encountered
for levels in very light ions. For levels involving
resonance (Axn =0) transitions the cascade situa-
tion becomes quite complex for third-row ‘and
heavier-element isoelectronic sequences. The
abundance of in-shell and other low-lying levels
grows with the addition of d levels, f levels, etc.
and increasing numbers of doubly excited bound
states appear in the spectra below the ionization
limit. Furthermore, within the isoelectronic
sequences themselves the cascading effects for
An =0 resonance transitions should become pro-
gressively more serious with increasing Z, be-
cause of the different Z scaling of the transition
probabilities for cascade transitions.

The present study thus offers an explanation for
the systematic discrepancies between beam-foil
results (obtained by the customary exponential fit-
ting of the decay curve) and advanced theoretical
calculations that exist for the resonance transi-
tions of ions in several heavy isoelectronic se~
quences. For alkali-metal-like isoelectronic se-
quences, very good agreement has been reported
for the Li sequence®® (where initial populations of
significant cascade states are small), but there



exists a (10-15)% discrepancy for the Na sequence,®
and a 30% discrepancy for the Cu sequence.®’
Recent theoretical studies on the Zn sequence by
Weiss®® and Shorer and Dalgarno,®® and on the Au
sequence by Migdalek*® indicate continued serious
disagreement for still heavier isoelectronic se-
quences.

While it is possible to apply an extensive cas-
cade-analysis technique which could extract ac~
curate primary lifetimes, perhaps by a combina-
tion of experiment and cascade simulation, such a
technique would be vastly more complex than the
customary exponential-fitting procedure. A tech-

N
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nique in this spirit is the ANDC method of Curtisv,2
which is based entirely on measured decay curves.

- Although this method of analysis comes at the

expense of a considerably greater demand on the
experimental technique, it points in the direction
of future accurate beam-foil lifetime work.
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