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Energy distributions of secondary electrons. III. Projectile energy dependence
for ionization of He, Ne, and Ar by protons*
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A theoretical analysis of secondary electron spectra, which has previously beeri applied to electron-impact
ionization of atoms arid molecules, is applied to the experimental data on ionization of He, Ne, and Ar by
protons in the 0.1-1.5-MeV energy range. The data are also compared with ab initio Born-approximation
calculations, Our theoretical analysis clearly brings out expected features in the secondary-electron spectra
for incident proton energies of 1 MeV and up. Inner-shell contributions and the charge transfer to the
continuum process tend to obscure the appearance of a simple asymptotic behavior at lower proton energies;
for a given incident energy, the analysis is simpler for atoms and molecules with lower nuclear charge.

I. INTRODUCTION

The study of energy deposition by energetic
charged particles in matter relies on an accurate
knowledge of the energy distribution of secondary
electrons ejected in ionizing collisions; i.e., the
number of electrons of definite kinetic energy
ejected from an atom or molecule. For fast
charged particles, i.e., those with velocities sev-
eral times that of the bound electrons in the outer
shell of the target atom or molecule, these ioniz-
ing collisions account for 75/p or more of the en-
ergy loss by the penetrating particle. Knowledge
of secondary-electron distributions not only pro-
vides necessary information to understand energy
deposition, but provides the detail required, when
coupled with theoretical analysis, to give insight
into the ionization mechanisms themselves. Data
are now available for secoridary electrons produced
by bpth prptpnsi-ii and eleetrpnss -iv frpm a num
ber of target atoms and mpleeules. The data, al-
though becoming more numerous, are still far '

frown complete arid in some instances comparisons
of results from different laboratories result in un-
explained disparities.

In papers I and II of this series, " ' a theoretical
model was presented for testing the consistency of-
experimental data and for extrapolating existing
data to regions where measurements were unavail-
able. The chief attribute of this technique is that
it doe4 not require calculations involving wave
functions of the collidirig systems. The model
makes use of known systematic trends expected for
large and small energy transfers based on the
Rutherford (or Mott, for electrons) and Bethe-Born

theories, respectively. Since wave functions are
not required, the model can easily be applied to
complex molecules as well as to simple atoms;
this is particularly useful in radiological applica-
tions. The model had beeri applied to electron-irn-
pact ionization of a number of target gases with
success."" Although the procedure as developed
should apply equally to protons or electroris at suf-
ficiently high projectile energies, only a brief des-
cription pf this technique has been given for ioniz-
ation by protons. "" "

In this paper, we extend the application of the
theoretical analysis of secondary-electrori spectra
to ionization by protons. In particular, we have
considered ionization of the noble gases He, Ne,
and Ar by protons of energy 0.1 to 1.5 MeV. These
targets w'ere chosen because of the availability of
experimental data for both proton and electron im-
pact. In addition, ab initio calculations have been

performed, within the framework of the Born ap-
proximation, using realistic nonhydrogenic wave
functjons. These calculations, combined with the
experimerital data, were then used in cpnjuction
with the theoretical arialysis presented in I and II
to assess the applicability of this analysis to ion-
ization of complex targets by protons.

II. THEORY

The model for analyziI|g the secondary-electron
spectra produced by ionization of atoms and mo-
lecules by fast-charged particles has been present-
ed in I and II. In this section we briefly review the
main ideas and apply them tp incident protons.

One of the simplest theories for the energy dis-
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tribution of secondary electrons is the Rutherford
formula. ' The Rutherford formula is based on the
collision of h charged particle with an electron at
rest. In reality, the target electron is bound, and
hence the Rutherford formula is applicable when
the binding energy can be neglected compared to
the kinetic energy of the ejected electron. Further-
more, the incident particle velocity should far ex-
ceed that of the bound electron to approximate the
free-electron collision assumed in the derivation of
the formula. When both conditions are met, then
we expect the collision between a proton and an
atomic or mole. cular electron to be well described
by the Rutherford formulates

do 4@a',

where v is the proton speed, T= —,
' mv'with m the

electron mass (regardless of the incident particle),
a, is the Bohr radius (0.529 A), R is'the Rydberg
energy (13.6 eV), and E is the energy transferred
to the ejected electron. For an unbound electron,
all of E is converted into its kinetic energy, where-
as for a bound electron, part of E is needed to
overcome the binding energy. Thus, for secondary
electrons from the ith subshell of an atom or mo-
lecule, the energy transfer E; is the sum of the
kinetic energy e and the binding energy, i.e., E;
=&+I&, with I; the binding energy of the ith sub-
shell. For secondary electrons from a given sub-
shell then, Eq. (1) is modified to

do.
&

4''g'
de T - (&+I )' (2)

where N, is the number of electrons in the ith sub-
shell.

We consider, then, the ratio of the measured
cross section for a subshell, do;/de, to the Ruth-
erford result per target electron, i.e., with N&

omitted from Eq. (2),

Y, (E, T) —= , , (&+I,)'T,do;

Y(E, T) — » (e +I,)'P -- '
4n'a B; dcT, , do

(a +I )'
4~a2g2 ~ 1

where I, is the valence ionization potential and E
=a+I, . This is based on the fact that at the inci-
dent energies which we are considering, the val-
ence electrons provide most of the contribution to
the cross section.

For lar ge ener gy transfer, then,

Q Yg(E, T) = Q N; = N, (6)
i

N being the number of target electrons contributing
to the secondary-electron spectrum and entirely
independent of e. For moderate energy transfer,
however, use of Eq. (5) leads to

~ (e+I,)'

which depends on e. This function, Y(E, T), will
nevertheless be seen to be quite useful.

For collisions involving small energy transfers,
i.e., small c, and for sufficiently fast protons, the
Bethe-Born approximation should be applicable, "
l.e.~

do'; 4w ', R' df; 4T
)de T (a+I;) de R

where df, /de is the optical oscillator strength den-
sity in the continuum (proportional to the photoion-
ization cross section) and B;(e), which includes the
Rutherford term, depends on the target electrons
only. For high enough proton velocity (large T),
the first term in Eq. (8) dominates and do;/de ex-
hibits the characteristics of the optical (photoion-
ization) cross section. When the Born approxima-
tion is valid, we get, from Eqs. (5) and (8),

and when the Rutherford conditions are met, this
function will approach N;, the number of electrons
in the subshell. For a target with more than one
occupied subshell, this definition becomes

a+I
i

(9)

P Y;(E&, T)=, , P (~+I,)' ', (4)-
with the sum being over the subshells that contrib-
ute to the cross section. Unfortunately, application.
of the analysis using Eq. (4) requires measurement
of the secondary-electron spectrum, subshell by
subshell, and such data are difficult to obtain.
Thus, we define the function Y(E, T) as

Thus, plotting Y(E, T) vs E will give optical
information at low E and information on the number
of target electrons involved in ionization at high E.
For a target with a single subshell such as He or
H„ this information is unambiguous. However, for
targets with many subshells, some interpretation
will be necessary.

In order to facilitate interpretation, ab initio cal-
culations, within the framework of Born approxi-
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mation, have been performed for He, Ne, and Ar.
The calculations used Hartree-Slater (HS) wave
functions and the details are given elsewhere"
where the He results are presented. In addition,
since the importance of the optical cross section
is evident, the 3p-ed transition in Ar was treated
using Hartree-Fock (HF) wave functions for both
initial discrete and final continuum states; the HS
results are known to be unreliable for that chan-
nel. '~ Another difficulty is encountered in calcul-
ating the Born cross section for large E: the nec-
essity to. include a large number of partial waves
with high angular momenta. Equations (6) and (7)
avoid this difficulty. In fact, the determination of
1'(E, T) for large E is almost trivial as compared
to any theoretical method that uses partial waves.

An additional complication in the analysis of sec-
ondary-electron spectra resulting from proton (as
compared to electron) impact ionization is the ex-
istence of an alternate mechanism for the produc-
tion of secondar y electrons; the char ge -transf er-
to-the-continuum process' ~ ' "(referred to as the
continuum charge transfer hereafter). In this pro-
cess, the incident proton picks up an electron from
the target and forms a hydrogen atom svith the
electron in a continuum state. Since the electron
is not in a bound (discrete) level, it is detected as
a secondary electron traveling with the proton in
the laboratory frame. The maximum contribution
to the continuum charge transfer comes at thresh-
old in the frame moving with the proton, i.e., for
secondary electrons whose velocity v, nearly
matches that of the incident proton, v~. Detailed
discussion of this process is given in Ref. 1. The
cross section for continuum charge transfer is known

to maximize for incidentproton energies in the range
of 0.1 to 0.3 MeV, and decrease much more rapidly
than direct ionization for higher energies. """
In He, for example, for protons of 0.1 and 0.3 MeV,
the continuum charge transfer contributes nearly
half of dv/de at the matching velocity. This is
down to about 10%, however, for 1.0-MeV pro-
tons. " For still higher energy, then, this effect
will be negligible on do/de and, thus, on Y(E, T).

III. EXPERIMENTAL TECHNIQUE

Absolute cross sections differential in ejected
electron energy and emission angle were measured
for 0.3-, 1.0-, and 1.5-Me V protons on helium,
neon, and argon. Measurements of electron-ener-
gy spectra at 11 angles from 15 to 125 were in-
tegrated with respect to emission angle to provide
the single differential cross sections described in
this paper. " The absolute cross sections were ob-
tained by electrostatic analysis for the ejeeted-
electron energy range 20 to 6 keV, where abso-

lute values were obtained directly from experimen-
tal parameters. The low-eriergy portion of the
electron spectra (0.5 to 200 eV) was obtained by a
time-of-flight measurement which was normalized
to the electrostatic results in the region of overlap.
The technique used to obtain absolute cross sec-
tions based on electrostatic analysis of ejected
electrons was described in detail pi eviously' ' as
was the time-of-flight system" and they will not be
described here. Commercially available research
grade gases were used and target densities were
determined from capacitance manometer measure-
ments of target pressure. Using the complimen-
tary techniques of electrostatic and time-of-flight
energy analysis, the measured cross sections are
expected to be accurate to +20% for ejected-elec-
tron energies above 0.5 eV. The accuracy at high-
er energies decreases only when the cross sections
decrease to where the signal-to-background ratio
becomes quite small and statistical uncertainties
dominate. This region can be recognized by the
scatter in the data points at.the extreme high-ener-
gy end of each spectra. Relative cross sections
reported in this work should have associated un-

certaintites less than +10% except where the sta-
tistical uncertainties are large as discussed
above.

IV. RESULTS AND DISCUSSION

A. Helium

The single differential cross sections o(e) for
ionization of helium by protons are shown in Fig. 1
where they are plotted as the ratio of measured
cross section to Rutherford cross section per elec-
tron, Y(E, T), vs E/R The ratio . Y(E, T) was
evaluated using Eq. (5) and the binding energy given

by Moore, "I, =24.58 eV. Since there are two
electrons in helium, one would expect Y(E, T) to
approach the Rutherford limit of 2 for large energy
loss [see Eq. (7)]; the dashed line in Fig. 1 repre-
sents this expected value. For the higher proton
energies, the ratio reaches a flat plateau having a
value near the expected results. The ratio is ap-
proximately 10 /0 larger than that expected from the
Rutherford theory. However, this is well within
the +20% uncertainty assigned to the absolute val-
ues of the measured differential cross sections.
For low proton energies, the Rutherford cross
section is of little use in estimating the reliability
of experimental data. This is because, as discus-
sed in Sec. II, the incident particle must have a
significantly larger velocity than the atomic elec-
trons for the Rutherford formula to be valid. For
He, the bound electrons have average kinetic ener-
gy of 39.5 eV and a proton of equal velocity, as the
bound electrons would have to have an energy of
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FIG. 1. Ionization of heli-
um by protons. The ordin-
ate F(E,T) is the ratio of
the measured cross section
to the Rutherford cross
section t Eq. (5)]. The en-
ergy transfer E is com-
puted as the sum of the
ejected-electron energy and
the valence ionization po-
tential. According to the
Rutherford theory, F(E, T),
for large E should approach
the number of target elec-
trons participating in the
ionizing collision. The
dashed line represents the
asymptotic value of two
electrons. The error bar
shown is representative of
the 10/p uncertainty in the
shape of the measured cross
sections. The 0.1 Mev data
are from the work of Crooks
and Hudd (ref 3)

about 73 keV. Thus, it is quite reasonable that the
0.1- and 0.3-MeV data show no Rutherford plateau,
whereas the 1- and 1.5-MeV data do.

For small values of energy loss and high-energy
protons, the ratios exhibit a monotonic increase
as the energy loss decreases. For low proton en-
ergies, the importance of the continuum charge
transfer is observed as either a contribution su-

perimposed on the otherwise sm'ooth distribution
as is observed for 0.3-MeV protons or as a major
contribution causing the entire distribution to peak
above threshold as is illustrated for the 0.1-MeV
data. The 0.1-MeV data are taken from the work
of Crooks and Rudd. ' The relative contribution of
the continuum charge transfer is illustrated better
in Fig. 2 where the low-energy portion of the spec-
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FIG. 2. Ionization of heli-
um by protons. The dashed
lines are the Born calcula-
tions from IIerman-Skillman
wave functions. The opti-
cal values are from Samson
(Ref. 29) scaled by an arbi-
trary constant C. The 0.1
MeV proton data are from the
work of Crooks and Hudd

(Ref. 3, .0). The error
bar shown is representative
of a 10' relatively uncer-
tainty in the measured cross
sections. The symbols x,

, and ~ represent our
measurements for proton
energies 0.3, 1, and 1.5
MeV, respectively.
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FIG. 3. Ionization of heli-
um by protons. The dashed
lines are the Born calcula-
tions from Herman-Skill-
man wave functions. The
points for zero-energy
ejected electrons are based
on calculations of Kim and
In.okuti (Ref. 30, *) and also
on the electron-impact mea-
surements of Qrisson
et al. (Bef. 31,6). The 0.1
MeV-proton, data are from
the work of Crooks and
Budd (Bef. 3, CI). Top
scale indicates the ejected-
electron energy and the
error bar is representative
of a 10% uncertainty in the
relative values of the mea-
sured cross sections. The
symbols x, ~, and ~ rep-
resent our measurements
for proton energies 0.3, 1,
and 1.5 MeV, respectively.

tra for Y(E, T) are compared with results derived
from Born-differential ionization cross sections
calculated from the HS wave functions; recall that
the calculation does not include contributions from
the continuum charge transfer. For 0.1-MeV pro-
ton impact, the values of l'(E, T) derived from cal-

,, culated and measured cross sections agree well at
very low and high values of E/R but disagree by
nearly a factor of 2 in the region of the charge-
transfer peak. The disparities are also observed
at higher proton energies but decrease as the pro-
ton energies increase. The maximum contribution
of charge transfer for 0.3-MeV proton impact is
expected at E/R = 13.5 (v, = v~) and at this value of
energy loss the disparity is about 50%. For proton
energies of 1.5 MeV, the differences between cal-
culated and measured cross sections is reduced to
approximately 10%.

As was discussed in Sec. II and illustrated by Eq.
(9), the shape of the low-energy portion of the
Y(E, T) curves should be similar to the distribution
given by Edf/de for sufficiently high-energy inci-
dent particles where df/de is the dipole oscillator
strength for ionization. The comparison in Fig. 2,
where the, differential oscillator strength is from
the compilation of Samson, ' shows the increasing
similarity between the curves representing ioniza-
tion by protons and the optical values as the proton

energy increases. Note that the similarity between
the proton-impact and photoionization data is on
gross features only and not on magnitude. The
proton-impact data contain not only contributions
from the dipole interaction (as represented by the
photoionization) but also that from higher-multipole
interactions. Therefore, knowledge of the photo-
ionization cross section alone is not sufficient to
estimate the proton-impact cross section.

In Fig. 3 the differential ionization cross sections
presented as ratios to the Rutheford cross section
are plotted against the reciprocal of the energy
loss. This plot, referred to as the Platzman plot, "
is particularly useful in that the area under each
curve is proportional to the total ionization cross
section. From the comparison of the 0.1- and
0.3-MeV data in Fig. 3, the importance of the con-
tinuum charge transfer in relation to total ioniza-
tion is obvious for low-energy protons. Another
advantage of the Platzman plot is that autoioniza-
tion and Auger electrons appear as easily discern-
ible peaks because the use of R/E as abscissa
squeezes the high F. portion of the spectra. The
small peak at c -35 eV in Fig. 3 represent auto-
ionized electrons from the 2s2p'P state.

Also. shown in Fig. 3 are the expected values for
ejection of zero-energy electrons determined both
from theoretical calculations and measured for



ENERGY DISTRIBUTIONS OF SECONDARY EI.ECTROA S.

electron-impact ionization in which the incident
electron velocity was comparable to the proton
velocities of our work. "'" The electron-impact
energy range of the measurement" was not suf-
ficiently large to compare to 1.5-MeV protons;
however, comparisons are shown for incident elec-
trons with velocity comparable to 0.1-, 0.3-, and
1.0-MeV protons. The calculated zero-energy val-
ues were obtained by extrapolating accurate Born
cross sections for the discrete excitations accord-
ing to the quantum-defect theory. " The agreement
between the calculated values and the measured
zero-energy cross sections is quite good and for
the most part both are in agreement with extrap-
olations of the proton-impact differential ionization
spectra to zero-energy ejected electrons. Certain-
ly the agreement is well within the estimatedun-
certainties of +20% in the absolute values of the
measured differential ionization cross sections.
The differences between the zero-energy cross
sections calculated from the HS wave function and
the quantum-defect theory is due to the approxi-
mate nature of the HS wave functions. One might
expect the proton-impact ionization cross section
to be larger than the electron-impact cross sec-
tions for the ejection of zero-energy electrons.
This results from the additional interactions allow-
ed with incident protons such as the, continuum
transfer and the extended range of momentum
transferred to the target atom. For zero-energy
ejected electrons, however, these effects appear
small as agreement between theory (which does not
account for the additional ionization modes) and
experiment is well within experimental uncertain-
ties.

B. Neon

The differential ionization cross sections for
neon differ from the results discussed for helium

in two fundamental ways. First, neon has contri-
butions from an inner shell and, secondly, the
maximum value of Y(Z, T) occurs considerably
above the ionization threshold; if the Auger elec-
tron peak at Z/R = 60 is ignored. Figure 4 illus-
trates the dependence of Y(Z, T') on energy loss
over the full spectra of ejected-electron energies
for several proton energies. The 0.1-MeV data
by Crooks and Rudd' have been included in Fig. 4
to further illustrate the behavior of Y(Z, T) for
lower-energy protons. Since measured cross sec-
tions do not distinguish the shell from which the
electron originated, Y(Z, T) will not add up to the
total number of bound electrons until the factor
(c +I,)'/(a+I, )' in Eq. (7) is essentially unity. For
atoms with many inner shells, such an idealized
limit would be attained only at extremely high in-
cident energy. The contribution from the K shell,
whose binding energy is =1 keV, is still increasing
in going from 1 to 1.5 MeV. For 1-MeV protons,
the plateau region from approximately 70 to 90 Ry
approaches a value equal to 8, which represents
only 2s and 2p electrons of neon participating in
the collision. From the calculation based on Eq.
(7), one would expect a ratio of approximately 9
for an energy loss of 150 By when- the K-shell con-
tribution is included. This is in excellent agree-
ment with the 1.5-MeV results as illustrated by
the Rutherford result shown in Fig. 4. For lower-
energy protons, a plateau is not established and
the Rutherford formula is not applicable as was
discussed earlier.

According to the Bethe-Born theory, the low-en-
ergy portion of the energy-loss spectra for ioniza-

, tion by sufficiently high-energy protons should be
similar in shape to results derived from photoion-
ization. This would require the peak in the spectra
at low energy (i.e., low Z) to be independent of
proton energy (for fast protons) and to occur at the
value given by optical data as indicated by Eq. (6).
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FIG. 4. Ionization of neon
by protons. The dashed line
represents the ratio,
7'(E, T), as calculated from
Eq. (7). The peak at F.
= 60R represents the KI.I.
Auger electrons and the
error bar illustrates the
10% uncertainty in the rela-
tive values of the measured
cross sections. The 0.1
MeV data are from the work
of Crooks and Rudd (Ref. 3).
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where a sizable portion of the peak at R/E =0.1
corresponds to the charge-transfer process.
Agreement between measured and calculated spec-
tra is within +10% throughout nearly all the range
of ejected-electron and proton energies; the error
bar illustrated in the 1-MeV data is representative
of a 10% uncertainty in relative values of the mea-
sured cross sections. The zero energy -(ejected-
electron energy) points shown in Fig. 7 are those
from a measurement by Grissom e$ al."for elec-
tron impact. It should be noted that, within the
framework of the Born approximation, the cross
sections of ejection of. zero-energy electrons will
be nearly identical for equal-velocity electron and
proton impact. 32 This is the rationale for compar-
ing our proton data to previous results for incident
electrons. For equal-velocity incident particles, .

the electron-impact data are in good agreement
with the HS Born calculation and with the measured
0.1- and 0.3-MeV-proton results. The experimen-
tal data for 1 and 1.5-MeV protons tend toward
higher values of Y(E, T) compared to the Born re-
sults for zero-energy ejected electrons. The slow
electrons ejected from the 2s and 1s subshells as
well as those from multiple ionization are expected
to increase the value of Y(E, T) near e =0.""

C. Argon

The ratio of measured differential ionization
cross section to the Rutherford cross section for
proton ionization of argon is shown in Fig. 8. The
argon results differ from the neon spectra of Fig.
4 in a number of ways. The low-energy peak is
very narrow, followed by a local minimum (except
for 0.1-MeV data) at E/R = 4 Ry. This rapid de-

cline in the cross section for energy losses of ap-
proximately 2 to 4 By is a well-known phenomenon
in photoionization. '4 This minimum is caused by
the dipole matrix element going through a zero.
The depth of the minimum observed for proton ion-
ization is considerably less than that observed in
photoioriization because of the large number of ion-
ization channels available to proton ionization in
addition to the 3P-ed dipole transition responsible
for the minimum. Other prominent features of the
spectra are the Auger peaks (L-MM Auger transi-
tions) at E/R = 16 and a broad contribution ob-
served from approximately 10 to 50 Ry energy loss
for 1 and 1.5-MeV proton impact. This latter dis-
tribution is due to contributions from the continuum
charge transfer and contributions from ionization
of the L shell.

Contributions from inner shells also make the
evaluation of Eq. (7) difficult. If the Rutherford
cross section is calculated for argon including in-
ner-shell electrons, one must consider energy loss
of several thousand By before the asymptotic value
of IS is reached for the ratio Y(E, T). The experi-
mental ratio does not reach the Rutherford value
indicating that the inner-shell electrons are not
yet, fully participating in the collisions; the incident
protons are not sufficiently fast for the Rutherford
approximation to be valid even though the. energy
loss is large compared to the binding energy.

The low-energy portion of the energy-loss spec-
tra are shown in Fig. 9 along with Born calcula-
tions and the distribution derived from optical data.
Since the 3P-ed transition in argon is not accurate-
ly represented by HS wave functions, '4 "a Har-
tree-Fock (HF) calculation was performed for this
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FIG. 8. Ionization of ar-
gon by protons. The 0.1
MeV data are from the
work of Crooks and Rudd
(Qef. 3). The dashed line
represents the Rutherford
value calculated from Eq.
(7). The peak at E/g = 15
is from I MM Auger elec-
tron emission.
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channel to obtain the results shown in Fig. 9. Even
with this improvement in the wave functions used in
the Born calculation, the theoretical distribution
pt..aks at somewhat higher E than either the measure-
ment or the optical value, and the minimum is also
pr edicted at too high an energy. For ejected-electron
energies above 50 eV (4.75 Ry), measured and cal-
culated cross sections are in excellent agreement;
the exception is in the vicinity of the L,-Auger lines
(Z/R = 16) where the Auger contribution is not in-
cluded in the calculation. The low-energy peak in

the distributions measured for proton ionization of
argon is very nearly in agreement with the position
of the maximum obtained in photoionization. Tge
actual shape and position of the low-energy peak is
more readily discerned in the Platzman plot of Fig.
10 where the low-energy portion of the distribution
is emphasized. In this representation, a small
shift of the peak to higher F. with decreasing proton
energy is noted. As was shown for neon, the argon
results also indicate that excellent agreement be-
tween the shape of the optical data and that of the
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FIG. 10. Ionization of
argon by protons. The
measured values for zero-
energy ejected electrons
(6) are by Grissom et el.
(Ref. 31) for incident elec-
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measurements for proton
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Mev, respectively.

proton-impact data should result for proton ener-
gies greater than a few MeV. The Born calcula-
tions (solid lines in Fig. 10), although not reliahle
for -small E, are in excellent agreement at the
high-energy end of the spectra. The discrepancies
between Born and measured cross section in the
range 0.'25SR/E S 0.03 (4SE/R s 35) results from
continuum charge transfer and Auger-electron con-
tributions not included in the Born calculation. If
the region of the L-Auger peak is excluded, the
theory and experiment agree to within approxi-
mately 10 /o for electron energies greater than
about 50 eV ejected by 1-MeV protons.

In contrast to the agreement between the proton
results and the electron-impact data for zero-en-
ergy ejected electrons observed for neon, the ar-
gon cross sections for proton impact are consis-
tently smaller than would be expected from the

zero-energy cross sections for electron impact;
the electron-impact results are from Grissom et
al." Since one would expect proton results to be
somewhat larger due to additional ionization chan-
nels, such as charge transfer and inner-shell ion-
ization, this disparity for the zero-energy ejected
electrons is unr'esolved.

D. Total cross sections

The total cross section for ionization can be ob-
tained from the differential ionization cross section
by integrating with respect to ejected-electron en-
ergy. A comparison of the total ionization cross
sections for helium, neon, and argon obtained in
the present work with previous proton-impact ex-
periments is shown in Table I. These cross sec- .

tions are determined primarily from the low-en-

TABLE I. Total ionization cross sections.

Target
gas

Proton energy
(MeV)

Cross section in 10 cm
Present Ref. 36 Ref. 37

Helium

Neon

Argon

0.3
1.0
1.5
0.3
1.0
1.5
0.3
1.0
1.5

5.3 +1.0
1.94 +0.39
1.66+0.33

12.6 ~2.5
5.43 +1.09
4.73+0.95

30.8 + 6.1
12.3 +2.4
9.9 +1.9

5.14~ 0.31
2.07+ 0.12
1.53+ 0.09

13.4 +0.8
5.88 a 0.33
4.45+ 0.27

36.7 +2.2
15.6 + 0.9
11.7 + 0.7

2.4 +0.2
1.8+0.2

6.2 + 0.6
4.3 +0.4

12.8 + 1.3
10.0 +1.0

The uncertainties shown are based on 6% and 10% errors as discussed in Refs. 36 and 37,
respectively, and an estimated 20% uncertainty in the results of the present work.
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ergy portion of the ejected-electron spectra; recall
that the area under the curves in Figs. 3, 7, and 10
is proportional to the total ionization cross section.
Since our measurements utilize a time-of-flight
technique to obtain optimum accuracy in measuring
the low-energy cross sections, the total ionization
cross sections should possess accuracy limited
only by the a 20% uncertainty in the differential
cross sections.

Our helium cross sections agree with the results
of Hooper ef al." to better than 10% which is well
within the combined experimental uncertainties
(Hooper et al. estimate the uncertainty in their
work at +6%). Our result and that of Hooper et
al."both provide cross sections somewhat smaller
than those by Pivovar et a/. "for helium. For ion-
ization of neon, the results of all three measure-
ments are within about 13% again, well within the
combined uncertainties and there are no system-
atic differences among the reported values. The
largest differences between the results shown in
Table I are for argon where our present measure-
ments are approximately 20% smaller than the re-
sults reported by Hooper et al. ; our results are
in good agreement with the work of Pivovar et al.37

in this case. It should be noted that the measure-
ments of Hooper et al. , relied on a McLeod gauge
for target-pressure determination. Mercury
pumping between the cold trap isolating the target
cell and the McLeod gauge has been shown to lead
to errors in target-pressure measurements. " In
the case of argon, an error in measurement as
large as 20% is possible" and the error would con-
tribute to an increase in the cross section derived
from the measurement. In the w'ork of Pivovar et
al. the mercury pumping error was minimized by
cooling the McLeod gauge to near 0 C which re-
duced the vapor pressure of the mercury and,
thus, its ability to act as a pump. "

V. SUMMARY

The expression of differential cross sections in
terms of the ratio 1'(Z, T) is of practical impor-
tance in assessment of experimental consistency
where measurements exist and in extrapolation of
existing cross sections into regions where mea-
sured values are unavailable. The use of Y(F, T)
depends upon the validity of asymptotic, high-en-
ergy approximations, as discussed in Sec. II: This
study was undertaken to determine where these ap-
proximations are valid for Pxoton-impact ioniza-
tion. Previous experience with electron-impact
ionization may not be entirely applicable to protons
for two reasons. First is the existence of an alter-
nate mechanism for producing secondary electrons
by protons, the continuum- char ge -transfer pro-

cess, which can obfuscate the optical peak. Second
is the fact that protons of a given velocity are far
more efficient at inner-shell ionization than inci-
dent electrons of the same velocity which compli-
cates matters since measurements are not taken
subshell by subshell.

For proton energies significantly below 1 MeV,
the secondary-electron spectrum produced by large
energy transfer never reaches the Rutherford pla-
teau because the incident proton is not fast enough
to satisfy the conditions for Rutherford scattering.
The shape of the low-energy portion of the second-
ary-electron distributions show little correlation
to the optical data because the Bethe-Born theory
is not applicable for slow incident protons. In ad-
dition, at these low proton energies, the continuum
charge transfer produces a significant fraction of
slow secondary electrons.

For protons in the 1-1.5-MeV range, where the
continuum-charge-transfer peak has little influ-
ence, the situation is much better. A similarity
in shaPe to the optical data is clearly discernible
in the slow-electron region, though the slow-elec-
tron spectrum still is changing somewhat in shape
as the proton energy increases. This is particu-
larly true in the case of neon. This change of
shape of the slow-electron spectrum is due to the
fact that the dipole contribution is enhanced by a
factor of ln(4T/R) as seen in Sec. jI. On the basis
of these data, it is expected that at proton energies
of 4-5 MeV or higher, the slow-secondary-elec-
tron spectrum would assume the shape of the cor-
responding photoionization data, except for minor
deviations due to inner-shell ionization. "

In the large energy transfer region, the behavior
of 1'(Z, T) in the 1 —1.5-MeV-proton energy range
is rather flat and indicative of Rutherford behavior.
Note however that the height of the Rutherford pla-
teau was independent of proton energy for helium
but increased with proton energy for neon and ar-
gon. Helium has only one shell and the analysis
based on 1'(F., T) is readily applicable. On the
other hand, neon and argon have inner shells which
protons of higher energies become more efficient
in ionizing and thus show some dependence on the
proton ener gy.

Examples we have presented indicate that the
analysis based on Y(F. , T) and on corresponding
optical data is particularly simple for understand-
ing secondary-electron spectra produced by pro-
tons of 1-MeV or higher energy.

At lower proton energy, the analysis is still quite
useful. Although the Rutherford plateau is no long-
er in evidence and the optical behavior is some-
times obscured by the charge-transfer process,
the optical behavior is still discernible and contri-
butions of the charge transfer and inner shells to
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secondary-electron spectra are easily identifie'd.
Finally, we note that while we have applied this

analysis to atoms in this paper, owing to our abil-
ity to carry out ab initio calculations on atoms, it
will apply to proton-impact ionization of molecules
as well since there is nothing in the analysis which
depends explicitly upon the wave function of the
target; rather, it depends only upon the incident
energy and inner-shell binding energies of the tar-
get.
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