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A repeated-ring kinetic theory is derived to describe the thermal motion of a tagged particle of arbitrary
size and mass immersed in a fluid. In the spirit of the fully renormalized Kinetic theory developed by
Mazenko, systematic approximations are made in the exact equations of motion for the tagged-particle phase-
space correlation function to cast the dynamics of the system in terms of the two-body Enskog collision
operator. In addition to Enskog (uncorrelated collisions) and ring (two correlated collisions) events, we
include repeated-ring (3,4,...correlated collisions) events. The theory is applied to the calculation of the
velocity autocorrelation function and diffusion coefficient of a large hard sphere immersed in a dense fluid of
smaller hard spheres. The accepted long-time behavior of the velocity auto-correlation function ¢ ~%'2 is
obtained and the diffusion coefficient is found to have the same functional form as in the Stokes-Einstein law
of hydrodynamics. It is suggested that the theory be applied to study self-diffusion in a dense hard-sphere

fluid.

I. INTRODUCTION

In this article, we present a new kinetic theory
to describe the thermal motion of a tagged particle
of arbitrary size and mass immersed in a fluid.!
We follow the spirit of fully renormalized kinetic
theory (FRKT), developed by Mazenko?™® for simple
fluids, to approximate the dynamics of the system
in terms of effective two-body interactions. Our
theory differs from FRKT in that it includes, in
addition to the contributions from Enskog and cor-
related collisions (ring events) found in FRKT,
contributions from multiple-correlated collisions
(repeated ring events). When the effective dia-
meter oz of the tagged particle is much larger
than the mean free path /, of the bath particles,
one must include contributions from events in
which a typical bath particle experiences a large
number of correlated collisions with the tagged
particle. We stress that the condition 05> [,
alone determines that multiple-correlated colli-
sions are important. Even when the tagged par-'
ticle is mechanically equivalent to the bath par-
ticles, if the density is high enough such that o,
> 1., the repeated ring events must be included
to obtain a successful theory of self-diffusion.

It is well established® that the Enskog kinetic
theory’ provides a good description of self-dif-
fusion in simple fluids at low and moderate den-
sities. Although equilibrium correlations are in-
corporated in the collision frequency, .all dynami-
cal correlations are neglected in the Enskog
theory; that is, a tagged particle only collides
with particles chosen from an equilibrium spatial
and momentum distribution. At higher densities,
other dynamical events referred to as ring events
become probable. In a ring event first the tagged
particle and another particle ¢ undergo a collision.
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They then travel independently of one another in-
teractihg, with the rest of the particles via Enskog
collisions. After some time the tagged particle
(labeled particle B) again collides with particle 7,
or with some particle j dynamically correlated
with ¢ subsequent to the Bi collision. In this fash-
ion a noninstantaneous (non-Markovian) response
to a disturbance is introduced into the kinetic
theory. Theories which include, in addition to the
Enskog term, these ring events are known as ring
kinetic theories.® °* ® They have been used to ob-
tain the long-time tail®: * @ of the velocity autocor-
relation function discovered by the computer mole-
cular-dynamics experiments of Alder ef al.® Sub-
sequently, they were used to calculate the full-
time course of the linear velocity!® !* and angular
velocity'? autocorrelation functions and the self-
diffusion coefficient.'® ! The ring theory shows
reasonable agreement with the computer mole-
cular-dynamics simulations® and represents a
first step in the inclusion of collective effects of
tagged-particle motion in liquids.

At sufficiently high fluid density, the mean free
path is considerably smaller than a particle’s ef-
fective diameter. This suggests that a much lar-
ger class of dynamical events than just the ring
events contribute to the collective effects on tag-
ged-particle motion. The additional events that
we include in our kinetic theory are easiest to
understand with the aid of the following diagram:

Enskog Enskog
Propagation Propagation
& ® G,
(1 (Q
Enskog Enskog
Propagation Propagation

Note that the Bj collision has not terminated the
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initial correlation between B and ¢ (as it would
have in the ring theory) but, rather, initiates a
new Enskog propagation of tagged and fluid par-
ticles. The initial correlation in the diagram is
finally terminated by the Bk collision. (In the
above diagram particle j is either particle ¢ or
another particle dynamically correlated with ¢
since the Bi7 collision. Similarly, particle % is
either particle j or another particle dynamically
correlated with j since the Bj collision.) All al-
ternating sequences of “correlating collisions”
followed by “intermediate propagations” are to be
included in the theory. We refer to the collection
of these dynamical events as multiple rings and
the kinetic theory including Enskog, ring, and
multiple-ring events as repeated-ring kinetic -
theory.

Repeated-ring kinetic theories, but with the
neglect of equilibrium correlations, were first
presented by Ernst and Dorfman® to study the dis-
persion relation in gases and by Dorfman, van
Beijeren, and McClure to study Stokes law for
an infinitely massive large particle. In our theory,
though, all collisions are expressed in terms of
the Enskog binary-collision operator in which the
static structure of the fluid is incorporated through
the radial distribution function. This is the first
repeated-ring kinetic theory in which the equili-
brium structure of the fluid renormalizes the bare
two-body interactions. While the Mazenko form-
alism is rather complicated, its great utility is
demonstrated by its ability to be cast in a form
where systematic approximations lead to this re-
sult. Since, even at the Enskog level, incorpora-
ting the equilibrium structure of the fluid is vital,
we expect that it is also crucial to include it in
the repeated-ring kinetic theory. ' :

The many-body problem in fluids is so compli-
cated that, to our knowledge, there exists no
truly systematic procedure for obtaining a kinetic
equation with a proper estimate of the effect of
what has been left out. Thus, while we provide
here a careful derivation of the repeated-ring kin-
etic theory, its validity can only be established
by its predictive ability.

Of course, the solution of a kinetic équation can
be difficult to obtain: often more difficult than
the derivation of the kinetic equation itself. How-
ever, when a large tagged particle is immersed
in a dense fluid of bath particles (with effective
diameter o), the solutions of the ring and re-
peated-ring kinetic theories for the velocity auto-
correlation function ¢ 2(¢) and the diffusion co-
efficient D? are greatly simplified. Also, in such
a system, the necessity of utilizing repeated-ring
kinetic theory over previous ring kinetic theories
is most pronounced. In this limit, where oy

> o,,él,,, the essential simplifying feature in both
the ring and repeated-ring theories is that, during
the intermediate propagations between successive

‘correlated collisions, the coupling of the tagged-

particle motion to the collective motion of the bath
is dominated by the hydrodynamic (long-time)
form of the transverse bath current (shear-vis-
cosity mode). One might expect that the complex-
ity of the various contributions to the repeated-
ring theory would increase as the number of cor-
related collisions increases. We demonstrate
though, that (independently of the condition op
>0,2 1,) we can express, without approximation,
the terms appearing in the repeated-ring theory
corresponding to increasing numbers of corre-
lated collisions in terms of the ring and Enskog
contributions. Hence, in practice, the repeated-
ring theory is no more difficult to analyze than the
ring theory! < '

- Inthis paper we solve boththe ring and repeated-
ring kinetic theories for D® and §; () under the sim-
plifying conditions o0 3> 0}, = [, and compare their
predictions. In this large-particle limit, we find
that the repeated-ring kinetic theory gives far
superior predictions for D5 and y2(t) than does the
ring kinetic theory. In particular, in the ring the-
ory we find that the diffusion coefficient has the
form

DE=DE(1-a), (1.1)

where D3 is the Enskog diffusion coefficient and
axn,ol (05/0,) with n, the bath number density.
This result is clearly catastrophic, for as 05/0,
increuses D® increases without limit until, at
some value of 05/0;, it turns negative. In con-
trast, the repeated-ring kinetic theory predicts a
finite positive diffusion coefficient which is sim-
ilar to the Stokes-Einstein form.!® That is,

D®=kgT/57n5R5 , (1.2)

where kj is the Boltzmann constant, T and ng are,
respectively, the fluid temperature and Enskog
shear viscosity and Ry is the tagged-particle rad-
ius. As for the long-time behavior of yZ2(¢), where-
as both the ring and repeated-ring kinetic theories
are found to predict the #~32 tail, only the repeat-
ed-ring coefficient of 732 is found to agree with the
prediction of fluctuating hydrodynamics.®

In Sec. I A, we introduce the basic definitions re-
quired in our kinetic theory. Here the general case
is treated in which the tagged particle is assumed
to be a member of any of the species present in a
multicomponent fluid. The formally exact kinetic
equation for the tagged-particle phase-space den-
sity is presented in terms of its memory function
in Sec. IIB. The memory function, which des-
cribes the effects of the bath particles on the tag-
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ged particle, is expressed in terms of higher-or-
der correlation functions. Approximations are
made at this stage to express the dynamics of the
system in terms of effective two-body interactions.
The equilibrium structure of the fluid influences
two-particle collisions via the excluded-volume
effect and shielding. Hence the collision frequency
in the fluid is given by its Enskog form rather than
the dilute-gas Boltzmann form. In Sec. IIC, we
present the Enskog approximation to the memory
function in which only contributions from uncor-
related effective collisions are retained. Follow-
ing FRKT, in Sec. IID, we show how the ring ap-
proximation can be extracted from the exact mem-
ory-function expression. Finally in Sec. II F, we
present our derivation of the repeated-ring mem-
ory function. -

In Sec. III, we solve the kinetic equation for the
tagged-particle velocity autocorrelation function
and diffusion coefficient in the limit where the
tagged particle is a large sphere immersed in a
dense fluid of smaller spheres. The Enskog ap-
proximation is shown, in Sec. IIIB, to lead to an
exponentially decaying velocity autocorrelation
function and a diffusion coefficient varying inverse-
ly as the cross section of the tagged particle.
These results are not in agreement with hydrody-
namic theories or experiments. We continue in
Sec. HIC to evaluate 37 (¢) and D® in the ring ap-
proximation. Here it is found that during the in-
termediate propagation between correlated colli-
sions, when 05>0,21,, the coupling of the tagged-
particle motion to the bath is dominated by the
transverse current. The ring-theory results for
$2(#) and D® are then shown to be unsatisfactory.
In Sec. IIID, we evaluate y2(¢) and D? in the re-
peated-ring approximation. We demonstrate how
one handles the contributions from 3,4,... corre-
lated collisions. Analytic expressions for D® and
the long-time behavior of y2(¢) are derived.

A summary of our results and comparison with
those of other investigators is given in Sec. IV.

We also discuss the range. of utility of our theory
with regard to fluid density and tagged-particle
mass and size.

II. KINETIC EQUATION
A. Definitions

We consider a classical fluid which is in equili-
brium at temperature T =1/kz8, enclosed in a vol-
ume 2, and comprised of N, particles of species
a, N, particles of species b, etc. The total num-
ber of particles is N=),,N,. The center-of-mass
position and momentum of the i th particle are de-
noted by T; and D;, respectively. To simplify our
notation, the operator Of is introduced to deter-

mine whether the ¢th particle is of species a or
not. )

{1 ifica
a_
%= lo itiza. (2.1)

The species-dependent. intermolecular potential
veE(|T; =T, |) is assumed to be pairwise additive.
As a consequence, the Hamiltonian of our system
has the form

- ofp; 1

o  i=1

2. 0FOPVE(ry,),

i*j=)
(2.2)

where m, is the mass of a particle of species a
and ;= |, -, |. '

Our goal is to describe the thermal fluctuations
of a tagged-particle’s motion in a fluid mixture.
Our description is expressed in terms of the
species-dependent tagged-particle phase-space
density, &, defined as

F&Q,1,)=VN 036[1 - ¢, (t))], (2.3)

where ¢ (¢,) =[F,(¢,), s (¢,)] represents the phase-
space coordinates of the tagged particle, at time
t,, whereas 1=(¥,,D,) represents field points. The
field points serve to label fixed points in phase
space; they are nof dynamical variables. Un-
barred and unprimed field points (integers) will
only be used when referring to tagged-particle
quantities. The motion of the tagged particle is,
of course, coupled to the thermal fluctuations of
the entire fluid. Such fluctuations can be expres-
sed in terms of the species-dependent phase-
space density

N
F1(T, 1) =22 01T = ait))]. (2.4)

We shall use only barred and barred-primed inte-
gers to denote field points of the fluid.

In the thermodynamic limit (N -, for all «,
and Q -, such that n, =N,/Q, for all @, and
n =N/Qare constant) the thermal averages, denoted
by (- -+), of the phase-space densities defined
above are

(fsQ, t1)>o:0
and (2.5)
<fY(T: tl»o =n7fg(pf) ’

where fg(p;) is the Maxwellian momentum distri-
bution function

FYb)=(8/2mm, P2 exp(-BpF/2m,) . (2.6)

As the density increases, the equilibrium struc-
ture becomes important in the kinetic theory of
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the fluid. For this reason we introduce the equilibrium correlation functions

wglaz.--ak(i‘g...k')z< Z

i];eizgecc-ikz

0% (T =0, )06 = a1 ++OF! oF -ai,))

=g M, ot nakfgl G52 g) & (pk_)g:tlaz - R (Fy, Ty "fi‘) , (2.7)

where ggf1%2” " "% is the species-dependent k-par-

ticle static distribution function. We also will use

the cumulants (connected parts) gg1®2" "%

(fy, T3, -+, T7) of these distribution functions de-
fined such that g,. =0 when any set of coordinates
become independent of the others.’ For example,
gef(Fr,T5) =g Gy, F3)-1.

B. Formal kinetic theory

We use the method developed by Mazenko?~® in
FRKT for simple fluids to derive a hierarchy of
correlation functions. The equations presented
in this section are exact and serve to write the
hierarchy in a form suitable to approximate. In
subsequent sections, we approximate the dynami-
cal events in terms of effective two-body colli-
sions. /

We derive a kinetic equation for the Laplace
transform of the time-dependent tagged-particle
phase-space density correlation function C&¢
which is defined as

coo(12)=—i [ et CEN(12; 1, — ) dlt, — 1)
o

e foe‘z“l"'z) (FE(, 62, 5,

0

xd(t, —t,), (2.8a)
with ¢, >¢, and Im(z)>0. The van Hove self-corre-
lation function and the tagged-particle velocity
autocorrelation function (and, hence, the diffusion

coefficient) are simple momentum moments of C&%.

Since the tagged-particle motion is coupled to the
fluid fluctuations we shall also require the Laplace
transform of the time-dependent phase-space den-
sity correlation function, C"#, defined as

C(3%; ty—t,)=([ "B, ty)=(f’ (3, t30]
X [fli(q', tq)_<f”(zy tq»o])o .

(2.8b)

The generalization of the hierarchy to mixtures
is straightforward,'® so that we will not present
the details of the calculations; but instead, pre-
sent the results of some involved manipulations.

The first member of the hierarchy is the kinetic
equation for CJ*. It has the form

—

[z = LX(1)] cg“(12)-fd3 H2(13)C2(32) =CE*(12).
' (2.9)

In Eq. (2.9) the initial value of the tagged-particle
correlation function (denoted by a tilde) is

Co*(12)=C2*(12;¢, =t ,=0)

=nqf & (,)0(12) =w(1)5(12), (2.10)
and the tagged-particle free-streaming Liouville
operator (in field-point coordinates) is

LEW)==iB/my- ¥, . (2.11)
The quantity ¢2% in Eq. (2.9) is referred to as

the memory function of the kinetic equation. It
describes the interaction of the tagged particle
with the remaining (N— 1) particles in the fluid.
As was the case for a simple fluid,? the static
(i.e., mean-field) contribution to the memory
function can be related to the average force on the
particle which clearly vanishes for a system in
equilibrium. Hence, there is only a dynamic
(i.e., collisional) contribution to the memory
function. It can be written

5% (12) ng f5 (5,)
==y Ja1 [azrgranienesat; 22).
Ys €

(2.12)

In Eq. (2.12) the two-particle interaction I_‘.iouville
operator is
LY (D) =iV, VI )= (%, =¥,2) (2.13)

and the four-point cor'relatiori function G, is given
by :

G e (1T; 23) =C 1€ (1T; 22)
- fd3 fd4~c‘;7°‘ a1;3)

XCI*~1(34)CS™4(4; 22) ,
(2.14)

where



core(171;23)
cmi [ e, )Y (T, ) 2, )
‘ xfe (2) tg»od(tl - tz)y
CETHIT;8) = =i [ (L, )F VT, LYEG, o
xd(t, ~t,), (2.15)

J

Garee(1T;22) = f a3d3y. f d4 a3 Ger*(1T; 33) Govex(33; 44) G *<(44; 22)
v [

where G, is the initial value of G,.

Substituting Eq. (2.16) into Eq. (2.12), one finds
that the memory function can be written in the '
symmetric form ’

¥ (12 f5(Ds)
=-3 fd3 d§2[d4 dTveev(1; 33)Ger e (33; 44)
v '3 o,

X D ees (2; 47) (2.17)

where the end-point vertex is defined as
vee(]; 33) EZ f a1 Lera1)Gave+(11; 33)

- —w(33)L2Y(33)6(13). (2.18)

In the second step of Eq. (2.18), use of the ex-
plicit form of G, [Eqs. (2.22a) and (2.22b)] is
made. The operator L r represents the effective
interaction of two particles in a dense system;
that is, they interact by the potential of mean
force [-B™ Ing2¥(r,3)] rather than the bare inter-
molecular potential. Hence
Lp*(33)=-ip™ V, Ingg(r3) *(V,, - V) . (2.19)
Following FRKT, we have derived a kinetic
equation for the quantity (_93 connecting it to a six-

J

Gaven (33; 43) = C2 *(34){5,,6(32)w’ () g2 (F, rg)+ wh(3wy @)L g52" (Fs, T3

=5(34) Fov*(334),

where the initial value of the density correlation
function, Eq. (2.8b), is

CV*(34)=5,,5(38)wy(3) + wh(B)w (3) gb% (v5) -

To lowest order in explicit density dependence one
obtains the “diagonal” approximation for G,
namely, i '

Gavar (33;44)=5,,6(34)5 BDwg(33) .

(2.23)

(2.24)
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etc., and CJ%"!(34) is the inverse of CJ%(34). Eq-
uation (2.9) with Eq. (2.12) connects a two-point
correlation function to a four-point correlation
function. The next member of the hierarchy con-
nects' a four-point to a six-point, etc. For our
purposes this second member of the hierarchy will
be sufficient. Rather than dealing with G, it
proves convenient to work with G, defined via

(2.16)

—

point correlation function. The formal solution
can be written in the form .

Geve(33; 44)
= (@313 |[2G, - W, - T\(2)]" |«4ud), (2.20)

where
(0313 |G, | adpd)= Gv** (33; 49),

etc. The quantities G,, W,, and I' (z) have been
calculated and, for use in future approx1mat10ns
are presented below.

Since we want to describe processes where part-
icles can propagate independently of each other,
it is vital that we write the various functions in
terms of their “connected” and “disconnected”’
parts.!” By a connected function we mean that if
its field points are decomposed into arbitrary sets
which are spatially independent then the function
vanishes. Thus the “connected part” is the same
as the cumulant of a given function. The discon-
nected part is that contribution which does not
vanish under the above operation.

The initial value G, of the four-point correlation
function is G =G, + G, with

Ggren (33;43) = Ca= (34)C 7 (34)

(2.21)

(2.22a)

and

) —f‘a’) -gg:(fs’ _f§) g;cu (_fs, fz)]}

(2.22b)

—

We have presented this approximation here to
facilitate comparison with the exact G,. It cor-

. responds to the inclusion of two-body effective

interactions and the neglect of explicit three-body
correlations in G

The function W, plays the role of a static (mean-
field) memory funchon in Eq. (2.20). It too can be
expressed in terms of the equ111br1um structure
of the fluid. Its disconnected part is
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W+ (33;48) = [Lg (3)+ Ly(3)]1G 5+ (33; 49)
+ 2 [ 5oy, @5)6p+(35;43),
2

where

Oy (35) = —n, [ 4(b3) LoB)Cor(r3s) - (2.252)

CiMrsz) is the species-dependent direct correla-
tion function, and ¢'% is precisely the mean-field
memory function of the kinetic equation for the
density-fluctuation correlation function C"*(34).18
The connected part of W is

W (33;49) = [F** (33DLYE3) - BV, F** (339) -3,3]5 (34)

+ 0SB e LYB) — 87V 525 (rg) - ¥,.16(34)5,,6(39) .

In subsequent sections we use the diagonal ap-
proximation to W,. Itis

W (33; 44) = wg¥(33)L*¥(33)5(34)5,,6(3%)
= L*(33)G,(33; 49), (2.26)
where the effective two-particle Liouville operator
is

L*(33)=L&(3)+ L¥(3)+ L (33). (2.27)

J

(2.25D)

‘[When comparing 6‘8 and W, to FRKT results, as

well as I'y(z) to come shortly, it should be noted
that for tagged-particle motion one no longer has
the invariance under the interchange (3 -3 and

4 - %) that one has for density fluctuations.]

The function I';(z) plays the role of a dynamic
(collisional) memory function in Eq. (2.20). Un-
like G, and W, it is a very complex quantity de-
pending on dynamical correlations in the fluid.
Its disconnected part (with respect to the field
points 3, 3, 4, and 4) has the form®?

reves(33;44) = —F2V*4(33; 43) + ; f d5d5 203 f d6 d§ Q2 *9(33; 55)G2%** " (55; 66)(QT)* *** (66; 44)

-3 f 75 ngu): f a6 dB Q2r*"(33;55)G2™* ™ (55; 66)(Q7)2.°** (65; 47) .
0 N -

In Eq. (2.28) the quantity F is given as

(2.28)

Fgren(33;44)= —i]o- d(ts - ;) '™ {(AS (3, 1,)AT (4, 1,).C™ BT, 1y - 1,)+ (AL, ) fE (4, 1)),

X (FU(3, 1AM, 1)), + (f2(3, 1)AZ(4, 1)) (A (B, 1) f“ (3, 1)),

+C(34, 1, - 1,)(AY(3, 1,)A* &, 1))},

where

a36,1)=8 [ a5 631726, 0@, 1),

a@,t)=2 [ a3 LEEE) G, 1) 70 ),
B

(2.29)

(2.30a)

(2.30b)

and where (--+), represents a cumulant (connected) thermal average. Also in Eq. (2.28) the quantity Q, is
c

given by

5.2(33;55) = (AT B)f* BN LBV F P (B)i+ (F S (BIAYB); £ S (B) P (B))S

- [ a1 B (3) @) D) (£ BB M) T8N £2 (8); £ B)F B

where we use the notation :
(eee)i=—g f dtet*t(- - Ve -
(o

@,, 1s the connected part of the quantity

(2.31)
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Q2"**(33; 55) = Q2 **(33; 55) + Q2»*%(33; 55)
with

(2.32)

Qur*9(33; 55) = ~i f Tty - )0 LA, 1) F2(5, LCEE, 1, - ) + CI%(35, £, ~ 1)(A*G, L) F(5, )}
(+]

(2.33)

Finally in Eq. (2.28), G;' is the inverse of the connected part of G, i.e.,

3 f d6 d6 G2%2°™(55; 6B)GE°4(68; TT) = 5,(57)5(57) , (2.34)

®
where G, is given as

G2*=!(68; TT) = G2*=¢(68; TT) — GL°*(68; T7) (2.352)
with

G2o¢(66; T7)= —i f d(ts—1t,) e 16t C2*(67, t, — 1,)C*4(67, t,— 1) . ~ (2.35Db)

o

In terms of the above quantities, the connected part of the collisional memory furiction I' () is given by
L3 e (33;44) = ~((AZ(3)/*(3); AS(A) S " @Ne+ (AT (3)f*(B)f2(WA* @))%
+(FIBIATB) AL A @e+ (F2BIAYR); (WA D):
= [ a5 a6l(AZ(3) 7 (B): £ SBNE+ (FBAB); £2(BIC(56)
X(fS6);AS@) @)+ <f§(6);f§'(4)A“(‘T))Z)] '

- f a5d5y, fds d6 Q2**(33; 55)Ga**™(55; 66)(QT)20e* (65; 44) . (2.36)
6 ] . .

The expressions presented here for the memory
function ¢¢“ are all formally exact, but they are
difficult to interpret and work with. We invoke
one more set of operator identities to cast our
expression for ¢ ¢ into a form more amenable to
approximation. Schematically, we can write Eq.
(2.17)

¢'s=_vs68vs ’ (2.37)
with
G,=[eG, - W, ~T,@))". (2.38)

It is well known?'** that if one approximates G,
by its mean-field value

G,=[2G,-w ], (2.39)
and makes simple approximations for és and W,
the Enskog theory is retrieved. This motivates
rewriting Eq. (2.37) in the formally exact form

¢,=-0,G,V, -0G,{GHG,-G,IG;}}G,v,, (2.40)

where the first term contains the Enskog approxi-
mation to ¢, and the second term contains higher-
order contributions. As we will see in Secs. II C—
IIE, in the form of Eq. (2.40), ¢, is readily amen-
able to physical approximation.

r

C. Enskog approximation

The derivation from FRKT of the Enskog approx-
imation to the memory function is well estab-
lished.?**5 One neglects the second term of Eq.
(2.40) and makes two approximations to the first
term. The first approximation is to keep only the
diagonal contributions to és and W; that is, one
uses Eq. (2.24) for G, and Eq. (2.26) for W,. The
resultant approximate memory function is

¢ e (12)n,f §(p,)
=5 f d3 f d3 5(13)L2*(33)[z - L*(33)]"

x we¥(33)L2¥(33)6(23) . (2.41)

Now note that E?" is sharply peaked near the point
where the collision occurs; that is, at an inter-
particle separation equal to an effective hard-core
separation of o,,. Hence the integrand is restric-
ted to the separation where | ¥, — ¥3|~0,,. In view
of this one makes the additional approximation in
Eq. (2.41) that

L$(33)~L$*(33) (2.42a)
and »
wg(33) L2 (33)~ w(3)wy(3)2*¥(0,,)et" * 733 Lgv(33),
(2.420)
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where we have written g*¥ in terms of its low-
density limit e®*" as

g% (rg3) =8 (vy5)e V" 13 . (2.43)
33 33

One then substitutes Eq. (2.42) into Eq. (2.41) and
after some straightforward manipulations finds
that the Enskog memory function ¢ ;“E"‘ is

s (2f5(p)= 3 m, [ a3a3£8(p) s (p9013)

xrg”(3§;z)6(23), (2.44)
where the Enskog binary collision operator? is
T2 (33;2)=g%(0,, )z — L&(33)]e " rs3)

x{[z - L**(33)]"* - [z = Lg*(33)]}
x [z —L&v(33)] . (2.45)

The Enskog approximation, in which the tagged
particle undergoes only uncorrelated collisions
with the bath particles, is good only for moderate-
ly dense systems. As the density increases, one
must include other dynamical events. We use
Eq. (2.44) as our approximation to the first term
in Eq. (2.40) for all densities.

D. Ring approximation

The derivation from FRKT of the ring approxi-
mation in simple fluids is also well established.3-®
For the mixture one proceeds in an analogous
fashion.

First we rewrite the second term of Eq. (2.40)
in the formally exact form

0¢, = _TGDEMDGDG.;l el GGG}
x E;;I"GDEMDE;DTT , (2.46)

where the operators 7 and 77 are given by

7=0G,G,(Cp) Gy )G ),
and (2.47)

77 = G G VGGG,
The advantage of introducing the operator 7 and
its transpose 77 is that if we replace the various
quantities appearing in their definitions by their
diagonal approximations and then again assume
L¢¥(33) is sharply peaked at |T, - T4|%0,,, (i.e.,
make the same two approximations as were made

in the Enskog term) one finds that

J

(rT)o e (44; 2) = ~Tg¥ (44;2)5(24)
and . (2.48)

rew(1;33) = [d5IT)3(15;2)5(13)553),

where TZ is the transpose of Ty. Under these
simple approximations T and 77 represent Enskog
binary encounters between the tagged particle and
bath particles. Infact, Eq. (2.46) is now simply
interpreted as a collision between the tagged par-
ticle and a bath particle (the operator 77), then
some complicated intermediate propagation, and
a terminating collision () between the tagged par-
ticle and the same bath particle or another.one
which has interacted dynamically with it since the
collision (t7). The collisions 7T and T are hence
referred to as correlated collisions.

The simplest approximation one can make for the
complicated intermediate propagation is to assume
the tagged and bath particles propagate indepen-
dently of one another between the collisions 77 and
7. This is the essence of the ring approximation.
In mathematical terms it means approximate
the intermediate propagation by its “fully” discon-
nected form.!® Hence Eq. (2.46) reduces to the
form

8¢ ==1[Gp =Gy IT7, (2.49)

where
Gp=GplzGy - Wy - T @)]G,

and : (2.50)

Gy, =GplzGp-W,17C,,.

Solving Eq. (2.50) with use of Egs. (2.22a) and
(2.25a) yields :

Gy (3348 =i [ dlty—t,) eta™ts
0

XCg(34,1,-1,)Ch (34,1, - 1),
‘ (2.51)

where C;‘o“ is the free-particle form of the tagged-
particle correlation function C¢%, and CVY% is the
density fluctuation correlation function C** cal-
culated in the mean-field approximation.

To calculate G, we must know what I',(z) is.
To obtain the ring kinetic theory we only include
the fully disconnected part of I'y(z). That is, we
approximate Eq. (2.28) as

rgve(33;44) = -F e+ (33; 44 +Z; f dsdg; f a8dB Qg ™ (33; 55)Gge**™ (55, 66) @T);2ox(68;49) . (2.52)
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We now can follow FRKT III using operator iden-

tities to express I'y in terms of the collisional
memory functions ¢2* and ¢’ for the kinetic

equations for C® and C"*, respectively. Replac-

ing ¢ g% and ¢ (ehvu by their Enskog values ¢ 3~
¢ 4%), we obtained the following simple ap-
proximation® for I'j

ravau(33 43) = fd5¢ua(35)cavau(53 47)

+ 2, f d5 " (35)Ggrax (35; 47) .
A

(2.53)

607" (12)n, £5(b,)

=3 fds a3y, fd4dZT°wV(1;3§)
v H

Substituting Eqs. (2.25) and (2.53) into Eq. (2.52)
for Gp and following the same procedure as used

for evaluating G, we find that

G (33; 4Z)=-z'f dlty = t,)et s Co (34, £ =1 )
0

XCyF(34;t,-t,), (2.54)

where C“g and C3* are the correlation functions
C2% and C"* calculated in the Enskog approxima-
tion.

Substituting Eqs. (2.51) and (2.54) into Eq. (2.49),
the ring memory function takes the form

x(-i)f Aty —t,)e' s~ [CEX(34, 1~ )CU (BT, £y —1,) = CE*(34, ¢, ~ 1)
0

It represents the process in which the tagged
particle and a bath particle first collide (7) and
then propagate independently of one another but
interacting with the rest of the bath. Then the
tagged particle and the same bath particle, or

another one which has dynamically interacted with

it since the 77 collision, undergo another col-
lision (7) which terminates the disturbance.

The ring kinetic theory extends the description
of the dynamical properties of fluids to higher
densities than the Enskog theory. It predicts the

long-time tail of the velocity,(t ~3/2) (Refs. 3, 5, 8)
and angular velocity (¢ ~%/2) (Ref. 12) autocorrela-

tion functions. It also provides a qualitative de-

scription of the “cage” effect,'® important at high

densities.®

As we have indicated in the introduction, though,

when the tagged-particle effective diameter is
less than the bath-particle mean-free path, one
must consider contributions to the memory func-
tion in which the tagged particle undergoes many
correlated collisions with a single bath particle,
as the larger particle moves from the field-point
2 to the field-point 1. In the next section we in-
corporate such contributions into the kinetic the-
ory.

E. Repeated-ring approximation

Let us return to Eqs. (2.46)-(2.48). We have
interpreted this term as describing processes in
which the tagged particle and a bath particle col-
lide (77) and then undergo some complicated in-

Ch (34,8, =1t,)] (rT)*H*(44;2). (2.55)

r

termediate propagation before the terminating
collision (7). In the ring approximation, this
intermediate propagation is assumed to be such
that the tagged particle and its initial-collision

partner interact with the remaining bath particles,
but independently of one another. In the repeated-

ring approximation we also allow, during this
intermediate propagation, the tagged particle to
interact with its initial-collision partner or an-

: other particle dynamically correlated with its

initial-collision partner. Such contributions are

to be found in the connected parts of W5 and

I, (z).2

To obtain these contributions we return to Eq.
(2.26), which expresses W, in the diagonal ap-
proximation. Clearly, the contribution to W, in

which the particles at 4 and 4 (after the collision
7T) are able to interact during the propagation to

3 and 3 (where they undergo the collision 7) is
weyeH (33;49) = wg‘"(3§)i?“’(3‘5)6(34)6,,“5(51).
(2.56a)

In the diagonal approximation for G,, and as-
suming L, is sharply peaked at| Ty — Tg| ~0q,
[ see Eq. (2.42)]

W aveH(33; 43) = j d5 d5 627 (33; 55)
XE M g™ LENE)

% 6(54)6,,6(5%). (2.56b)

We use W;, as our approximation to W,. The quan-
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tity W, is still given exactly by Eq. (2.25).

In Appendix A we demonstrate that the appropri-
ate approximation to the connected part of I', (2)
is

reve u(33; 47) =Zj [ a5 456577 (35; 55) 15\ (55)
Xg“"(oax)e‘s"a)‘('sg) :
x[ 2 = LN(55)] " L§*(55)
x5(54)5, ,6(54) | (2.57)

in the diagonal approximation for G,. We still

use the approximation for I'p(2) given by Eq. (2.53).

Summing Eqs. (2.56b) and (2.57) one has, with
Eq. (2.45),

W Ve H(33; 44) + T3V H (33; 44)
= fd5d§c'%”°‘"(3§; 55)T % (55; z)
X
X 5(54)6, ,6(5%)
- =Tov*#(33;44).

‘The operator T represents a collision between the
tagged particle and its initial-collision partner
or another particle dynamically correlated with
its initial-collision partner. Incorporating this
connected term in the memory function, Eq. (2.38)
" becomes
Go=[2Gs =Wy =T'p(z)=T]*

(2.58) -
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that the operators 7, 77, and T all represent col-
lisions between the ‘tagged particle and its origin-
al-collision partner or another bath particle dy-
namically correlated with it. Between these op-
erators we make the “fully” disconnected approxi-
mation'® and find that ’

6¢==T{[Gp+GpTGp+Gp TGpTGp++++]
=Gypt1", (2.61) -
where

T=Gp'TG3, (2.62)
and G, _and G, are given by Egs. (2.51) and (2.54),
respectively.

The interpretation of Eq. (2.61) is straightfor-
ward. The term —7[Gp ~Gy,] 77 is the ring ap-
proximation. Remember that 7, 77, and T are
all expressed in terms of the Enskog collision’
operator Ty. Consider the term in Eq. (2.61) with
n Ty operators. It describes processes in which
first the tagged particle and another particle 7.
undergo a collision. They then travel indepen-
dently of one another interacting with the rest of
the bath via Enskog collisions. After some time,
the tagged particle again collides with ¢ or with
some other particle j which has collided with
particle ¢ since the tagged particle and the par-
ticle ¢ first collided. This process continues until
there have been » such correlated binary colli-
sions. }

It is also fruitful to note that since Eq. (2.61)

=Gl +G.TG.+G.TG.TG.+ -, (2.59) represents a geometric series that we can resum
' it to write
where .
Gi=[2C, =Wp=Tple] . (2.60) 09==-7{Gb =Gy }", (2.63)
We substitute Eq. (2.59) into Eq. (2.46) and note where
GEver(33,48) = fd5d§{[ z = L3"(33) - T%"(33)] 6(35)5,,6(35)
: N ‘ .

- ¢2%(35)5,,6(35) — p¥X35)5(35)} 1 C2(54)CMH(54) . (2.64)

G} describes the propagation between the initial
collision, where the tagged particle and its col-
lision partner are at 4 and 4, respectively, and the
final collision at 3 and 3. This propagation is
comprised of contributions in which the two par-
_ticles free stream (L,) and interact (7$}) with
one another, and of contributions in which the
‘tagged particle interacts with the rest of the medi-
um (4)?;‘), but independently of its initial-collision
partner’s interaction with the rest of the medium
(681). :
The memory function given in Eqs. (2.44), (2.63),
and (2.64) with Eq. (2.9) for the two-point self-
correlation function C$*(12) specifies the re-

r
peated-ring kinetic equation. It has a rather com- N
plicated structure, but, as we shall see, its solu-
tion can be expressed in terms of the solution of
the ring kinetic equation. In Sec. III we solve both
the ring and, using these results, the repeated-
ring kinetic theory for velocity autocorrelation

in a dilute solution of large tagged particles ih a
dense solvent of small particles.

III. SOLUTION OF THE KINETIC EQUATION
.A. Assumptions

We consider here a dilute solution of hard-
sphere tagged particles with diameter oz and mass



my in a solvent of hard-sphere bath particles with
diameter o, and mass m,. By dilute we mean that
the numbper densities of tagged and bath particles,
ng and n,, respectively, are such that ngzo%,
<n,0}3; hence, we can neglect the interactions
among the tagged particles.

We also restrict this analysis to bath-particle
diameters ¢, and mean-free paths I, = [4V7n,025 "
%X (0,)] "' much smaller than the tagged-particle dia-
meter g5: 05> 0,2 1,. As pointed out in the In-
troduction, when l, << gg, it is evident that the
bath particles may undergo many correlated col-
lisions with the tagged particle; so that in this
regime the effect of repeated-ring évents will be
significant. For a rather dense solvent, V2
< n,03<%/2, the bath mean-free path satisfies
the inequality 0.825 ¢, >1,> 0.0260,. Thus, the
tagged particle does not have to be too much larger
than the bath particle to have the condition /,<<op
satisfied. However, when oz~ g, >1,, the cou-
pling of the tagged-particle motion to the longitu-
dinal and transverse collective modes in the bath
must be incorporated into the intermediate propa-
gation between correlated collisions. Here we
treat only the limit ¢ 5> 0, =1, where, as we dem-
onstrate below, further simplification arises since
the coupling of the tagged-particle motion to the
longitudinal collective modes in the bath is negli-
gible. '

Henceforth we shall refer to the tagged particle
as the B particle. By B we mean a big particle,
but not necessarily a Brownian particle, since
this usage is reserved for particles whose mass
is such that m,/mgz— 0.

Since the tagged and fluid particles are assumed
to be hard spheres, the Enskog binary-collision
operator T2° describing a collision between a
tagged and a bath particle in the fluid is frequency
independent. It is®®

Tgb(3§) =i§Bb(oBb)(§§3. ;’ﬁs/mab)e (1553' ,;;53)
X6(|F§3l_08b)[b§§"1] . (3.1)

In Eq. (3.1) the separation of the two spheres at
collision is 05,=3(0 5+ 0p), the reduced mass is
My, =mgm,/(mpg+m,), the unit vector joining the
centers of the spheres at contact is # 5, =T 35/0 5,
the relative momentum before the collision is P,
= (mgh3 ~ myD;)/ (mg+m,) and the Heaviside step
function is ©(x)=1 for x=0 and ©(x)=0 for x <0.
The operator b.; changes the precollision momen-
ta of the two particles to their postcollision val-
ues; i.e., bsé'f(f)ar -ﬁﬁ-) =f(f)’§) ﬁ%)’ where

P% =-f)3+2;§3(;§3'-13§3)
and

PE=D35 27505 D3 - (3.2)

Wi
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We concentrate on the tagged-particle velocity
autocorrelation function, z!),i(z), which can be writ-
ten as the following momentum moment of the
tagged-particle phase-space correlation function
chs.

1 1
“my np

1 ¢
—Q—f_dl fdz 5,,CE*(12)p,, .

(3.3) .

by (2)

The tagged-particle diffusion coefficient DZ, which

is also of interest here, is given in terms of y2 as

D®= lim #2(z). (3.4)

z—i0"

The velocity autocorrelation function is to be ob-
tained from the formal solution

c22(12)= [ a3[25(13) - 922 (13)

-6¢72(13)] 71 CF2(32) (3.5)
of our repeated-ring kinetic theory; where ¢g, is
given in Eq. (2.44) and 6¢2% is given in Eq. (2.63).
We assume that ¢g, and d¢;”® are “diagonal”® on
p,. so that the velocity autocorrelation function is
given by

¥y (2) = (kgT /mp)[2z —=A(2) =R(2)]7*,

with

(3.6a)

A(2)=0mo/ksT)R [ d1d3p,, 922(AIFE(D) D

(3.6b)

~and

R(2)= (mp/ksT) Q™ [ d1d3p,,0082(13) FE(b)Ps.r
(3.6¢)

B. Enskog solution |

The simple form of the hard-sphere collision op-
erator T2° of Eq. (3.1) allows one to calculate
readily the matrix element A(z) of the Enskog
memory function. It is found to be frequency inde-
pendent and of the form

A(z)==irg . (3.7)
The Enskog velocity relaxation frequency is
Ap = {4m,/ [B(my+my)|}7E0 ", (3.8)

and the B-particle—bath-particle collision frequen-
cy is” '

Tgb-l = Z"bo'%bgsb(o o) [27 (mp + my) /Bmgmy ] vz,
(3.9)

In the Enskog approximation R(z)=0 the velocity-
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autocorrelation function decays exponentially in
time;

‘PfE (t)= (kyT /mg)e™"E* .

From Eq. (3.8) it is clear that as the mass of the
B particle increases Az < 72°”'. Hence it takes
many collisions for the lighter bath particles to
slow down a heavy B particle. It should also be
noted, though, that the initial value of ¢, , the
mean-squared B -particle velocity, decreases as
myg increases. The net effect is that the area under
the curve of y;,_(t) vs t (i.e., the diffusion coeffi-
cient) is rather insensitive to the mass ratio m 3/
my. The Enskog diffusion coefficient has the form

(3.11)

(3.10)

Dg: (kBT/mB)AE-l .

Its weak dependence on the mass ratio mp/m, is
best exhibited by noting that

lim D2,
mE/mb—* 1

lim Dp=3V2 (3.12a)

mp/ my >> 1
By contrast, the diffusion coefficient is a sensi-

J

tive function of the B-particle size. In particular

2
lim D§=<I"L> lim D32. (3.12b)
0g/0,>>1 20p 0p/o,>1

Thus, almost independently of its mass, as the
cross section of the B particle increases its
Enskog diffusion coefficient decreases rapidly.

The Enskog theory is appropriate for a tagged
particle’s motion when o5 <1,. However, for dense
fluids, where l,<<o g, the Enskog theory does not
predict the inverse diameter dependence for the .

B -particle diffusion coefficient.

C. Ring solution

The velocity autocorrelation function of the B
particle is obtained, in the ring approximation, by
substituting Eq. (2.55) for 8¢, into Eqs. (3.6). One

finds. )
V2(2)=kgT /mp[z +irg —R,(2)]7*, (3.13)

where the ring memory function is

Rl(z)=—n§19'1fd1d2 fd3d§fd4dZ(mBkBT)"/zpu‘rB”(l;3§)

X (=) f dlty —t,) e*'s~t [ CR2(34, 1, —t,) C3° (34, ty — t,) — CEP(34, 1, — t,) Cop(34, £, ~ 1,)]
A ,

X (17)P*2(44; 2) (m gksT) ™2,

(3.14)

We introduce the spatial Fourier representation of the correlation function Cs“ as

C2B(34,t, 1) =07 2 ™ Teu BB, By, Busts — 1) ,
- |

where

CE2(@, Bos Bus ta =) = 07 [ AT, dF, ' T CP2(34,1,-1,).

(3.15a)

(3.15b)

Substituting Eq. (3.15a) and the analogous Fourier representation for C*(34,¢, —t,) into Eq. (3.14) we find

(in the limit © —)

1
R1(2)=——n; 7

1N (s (= = > e - P .
(—) qu fdpldpzfdpgdp;fdp4dpz(mskBT) Y2y, T (@ B3 By D) (-4)

> > ->

X f dlts —t,) e 379 C 72 (G; By Bus ts = t)CE (=8; D7, D5t — 1)
A .

N -Cfoa(ﬁ;f)s,E; ts-t4)CZ'}(—ﬁ;f)§,f)z;ts -t,)]

X (77)B%5(G; Bs, D5 Do) (mpksT) —l/zpzz .

(3.16a)

The Fourier-transformed collision operator 77 has the form

(TT)BbB(—q; -54; 132, -ﬁz) = ‘fd;& AR Tgb(‘}z)6 (ﬁz - -134) )

and, similarly

PGB .b,5e)= [ drn, [aps@DPUD T T0G, - BIoGT ~B3)

(3.16Db)

(3.16¢)

The full momentum dependence in the correlation functions C2? and C”, as well as in the collision
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terms 7 and 77, leads to considerable difficulty in the evaluation of (3.16a). We follow Furtado et al.* to
evaluate these correlation functions. First, we expand C22 in the formally-exact form

C3P(@; P Dasts — 1) = JZ Fo()HP (P nsCol (45 ts —t) FE(PIHT (D) - (3.17)
The momentum-contracted correlation functions are
CSB:I (ﬁ’bt3 - t“) =n51f dﬁsfdﬁ;Hf(f)a) CsBB(El; -ﬁs; -134; ty—ts) H.Irg(§4) s (3.18)

and the momentum functions Hf(P,) form a complete orthonormal set. C” is expanded in the same basis
set. The first five momentum functions are listed below in terms of the dimensionless momentum £B
= (mpkpT)™ 2Dt

Hi®)=1, H;®) =&, HI®)=&, H{®)=£, HL(B)=21(E*-3). . , (3.19)
We have: defined the z direction in the § reference frame to lie along §;z,=G/|q]. In this basis the (mo-
mentum-contracted) correlation function CBB (61, —1t,) is the self-part of the van Hove correlation function
while C;J2(G=0,t,-1t,) is the velocity autocorrelatlon function. ‘

We now employ the quasihydrodynamic approximation'! for the correlation functions appearing in Eq.
(3.16a). The product CJ°Cy’ is written '

Cf;(ﬁ;ﬁz, Dasts —ts) C%b'(—?l;ﬁa,f)z, ts—ts)
~ e fE(p) FE () FA53) D7)

x Z Hr B)CE (4, t)CE_;( q,1) - e“ﬂ**w‘c“m (4,0C3 (=a,0] (7). (3.20)

In Eq. (3.20) the quantities Az and A, are nonhydrodynamic relaxation frequencies and will be discussed
shortly. The subscript 0 again implies free-particle quantities. The nature of the quasihydrodynamic ap-
proximation is evident in Eq. (3.20). The first term Cs; 11(q t) CET‘( q,t) represents the contributions
from the correlation functions of the conserved variables (those which persist for times much longer than
the B-particle mean free time for C3% and much longer than the bath-particle mean free time for C*). I

the tagged-particle motion there is only one such correlation function, CBB (q t). However for the bath
fluctuations the correlation functions of the conserved variables are CE_7 q t) with T <5,J <5. [Note that
Cﬁ;bu( q,t) is the van Hove correlation function, CE22 -q,t)= 0333 =gq,t) are the transverse-current corre-
lation functions, C% (-q,t) is the longitudinal-current correlation function and C% ( —q,t) is the energy
correlation funct1on‘] The second term, e~ (*8**)tC f(ilcb"  » represents the approximate contribu-

tions from the correlation functions of the nonconserved variables. We set the nonhydrodynamic. relaxation
frequencies Az and A, equal to the smallest nonhydrodynamic matrix element of the collisional memory
functions 7 and 9§, respectively. Hence Ap=2Xz defined in Eq. (3.8) and A, =375 ~*,*® where the bath-
particle colhsmn frequency is 75 "= [4n,025 " (0,)(1/Bm,)/?]. One makes the same type of approximation
to the product of mean-field correlation functions CfoB Cf,,’} of Eq. (3.16a). Thus we approximate the term

in square brackets [+-] in Eq. (3.16a) as

[CBB(q,ps,p4, 3 t4)C?(—_(’l:_13§;15 ts—t,) - C (d’pa’p4>t3‘t4)c (-4;D 53P75t3—1,)]

~ nam FE() R0 I 5) S b 3 _Z H} (53) A417 (4, ) H7 (B7),  (3.212)
1,0J=
where

Aun(q,t)=c” (q t)Cxrs(=a,1) - '“B*W‘c“ (4, t)co__( q,t)

C“ (a, t)C”” (-q,t)+CfB (q, t)Co__( q,t). (3.21b)

In Eq. (3.16a) the z component of P, (and 'f)z) is in the laboratory reference frame, not the § reference
frame. We designate the Euler angles® of the reference frame § relative to the laboratory reference
frame as 6,, ¢,, and ¥,. Thus, we can write p,, in the § reference frame as -

. 4 .
(mpksT) ™ 2p,, = kZHf(ﬁl)ek, (3.22)
- H
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where ¢,=sinf, cos¢,, ¢;=sin¢, sind,, and ¢,=cosb,.
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Substituting Eq. (3.21) for the correlation functions and Eq. (3.22) into Eq. (3.16a), we find that the ring

memory function takes the form

R(2)=-n, _i: }4:

1, J=1 K, M=2

In Eq. (3.23) (B7)3%

1y a By T\Bb_ izt
(35) [ ddcreu BBHOBNE @) [ ate s, isla,n).

(g), which is a momentum matrix element of the Enskog collision operator, is

(3.23)

(BT E%(q) = J dP,dd,dd; f2(p,) FULDHS(B)(TT)BR(T; B, Dy D HE B,)

=- f dty, f dp,dp; e T fB(p,) FAp)HY (p4)TB”(44)H B(3,).

B2%(q) is related to (BT)}
BRHa)=-(BT)3}q).

Because of the simple structure of the hard-sphere
Enskog collision operator T2?, these matrix ele-
ments can be evaluated. The techniques one em-
ploys to evaluate these terms have been presented
elsewhere.?” The nonzero matrix elements re-
quired in this work are listed in Table I. One
should note that, unlike the matrix element A, of
the Enskog tagged-particle memory function, the

Bt factors are nonlocal (§ dependent). This
arises because they couple the tagged-particle
momentum change in a collison to the bath-particle
momentum [see Eq. (3.24)] which is a nonlocal
process. Due to spatial isotropy, though, the B2%
factors depend only on the magnitude g =|q|of the
wave vector . This wave-vector magnitude de-
pendence is of the form goy, since, at collision,
the particles are separated by the distance og,.

We utilize formulas for the bath correlation func-
tions Cz‘bfi which were proposed by Resibois!'® and
by Furtado ef al.'! These formulas incorporate
the short-time (¢ <<7%) and long-time (¢ > 7%) be-
haviors of these correlation functions and inter-
polate between them for intermediate times. The

2%(q) as
(3.25)

J

R (z)——nb( > [ 48P BE BN ) (=) fo mdte‘“{ch;u(q,t)cggz( a,8)}-

The contributions from the two transverse corre-
lation functions are identical, and hence the factor
of 2 in the curly brackets above. In Eq. (3.26), the
angular § integration is readily performed leading
to a factor of 4+ 7. We are then left with the radial
integration of the form

f dq Jaoa)CE2 (a,C%,(~a,1),

where the explicit form of expression for B} has
been used. The “cut-off” factor j2(q0y,) restrlcts
the ¢ integration to the range 0 <g¢oz,<4, or in

r

(3.24)

interpolation formulas include .collisional transfer
effects. For short times and large wave vectors,
q>1;}, free-particle behavior is obtained. In the
long-time (generalized hydrodynamic) form, the
transport coefficients and sound speed are wave-
vector dependent. For the tagged-particle corre-
lation function C22 (g,t) we again utilize these
interpolation formullas suitably modified for an
arbitrary tagged particle, which for short times
(t < 7B%) reduces to exp(-q®#?/2myp) and for long
times (#> 72°) to exp(-¢°D5£). At present, these
interpolation formulas are the best analytic ap-
proximation, for all ¢ and ¢, for these Enskog
correlation functions. These expressions for the
Enskog correlation functions were substituted into
Eq. (3.23) and the ¢ integration was performed nu-
merically. We find that, when the tagged particle
is about the same size as the bath particles oz= 0,
the contributions from all the correlation func-
tions C%; must be retained. However, in the
limit where o,,> 0,2 1,, the dominant contribu-
tions come from the transverse-current correla-
tions functions, C3’ (-q¢,?) and Cy’ (-q,1), inde-
pendently of the mass ratio m B/m,, 28 1 this limit
then the approximation to the ring memory func-
tion reduces to

 (3.26)

the limit 0,,>1,, to the range 0 <ql,<<1. For
such small values of ¢, our generalized inter-
polation formulas are well approximated by their
hydrodynamic forms '

CBB(q,t) ¢ DBt (3.27a)
and
CY (q,1)=e"ETE, (3.27b)

Here D32 is the Enskog tagged-particle diffusion
coefficient and v, is the Enskog kinematic shear
viscosity,?®
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TABLE 1. Factors B2(q).

T Bb a
KI B ra (@)
92233 4:119%80).
498y
44 44 (]g(qaﬂ,,) 2i(aTp) )
49%8p
1/2 mpg+ my 1/2 .
41 2m) g J1(qogy)
1/2 1/2
o mp .
45 (3 ) (m3+mb> 71(4759)

2The factors BBZ (g) are listed here in units of
[mgmy)t? ) (mg+my)] (0, 78) 1. The function j, is the nth
spherical Bessel function.

=@/T{F [1+ & V7 (0,/1,)12+ % (0,/1,)} .

(3.28)

Once again our numerical integration of (3.26) in-
dicates that the approximations (3.27) are very
good. Substituting Eq. (3.27) into Eq. (3.26) and
performing the angular integration and the Laplace
transformation yields

_ L T )1/2] 2
Rl(z) -3, (4(nb03b‘r ) ——m

Xf dq jiqop,) [z +igPvy ™. (3.29)
A :

In writing Eq. (3.29) we have noted that in the
limit 0, > 0,, v;> D2 independently of the mass
ratio mB/mb. The g integration in Eq. (3.29) is
done in Appendix B. The result is

RL(Z)= - 12 <4(nchbTBb) 1 M)z

mg+m,
1 .[~iz0o
e {f[z( vf") :\—f(O)},
where
f(x)=(1/x3)[62"‘(1—ix)2—(lfxz)]. (3.30)

' We obtain the long-time behavior of the B-parti-
cle velocity autocorrelation function and the B-
particle diffusion coefficient by first developing
Rl(_z) in the series about z=0 and then inserting
the result in Eq. (3.13) for ¢2(z). To order z'/2,
we have ’

1/2\2
R,(2)= iny0p, 40,05, 7B (m gm )
61y, Mmp+m,

X[z_.l_ _iz03, ”2]
1579 vy

=i[r, - (=i2)*/267,].

(3.31a)

(3.31b)

93z )= 2ol

Inserting this result in Eq. (3.13) gives
[z+z(7\ -7y +i(=iz) 26r, . (3.32)
B

From Eq. (3.32), one obtains the long time be-
havior of yB(¢),%°

PO~ (L =7 /g § (kT /mymy) (4705372, (3.33)

_ and the diffusion coefficient (relative to its En-

skog value)
DY /Dh=(1 /2" (3.34)

Note that our derivation, from Eq. (3.32), of the
long-time tail differs from that presented in recent
ring theories.*® There it is implicitly assumed
that, for a tagged particle mechanically equivalent
to the bath particles, #,/), is small so that Eq.
(3.32) can be expanded about (z+ix;)™" and », ig-
nored to solve for the long-time behavior of y5(¢).
One obtains a result like Eq. (3.33), but with »,/x,
=0. When 0,> 0,21, 7,/ is not a small quantity
and the above procedure must not be employed.

Evidently in the ring kinetic theory the ratio ,/
Az plays an important role in the asymptotic form
of the velocity autocorrelation function and in the
diffusion coefficient. From Eq. (3.31) for R,(2),
Eq. (3.28) for v, and Eqgs. (3.8) for A, we find
that

2 ey f__<_m__>’

Ag Oy \Mpg+m,
For a fixed density »,, as we increase the size
of the B particle /), increases, but almost in-
dependently of the mass ratio my/m,. As7,/x;
increases the ratio Dgl/pg increases until we
reach a critical value of ¢,/0, for which »,/x,;>1

and the diffusion coefficient becomes negative.?!
This is clearly unphysical. The coefficient of the

£73/2 decay also exhibits unusual behavior when the

B particle is large. The ring theory predicts that
this coefficient varies as (0,/0,)? in contradiction
with the results of fluctuating hydrodynamics
where, for 6,/0,> 1 (and thus v, > D32) it is in-
dependent of 0z. In summary, the ring kinetic
theory breaks down -as the B particle increases

in size to the point where oy <<1,.

'

D. Repeated-ring solution

In our repeated-ring kinetic theory, the B-parti-
cle velocity autocorrelation function is obtained
from

z/)f(z)=kBT/mB[z+i-AE—I'{(z)]'1. (3.35)

When the fepeated-ring memory function of Eq.
(2.61) is substituted in Eq. (3.6¢), it yields
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R(2)=R,(2) - m2 f a1a2 f a3d3 J d4d (m gk, TV, T75¥(1; 33)

x {GB?B?(33; 55 )T5°B(55; 66 )GE2%(66; 44)
+GBY2Y(33; 55 )TP22%(55; 66 )G5?2%(68; 77)
X TBYBY(TT; 88)GBPBY(88; 44) + + + +}(TT)B%B(44; 2)(m gk, T)™/2p,

(3.36)

In Eq. (3.36) G22? is given by Eq. (2.35) with both CZZ and C® evaluated in the Enskog approximation, and
TB®B% ig defined by Eq. (2.62). Within the curly brackets of Eq. (3.36), integration over repeated field-

point variables' is implied.

As in the evaluation of the ring memory functxon, R (z), we introduce the Fourier representations of the
correlation functions GB”B”(33 55) [see Eq. (3.15a)] and approximate the momentum-dependent correla-

tion-function product

cf:( q; 53: ﬁs; t3 - ts)‘cgjb(_a; 5:?55‘; t3 - ts) ’

via the quasihydrodynamic approximation [see Eq. (3.20)]. After much algebra we find that

R(2)=R,(2) - nbi: i: <2ﬂ> qunb 2 i (27,) jdq sKBB’}(q)Au”(q,z)

¥=2 1,72

JOES A oI DI AL PG L IR o J,,,.,(q”_q')+--->

y J=1
X Al’u'.l'(‘b z)(B T)f}eJ'(Qk K
In Eq. (3.37), the quantity A, (g, 2) is

Al 1sg,2) = (—Z)f dte™![C37 (a,)CF, (~q,1) - e""B*‘b"’C” [2,0C5;,(~2, D],

and the matrix elements of T are

(3.37)

(3.38a)

Tﬁ,(q+q') Q* f dada f a5 d5 FE(p,) FU(02) FE(ps) FU ps)e” ™ FaaH o p) TBPEY(44; 55)

X e T T ().

The T-matrix elements correlate the change in
bath-particle momentum with its precollisional
value as a consequence of the collision with the B
particle [cf. also Eq. (C1)]. That is, the T-matrix
elements carry the information about how the bath
collides with the Bparticle.

The wave-vector integrations f aq f ag’e.. that
appear in Eq. (3.37) are, at first sight, difficult to
handle because of the coupling introduced by the
matrix elements T, (§+q’). As just discussed,
it is precisely these T factors that carry the in-
formation on the bath-particle trajectories to and .
from the B particle. Thus, it is crucial that we
properly handle the wave-vector integrals. By fol-
lowing the procedures used to obtain the explicit
form of the B2%(q)’s for hard spheres, we find
that the T(q +q’) factors can also be expressed in
terms of spherical Bessel functions but with argu-
ment [§+§’|oy,. One then utilizes “addition theo-
rems” for spherical Bessel functions®? to uncouple
the wave-vector integrations. For example,

(3.38b)

jo(!§+i’l)=4 S 1) 7(9) J (3"
yy' W;( ) Y v’

& *
X Z_s Y;"s (Gq,zpq)Y;”S(eq,, ¢q')’
mg=
(3.39)

where Y™s is a spherical harmonic and §=do,.
Note that the summation over s decouples the
wave-vector-magnitude integrations and the sum-
mation over m  decouples the angular wave-vector
integrations. Of course, this procedure will only
be useful if a small number of terms contribute to
the sum in Eq. (3.39). The above procedure must
be performed for all T factors that appear in the
repeated-ring expression, Eq. (3.37), and for all
the momentum matrix elements of 7.

However, as was the case for the ring memory
function, when o> 0,21,, the dominant contribu-
tions to the tagged-particle motion arise from the
coupling, during the intermediate propagation, to

the bath transverse-current modes, c;,zz( —-q,t) and
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C%”s ,(-a,0). Thus, these are the only modes needed
for our evaluation of Eq. (3.37). In Appendix C, we
present the form of the transverse matrix element
TEXd+q’). It is also shown in Appendix C how the
wave-vector decoupling scheme {Eq. (3.39)] is im-
plemented in the general term in Eq. (3.37) (i.e.,

a term containing an arbitrary number of corre-
lated collisions). Due to the orthonormality of the
spherical harmonics, the wave-vector integrations
pick out only one term in an expansion such as Eq.
(3.39). Substituting Egs. (C11) and (C12) into Eq.
(3.37) in this large B-particle regime yields

1 = '
R(Z) = R],(Z)"' ny 677—5 j; dq q szsz(q)ZAjfj,zz(q: Z)(BT)fgb(Q)

x ((_nE)'l - (=irg) g2 f

X ot f dq'q"Bg;(q")2A
67% Jy

We emphasize that the wave-vector decoupling
scheme is exact; it does not depend on the rela-
tive sizes or masses of the bath and B particles.
The above simple result does depend on the con-
dition 0, > 0,2 [, since it is only here that one

may neglect all but the transverse-current coup-
lings. Equation (3.40) simplifies further when we note
that Al},,(q,2) = A,1,,(q, 2) [cf. Egs. (3.38a) and (3.21b)]
since, for the transverse modes, C, (-q,?)

=Cov (-q,¢). (Note that A%, ,,#4,,,,if I and J
represent longitudinal basis functions, i.e., I,J
=1,4,5.) Consequently, inthe limit o> 0,2 1,, R(z)
can be simply expressed in terms of R,(z) [Eq.
(3.26)] and the Enskog memory function [Eq. (2.44)]
as

R(2)=R,(2)+R,(2) {(=in;) ™ + (=ix5) 'R, (2)

X(=ir )+ e o« }R(2). (3.41)

The B-particle velocity autocorrelation function
is then given by substituting Eq. (3.41) into (3.35):

VB(2)= (ksT/mg) [2+iXg - R,(2) = R (2) (=iXg)*R,(2)
- R,(2)(=i25)"R,(2)
X (=ixg) R, (2)...T*

=(kpT/mp)z+irg(1+ R, (2)/ing) 2. (3.42)
Note that in the second step of Eq. (3.42) we have
resummed the geometric series appearing in the
square brackets. Equation (3.42) represents our
repeated-ring approximation to the B-particle
velocity autocorrelation function. We could nu-
merically invert the Laplace transform Eq, (3.42)
to find the complete time dependence of ¥,(¢). How-
ever, in this paper, our principal interests are to
extract the long-time behavior of the B-particle
velocity autocorrelation function, and the B-parti-
cle diffusion coefficient. Weé expand y5(z) as given
in Eq. (3.42) to order z!/2 with the use of Eq.
(3.31) for R,(z) to obtain

(@’52)(BNZAq") .

dq”q”zsz”(q”) 2A1'122(q”,z)(B 7')232"(q”)(—i7tE)'1+ .o .)

(3.40)

VB(2)= (R T/my)(ing) ™ {1+ [v, = @2/ 267,/ 5} .
(3.43)

From Eq. (3.43), one finds®® that the long-time
behavior of y5(¢) is

PB(A)~ 5 (kgT/myn)[4mv t]3/2, (3.44)
and that the diffusion coefficient is
DE=DE+kyT/57n Ry, (3.45)

In Eq. (3.45), Ry=0y,~ 3 0y is the radius of the B
particle, and n,=vm,n, is the Enskog value of
the fluid’s shear viscosity.

In the limit o, > 0, 21,, our repeated-ring ki-
netic theory provides a very good description of
B-particle motion in the fluid. In contrast to the
predictions of the ring kinetic theory the coefficient
of the ¢-3/2 long-time tail of the velocity autocorre-
lation function is found to be independent of ¢, and
to have the same form as that derived using fluc-
tuating hydrodynamics.'® The B-particle diffusion
coefficient is given in Eq. (3.45) as the sum of two
terms. The first term is just the Enskog diffu-
sion coefficient, ‘while the second term represents
the contributions from successive correlated col-
lisions.’® When o, > 0, the diffusion coefficient
is found not to turn negative as it did in the ring
theory; instead, the second term dominates over
the first and the diffusion coefficient takes on the
functional form of the Stokes-Einstein law, D2
akyT/ngRy. It should be noted that in the long-
time tail of y2(#), Eq. (3.43), and in the diffusion
coefficient, Eq. (3.44), it is the Enskog value of
the shear viscosity which appears in our theory,
rather than the phenomenological shear viscosity
which is predicted by-hydrodynamic theories.

IV. DISCUSSION

We have presented\a method for approximating
the exact equations of motion for the tagged-par-
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ticle phase-space density correlation function
CZ*(12). Our techniques are in the spirit of the
FRKT presented by Mazenko?~® in that we use a
hierarchy expressed directly in terms of corre-
lation functions, and approximations are made to
cast the dynamics of the system in terms of ef-
fective binary collisions. Explicit three-body and
“higher equilibrium and dynamical correlations
are ignored. Because the particles are not as-
sumed to be points, the collision frequency is
given by its Enskog value, in which the excluded
volume and shielding effects are fully incorporated
via the radial distribution function. Our theory
differs from FRKT in that we have included a
much larger set of dynamical events (repeated
rings) in addition to'those of FRKT (rings). The
calculations presented in this work indicate that
the inclusion of repeated rings is most important
in describing the motion of a large tagged particle
in a fluid. Further, since in a dense fliid 05>,
even for mechanically equivalent particles, we
suggest that self-motion will be better described
by the repeated-ring kinetic theory presented here
than by the ring theory.

In this work, we have explored the validity of the
repeated-ring kinetic equation by obtaining approx-
imate solutions to it for a large tagged particle;
0p>>0,2 l,. In this limit, we have demonstrated
that the difficult problem of the fluid propagation
between the correlated collisions is vastly simpli-
fied. The fluid propagation reduces to the hydro-
dynamic form for the transverse bath current.
This enables us to obtain an explicit solution in
z space. From this solution we obtain the long-
time behavior of the B-particle velocity autocor-
relation function, Eq. (3.44) and its diffusion co-
efficient, Eq. (3.45). The long-time behavior
agrees with the predictions of fluctuating hydro-
dynamics, although our expression is given in
terms of the Enskog kinematic shear viscosity
rather than its phenomenological value. For the
diffusion coefficient we obtain a Stokes-Einstein-
like proportionality, but with a factor of £. Once
again, our expression involves the Enskog shear
viscosity ny rather than its phenomenological val-
ue. In contrastto these predictions of repeated-
ring theory, we have shown that if one stops at
just the ring order and calculates the long-time
behavior of ¥ 2(¢), Eq. (3.33) and the diffusion co-
efficient, Eq. (3.34) then, as the tagged particle
increases in size, nonsensical results are ob-
tained. We can interpret this failure of the ring
kinetic theory as an indication that the fluid mo-
mentum flow about a large tagged particle is not
being correctly described. It is reasonable that,
for a large particle, the bath particles will re-
peatedly return to the tagged particle and that each

intermediate excursion into the fluid and subse-
quent return to the tagged particle will be dynami-
cally correlated with the previous one. The re-
peated ring kinetic theory incorporates sequences
of 2, 3, 4,... correlated collisions between the
fluid and the tagged particle and, as a conse-
quence, should more correctly describe the dy-
namics of the tagged particle than the ring theory
(only two correlated collisions).

The intermediate propagation of the tagged par-
ticle and bath particles between correlated colli-
sions is, in our derivation, given by Enskog pro-
pagation. This leads to the appearance of the En-
skog value of the shear viscosity in our results.
One is tempted to further “renormalize” the re-
peated-ring theory by replacing the Enskog pro-
pagators by the full many-body intermediate pro-.
pagators. This would lead to the appearance of the
phenomenological shear viscosity in our results.
However, modifying the kinetic equation in this
fashion would not be a consistent procedure since
the correlated-collision operator should also
change. Thus, such a procedure would be appro-
priate to a mode-coupling phenomenological
theory, but not to a kinetic-theory derivation. Of
course, the repeated-ring concept is perfectly ac-
ceptable as a mode-coupling description of tagged-
particle motion and it should be investigated fur-
ther. )

In addition to obtaining the Enskog shear viscos-
ity, not the phenomenological viscosity, the dif-
fusion coefficient involves a factor of 3 in the re-
peated-ring calculation. A hydrodynami¢ calcu-
lation®** using the Navier-Stokes equation with
“stick” boundary conditions for the fluid velocity
at the surface of the large fixed particle predicts
D =kgT/6mnRy, while for “slip” boundary condi-
tions D =kgzT/4mnRy. In this regard, the repeated-
ring derivation presented here differs significantly
from the work presented by Dorfman, van Beijer-
en, and McClure.* They calculated the viscous
drag on a fixed large particle immersed in a gas
moving with mean velocity V. The gas particles
undergo repeated correlated collisions with the
large particle. The intermediate propagation of
the gas particles between correlated collisions is
given in terms of the steady-state form of the
fluid flow in the presence of a macroscopic object
as in conventional hydrodynamics. When the gas
and large particles are assumed to be hard
spheres, their kinetic theory predicts that the
viscous force is given by the Stokes form F
= —41rnRB\7. As they demonstrate, hard-sphere
gas dynamics. with a stationary sphere combine
to be equivalent to a macroscopic “slip” boundary
condition. Thus, the Stokes friction formula
should be recovered. In our calculations the tag-
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ged particle is described by dynamical variables
and is thus allowed to move about the fluid ac-
cording to the dynamics of the kinetic equation.
Examination of the “fully” disconnected approxi-
mation made in Egs. (2.51) and (2.54) shows that
it splits the intermediate propagation into a pro-
duct of propagators for the tagged particle and~”
bath motion. The bath and tagged-particle motion
are of course coupled via the 7 and T Enskog col-
lision operators [cf. Eq. (2.61)], but, between
these correlated collisions, the propagation of the
bath is independent of the presence of the tagged
particle. Thus, our intermediate propagators are
not the same as those of hydrodynamics in the
presence of a macroscopic fixed object. To ob-
tain the proper Stokes-Einstein coefficient (5 in-
stead of 3) in a purely kinetic-theory derivation
one would have to incorporate more information
about the massive particle’s effect on the bath
propagation than is done here. We speculate that
the derivation of a kinetic theory which incorpor-
ates this effect will be a formidable task.

We have stressed that the repeated-ring theory
must be used when the tagged particle is large
with respect to the fluid mean free path, It is
important to determine when the repeated-ring
events become important, since, if the tagged
particle were required to be of macroscopic size,
there would be little relevance here to molecular
processes. For sufficiently high bath densities
we have remarked previously (cf. Sec. IIIA) that
05> l,. Hence, even if the tagged particle is only
slightly larger than a bath particle, 052 0,>I,.
Thus, the repeated-ring kinetic theory will, in
dense fluids, be important in the description of
the dynamics of a tagged particle of molecular
size (and mass).

To explore the repeated-ring kinetic theory for
a tagged particle of size comparable with the bath
particles and the transition to the regime studied
here, we have to perform the wave-vector inte-
grations for all the modes for all multiples of T
matrix elements. Fortunately, the wave-vector
decoupling technique used in Appendix C for the
transverse modes also works for all the other
modes. Thus, in principal, we can sum the con-
tributions from all repeated-ring terms for all

the mode couplings. Once this is done we can use

‘the quasihydrodynamic approximation to evaluate

the intermediate propagation. Note, however, ‘that
interpolation formulas must now be used. There
are difficult problems involved in the quantitative
description of the bath propagation for all times
and wave vectors. Thus, the solution of the one-
component fluid kinetic theory is much more com-
plicated than is the large tagged-particle limit
treated here. In this context, it is interesting to
recall that for self-diffusion the molecular dy-
namics simulations of Alder ef al.** as well as
experiments®® show that D =kyT/cnRp (c a con-

'stant); there is no Enskog contribution. We spec-

ulate that for dense fluids
D =D g+kgT/cnRg+D; ,

where D; incorporates the effects of the longitu-
dinal mode contributions -on the diffusion coeffi~
cient., These longitudinal modes, which are re-
sponsible for the ‘cage effect at high densities, -
give a negative contribution and may well cancel
the (positive) Enskog term D, leaving the ex-
perimentally observed self-diffusion result.

Having placed the kinetic equation that we previous-
ly assumed! on a firm footing here, and having sol-
ved the kinetic equation in the simplest circum-
stance, we defer the solution of our repeated-ring
kinetic theory for an arbitrary tagged particle to
a future publication.
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APPENDIX A

In this appendix we justify the approximation of
Eaq. (2.57) for T, (2).

Consider the first term in Eq. (2.36) for I'; ().
In time, this cumulant average can be written in
terms of the (nonvanishing) equilibrium averages
as 17

(AL BEATAL) F (Bt ), =(AZ(BL o) f” (Bt ) AZ(41 ) * (Bt o = (f'BNAAL(E ) AT (42 ) * (Bt ),

- <f"(q)>o<Ag(3t 3)fu (B-t 3)Ag(4t4»0 - <Ag(3t3)Ag(4t 4)>0<fu (.S-t 3)fp(4t4)>o
+2A T (Bt5)AZ AL No(f” GNP @ - : (A1)

In view of the definition [Eq. (2.30)] of AZ, it is readily verified that to lowest order in density, the first
term in Eq. (A1) dominates. Hence, as a first approximation we wrlte
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(AZ(3t )" Bt ) AXAL ) F* (Bt o =AY (Bt ) (Bt)AS (4L )@,
-3 [a3 Y [ @ L ETILEr) (6 E ) B
by £ -

Xfat )FE@ L)@ L,

=Y (@Y [ar L9 E3ILgt @@ @I E AT -, (A2)
X 3

where we have used Eq. (2.30) for A,. The initial (i.e., #,=¢,) value of this correlation function can be
written, neglecting three-particle and higher-order equilibrium correlations, as

(ASB)PBAS (A (@D,

=3 / as'y. f a3’ L9 (33/)LY5 (43" ) {6(34)5 , 6(33)5,,,,6(3%)5 ¢ 6(3' Fw ™ (337)
X 3

+6(34)6,,6(3'3)5,5(3 4")6,u6(§4)\w3” (33)

+5(34)3,,, 5(33)5, ;5(3'4")0, ,0(3' D)wi™(33")
+6(34)0,,6(3%)5, ¢6(3" %" )55, 6(3' B)w3M(33") +0(n®)}

=y (@2 [ @ 1o (330 )1 (43 )E It n(33 3 43 T) - (A3)
g .

In the disconnected part of I'; (z), we have the con-
tributions in which, during the intermediate pro-
pagation, (i) the tagged particle at 3 (¢,>¢,) inter-
acts with the rest of the bath 3’ independently of
the particles at 3 and (ii) the particles at 3 inter-
act with the rest of the bath 3’ independently of
the tagged particle at 3. In I';(2) let us look for
the analogous contribution in which (iii) the par-
ticle at 3 interacts with the particles at 3 inde-
pendently of the dynamics of the rest of the bath
3’. Hence we approximate the kinetic equation for
the six-point C, in Eq. (A2) as

[z — L%(33)] co vt (337 3; 43 7)
=G vatn(33 3, 42/ 7) . (A4)

- There is no memory function in this simple ap-
proximation.?® In Eq. (A4), to be consistent with
the condition (iii) above, the dynamics of the kin-

J

etic equation must be governed by only the two-
particle Liouville operator L*”(33). Also note
that the propagator G, =[2G, =W, ~ T, (z)] 7! is
“sandwiched” between T and 77 [cf. Eq. (2.46)], so
that not all of Eq. (A3) contributes to I, (2) in this
expression. Thus, for example, (7T)*F* (4%;2)
"precludes 4=7 and 7%%Y(1; 33) precludes 3=3.
Furthermore, in the intermediate propagation,
initially 3=4, sothatwe must solve the kinetic
equation with the initial conditions 3=4and4=3
Jforbidden. Therefore, the initial condition sim-
plifieé to

CoMveaty(3313; 437 3) = 5(34)6 5, 6(3" 3)5,,6(37')
X 5,,0B8Tw(33).  (A5)

Substituting Eq. (A5) into Eq. (A4), and the result
into the Laplace transform of Eq. (A2), we have

CHOTMOVACIECI M (DI RS AT ER ANC

% {6(34)6,0 (3" 3)5,,5(3%") 5,,6(3F)w$"(33)}. (A8)

Upon integrating and summing we obtain,

(AFB)F"@BLAS (A" @)
==[=i¥, V¥ (rg) -V, llz - L (33)] " Twg (33)

x [ 9, V¥ (rg) -V, 1 5(34),,6(39). (A7)

In an analogous fashion, we approximate the other
similar terms in Eq. (2.36) as

(ASB)fY@B)ifE@A*@NE 7
[=i¥, V¥ (rg) -9, 1 [z = L (33)] 'w%¥(33)
x[—1i ﬁ,sva" (r55) * Vi1 6(34)5,,8(39),

(FS()A” B AT (A @N:
~[=i¥, V< (rg) - V,5) 2 = L (33)] 0 (33)
x[=i9, V¥ (rs)-Y,,16(34)5,,6(39) ,



and

(FEBIAT B @A @i =[- iV, V¥ r5) - Vyz) [z - L (33)]"

Since all the other terms in Eq. (2.36) are of higher order in the density,
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w383) [-iY, V) “Vis] 5(34)6,,,6(3%) .
' (A8)

we neglect them and sub-

stitute Egs. (A7) and (A8) into (2.36) to obtain the simple approximation

rve#(33; 49) = L7 (33) 2 — L (33)]"'wg”

(33) L(33) 6(34) 5,,, 6(3 %)

=y f d5 d5 GZreN(33; 55)L‘}‘)‘(5§)g~“X(oa)\)e'“"al(’ss’t[z - L%N(55)] 1 L{N(55)5(54)5 6 (53) ,
X ’ .

in the diagonal approximation for G,. In writing
the second step of Eq. (A9) we have once again
used the property that L‘“ is steeply peaked at
|75 =75 |=0gx to put g rs5) =2 (@) e " 755
and the property that

[z = L®\(55)]" le-ﬁV‘“"ss’w0 6w (3)

= e'“"“"ss) w%(5)w(5) 2 = L*N55)]! (A10)

APPENDIX B

Here we evaluate the integral

10)= [ dqfilgole +igv]™, (B1)

by contour integration. Let z = is so that Res>0.
Noting that the integrand is an even function of ¢
we can write

168)= 52 [ dx o) [ +a] ™, (B2)
2iv J_.
where x =qo and a=s0?/v. We write §3(x) in its
exponential form,
§2x) = (=1/4x*He? ¥ [1 - ix]? - 2[1+42]
+e 2 [1+4x]%} . (B3)

Substituting Eq. (B3) into Eq. (B2) and replacmg
x by —x in the last term we find

lis)=- 2= [” dx [ +a]"Yx*

x{e?* [1-ix]?=[1+4]}. (B4)

Written in this form, the integrand is well be-
haved in the upper half of the complex Z=x+iy
plane. The function f(Z)

f@)=(1/z°Ke**[1-iz]* - [1+2°]}, (B5)

which appears in the integrand of (B4), has no
poles. The integrand only has simple poles at Z
=0and Z =+iVa . We manifest this behavior by -
writing

(A9)

r

168) === [ axflx s - @] e +iva ]

= fm dxF(x). (B6)

We evaluate I(is) by calculating the integral of
F(Z) around the contour in Fig. 1. This contour is
to be used in the limits as R -« and p~0. The
only pole enclosed within the contour is the one at
Z =i/ a; hence we have

hm <f dxF(x)+deF(Z)+f dx F(x)

+f az F(Z)>=2n¢Res(iﬁ), (B7)

CR :
where Res(iVa ) is the residue of the function F{(Z)
evaluated at Z =iVa. The integral on Cy vanishes
and the one on C, gives the contribution - Res (0).
Hence the principal value of our integral can be
written ' '

P[: der(x)= })i_r}g([j dxF(x)+pr dx F(x)>
=2mi Res(iVa)+mi Res(0). (B8)

Evaluating the residues and substituting the
results into Eq. (B8), we find

I(is)=no/4av[f(iw/3)—f(0)] (B9)

with f defined in Eq. (B5). It is stra1ghtforward to
demonstrate that for small s

I(is) ==ino/2v[ 12—5 —éa(s/v)l/z] +0(s). (B10)

cr Z-plane

-R - 0 P R

FIG. 1. Contour used in evaluating I (¢s).
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APPENDIX C

In this appendix we investigate the angular in-
tegrations over the matrix elements T: (§+ﬁ')
which appear in Eq. (3.37).

Substituting Eq. (2.62) for T into Eq. (3.38b) and
using the diagonal approximation for G D

GE® (55; 66) = 6(56)6(56)w? (5)w? (5),
one finds
T2 (q+q) |
@) [ aadBrB(p )2 (pe™ (F T
X HY (p,)T 22 (485 (pp).  (C1)

The matrix elements T 5}, couple the change in the
bath-particle momentum to its precollision value.
Note that the basis functions H? and H’, are defined

—

=(nyng

ROBERT I. CUKIER 17
in the § and §’ reference frames, respectively.

Following techniques analogous to those employed
to calculate the matrix element (BT)5? (Ref. 27)
one finds that, for example,

(n, TBb)-l l Mp
T Mp+m,

XKy (d+9'), (c2)

- -> 1
TR (q+q")=~i ngn

where
K22(a+al)=fd5ﬁxqﬁque-‘cﬂb(q+q’).§ ) (Cs)

where p is the unit vector from the center of the
B particle to the center of the b particle at collision
and iixq is its x component in the q reference
frame. From Eq. (3.37), it is clear that in the
first repeated-ring contribution we must evaluate
angular integrals of the form

JC22(6+(¥') E,/-déa fan’ €267 ,/dﬁﬁxqﬁxq' emtomarad i, (cq)

" where

1 2T 2m ™ .
fdnq=2—nf dzpaf dqbaf a6, sino,

(C5)

is an integration over the Euler angles. Now px and quf , as well as (&+q') p= quq +q’ pz , can be ex-
pressed in terms of the laboratory frame components PPy, P, via transformation matrices involving the
appropriate Euler angles. Invoking such transformations and performing the ¢, and ¢, integrations one

finds

. 1 2T T 2T
chz(q+q’)=—4~y—y—,'£ dzqu(; deqsinzaq./(; Ay

3 8 1 /2 1 /@
f db, sti6, [(aeq >< eq,> ¥ sing, (sza) sind, . (azpq,)]

def)e'”;“;l)'ﬁ, » . (C6)

- >
where y=qo,.

Peforming the p integration to obtain the spherical Bessel function j0(|§ +¥’|), integrating

by parts over 6, and 6§, and noting that the y, and ¢, integrations vanish in the second term one obtains

27T
%, (@+q") = -41rf ap, f dé, sing, cosé,
o (4]

dzpq _[ df . sinf, cosf, .

Lllyry’D) ”i‘y‘?' D €

Remember that the term X,,(q +q’) is also integrated over the g and ¢’ wave-vector magnitudes in Eq. (3.37).
These wave-vector magnitude integrations can be uncoupled by utilizing the “addition theorem” for spher-

ical Bessel functions®? which states that

Zb(l;";;l) E (23_,_1),_75&21.5(___ P,(-cosB,,),
yy s=0- Y

where P, is the sth Legendre polynomial and 8,.is the angle between the vectors Y andy’.

(C8)

Further, we

uncouple the angular (Q, and Q) integrations by using the addition theorem® for spherical harmonics

Yes(6,9),

Py (—cosp,y) =(=17 Viir YS(B,y, 0= (1) 3er1

s

Z Ym (eq,Z/J Y.’:s(ea"wa')' ‘(CQ)

M T -8

Substituting Egs. (C8) and (C9) into (C'7) and performing the angular integrals we have
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. i) i) 4m  4m
22(q+q)“4" SZ; -1 (23+1) 9 Jy_'— (2s+1) 3

x Z f”dzpaf a6, sing, Y°(eq,lP)Y’”3(9q,¢)

= =S

Xf dlpqlf dgql sinGG: Y:‘s (Gq:, lpql)Yg*(eq'l,qul)
V] [\]

e S 1) fuy) _4m
=—d7 Z(—l)s(23+l) B e 3

-121r 1r—1~—~()4ﬂ](y .
y 3

Z Om g ,00s,1

Mg = =s

(C10)

In the second step of Eq. (C10) we have used the orthonormality relationship for spherical harmonics.
Note that the sum over spherical Bessel functions of increasing order has, when integrated over the wave
vectors, collapsed to one term (s= 1’).v This result is exact and is, in part, responsible for the relatively
~ simple results of the repeated-ring calculations. From Egs. (C2), (C4) and (C10), it is clear that

fdﬂ fdﬂ 1€ 62:T22 (q+éD=—z

(n,,'l'm’)'1

1

ﬂ 12 4 ]( ) 4'” 1;(3’)
m mB+"1‘b y 3 y

e ( ) (BT)E ()(in,) B2 (¢, | (C11)
ngp

using the definition of B,,(¢) given in Table I and the definition of Xz given in Eq. (3.8). _
Following the procedures outlined above, one can show that performing the angular integrations in a
term containing (z — 1) T-matrix elements leads to the result

fdfqu fds}qz---

fann &, &, T;éb ((i\ +.62)T2%b (El.z +as)' ** Tzaéb (El’n -1 ?ln)

=(1/ng)" (2 )" (BT)Z (4,)(ing) " B3] (02) (B T)55(9,)(ixg) B3 (g5)* * * (BT) 2 (2,-1)(ing) B (q,,) . (C12)

Equations (C11) and (C12) are substituted into Eq. (3.37) in the large-particle limit to yield Eq. (3.40).
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