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This paper studies the problem of a quantum gas of particles whose interparticle potential is attractive
enough to support stable bound clusters. The approach to this problem is to employ the time-dependent two-
Hilbert-space scattering theory —first developed by Faddeev to treat the three-body problem. From this
theory the asymptotic completeness theorem is taken and utilized to give a new definition of the canonical
partition function suitable for describing states that are a mixture of free particles and bound clusters. A
multispecies cluster expansion is obtained for the grand partition function. The theory of few-particle time
delay is employed to determine the values of these cluster integrals. From these solutions are obtained the
multidensity virial equation of state, the internal energy, and a density expansion of the chemical mass-
action law that gives the effect of interactions between particles and clusters. All of these solutions exhibit
the fact that the only aspect of the collision process that has any effect on the macroscopic behavior of the
system is the time delay. From another perspective this problem and the solutions obtained represent a
specific nontrivial realization of the S-matrix description of statistical mechanics put forth by Dashen.

I. INTRODUCTION

This paper presents a theoretical description of
the equilibrium statistical mechanics of a chem-
ically reacting nonideal quantum gas. The physi-
cal system is that of N (=~ 10%®) identical particles,
bosons or fermions, which interact with one
another via an arbitrary short range (non-Cou-
lomb) potential. The potential is assumed to be
attractive enough so that stable few-particle
bound states are formed. This system, like many
of the atomic or molecular systems it idealizes,
creates through its own interaction new species
types. Our goal will be to find explicit forms for
the virial coefficients that occur in the multicom-
ponent density expansion of the equation of state,
the internal energy, and the chemical mass action
law.

Our method for solving this problem is to apply
Faddeev’s time-dependent two-Hilbert-space
theory of few-body scattering. In this context we
will use the asymptotic completeness theorem to
arrive at a definition of the canonical partition
function that reflects the existence of stable clus-
ters which may undergo chemical reaction. Next
the theory of few-body time delay will be outlined
and then used to compute an explicitformulafor the
multicomponent virial coefficients. This time
delay approach to understanding the role of scat-
tering in statistical mechanics finds its inception
in the work of Smith. This paper will carry that
program to completion. Although the first account
of time-delay effects is given by Eisenbud and
Wigner,! their work refers to a concept of time
delay that is characteristic of a particle that is
known to scatter through some fixed angle. Smith
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on the other hand gives a definition® which allows
one to compute the total time advance or retarda-
tion experienced by a wave packet in the scattering
process. Furthermore, Smith realized® that the
virial coefficients should be in the form of a La-
place transform of the trace of the time-delay
operator. .

In contrast to the early work on this problem,
the technical implementation of this program is
strongly dependent on modern few-particle scat-
tering theory. This is a necessity, since the equa-
tion of state will be one that involves many types
of scattering—coalescence, rearrangement,
breakup, and elastic scattering of both free parti-
cles and bound clusters. To describe all these
processes one needs an appropriate multichannel
scattering theory of the kind developed by Fad-
deev.? It is this theory that has been used to de-
fine a multichannel operator definition of time
delay and to establish its relationship to the S
matrix.” We already have used this approach to
write down a general quantum theory of higher
virial coefficients.® This first paper, hereafter
referred to as I, did not treat the problem of
chemical reactions and that is the subject of this
paper.

Let us specify in greater detail the problem we
study. The system is taken to be one of N identical
spinless particles having mass m. To be concrete
we will assume the particles are bosons. The
time evolution of this system will be governed by
the N-particle Hamiltonian H;. We assume that
the pairwise interaction between particles is such
that stable two-particle clusters exist, but not

three- or more-particle clusters. This restric-

tion limits us to describing only the simplest of
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all chemical reactions—namely, twofree particles
combining to give a stable cluster. As one will
see our analysis is not in principle confined to the
case where there is only one type of elementary
(i.e., Hamiltonian defining) particle and one com-
posite cluster.

We further presume that the two-particle Ham-
iltonian has only a single bound state. That is,
excited two-body bound states are absent. These
states, where present, represent the rotational
and vibrational modes of a two-particle cluster.
The contribution of these modes to observables
like the specific heat are already well understood.
Again the addition of these states to our problem
would complicate the mathematical description
but not add new physical insights into the general
behavior of multicomponent quantum gases.

One of the long-term aims of statistical mech-
anics is to derive all the equilibrium properties
of a macroscopic system from the dynamical laws
of the constituent quantum particles. For the
problem studied here this aim is realized. We ob-
tain closed-form solutions for the virial coeffi-
cients in terms of on-shell physical scattering
amplitudes. These solutions indicate exactly the
role of the collision process in the thermodynamic
behavior of the system. In the analysis that fol- .
lows the collision processes are treated without the
introduction of any approximations. The one ap-
proximation used in this paper is to treat the free
motion of stable fragments (clusters or particles)
with Boltzmann statistics.

II. PARTITION FUNCTION AND STABLE CLUSTERS

The basic approach to this problem is to write
down an appropriate Ursell cluster expansion for
the grand partition function. Then a combination
of time delay and scattering theory results are
used to obtain explicit forms for the cluster inte-
grals, We have found that the existence of a new
species—formed of the stable two-particle bound
clusters—requires that we modify the definition
of the N-particle partition function.

At any given temperature T and volume V the
N particles exist as N, free particles and N,
bound clusters. Whatever N, and N, are they sat-
isfy particle conservation, i.e.,

N=N,+2N,, (2.1)

Let p, and p, be the densities N,/V and N,/V, re-
spectively. The general form of the multispecies
equation of state is

P/rT= Y a;(T)pipi. (2.2)

i+j=1

We develop a cluster expansion that will predict

Eg. (2.2). In order to understand our- modification
of the cluster expansion it is useful to recall the
customary treatment. The canonical partition
function for I particles is proportional to the trace
over the volume V of the probability operator

Wy(1,2,...,0)=11S@)e 1, vzt (2,3)

The operator S(I) is the symmetric wave-function
projection operator containing the 7! distinct per-
mutations of the particle labels (1,2,...,7). The
Hamiltonian H, , is for [ particles including

all their mutual interactions. The subscript V

on H,;, , comes from the boundary condition that

the wave functions vanish on the surface of the
volume. The Ursell operators U, , are constructed
from the W, by the following equations”:

Uy, v(1)= W (1), (2.4)
Uy y(1,2)= Wy(1, 2) — W,(1)W,(2), (2.5)
Uy y(1,2,3)= W,(1,2, 3) - Wy(1, 2)W,(3)

—W,(1, 3)W,(2) - Wy(2, )W, (1)

+ 20, (1) W, (2) W, (3), (2.6)

etc. These equations mean that the physics de-
rived from U,,, and W, is the same, but U, , have
the technical advantage that the divergent behavior
as V- inherent in W, is cancelled by the linear
combinations that occur in (2.4)-(2.6).

The partition function for [ particles is just the
trace of W;; thus the grand partition function for
this system is

2,(V,T,2)= 2.Q,(V,T), (2.7

120
Q,(V,T)=(1/11)TrW;. (2.8)

The symbol Q,(V,T) is the partition function and
the parameter z is the fugacity variable that will
be eliminated when the equation of state is found.
The equation

P/kT=(1/V)1nE, (2.9)

gives the relation between statistical mechanics
and thermodynamics. A second representation of
&, is the cluster integral expansion
5,(V,T,z)=exp <VZ b,(V,T)z'). (2.10)
1>1 )
The term b,(V,T) is the cluster integral. If we
expand both Egs. (2.7) and (2.10) as a power series

in z and equate the coefficients of the different

powers of z, then it is found that
b, (V,T)=(1/VI!) TrU,;, y. (2.11)

In this same grand ensemble language the average
number of particles in the system is given by
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-
N=za—zlnnl ] VT (2.12)

=V 1b,(V,T)Z .

=1

(2.13)

The last step is to write the equation of state as a
density expansion:

P/RT=Y a,(T)o.

1=1

(2.14)

The variable p is the particle space density NV,
and the a, are the virial coefficients. These virials
are found by placing Eqgs. (2.9), (2.10), and (2.13)
into Eq. (2.14) and equating the powers of the fuga-
city to find a,=1; a,=-b,b;% a,=4aZ-2b,b;%; etc.
These results are all standard’ but are recounted
here because they define our notation and serve

as the point of departure for our development. For
the case of distinguishable particles we computed
in I a,(T) and a,(7T) in terms of two- and three-
body time delay. .

The difficulty inherent in the one-fugacity grand
partition function =, is that it must lead to the
single-density form of the equation of state rather
than the two-species form Eq. (2.2). The reason
for this is that the canonical partition functions
Qy(V,T) do not reflect the existence of the stable
clusters. The way to improve on this situation was
suggested by Hill,’ who argued that we must intro-
duce two fugacities—z, for the free particles and
z, for the stable clusters—and find a partition
function for i+ 2j particles wherein ¢ is the num-
ber of free particles and j the number of clusters.
Hill tried to implement this idea in the context of
classical mechanics. Here we give a simple defi-
nition appropriate for quantum mechanics.

For [ particles in a large volume V which are
governed by the interacting Hamiltonian H;, this
system may exist in a number of distinct configura-
tions. We can characterize these configurations
by a pair of non-negative integers [i,j] subject to
the constraint =7+ 2j, The first integer ¢ in
[,7] represents the total number of free particles
and the second integer j denotes the number of
two-particle clusters. We seek the definition of a
partition function @;;(V, T) consistent with the
state (or subspace of states) described by [4,j].

Before proceeding farther it is necessary to
give a general description of our particle coordi-
nates, momenta, and Hamiltonians. Let ¥, be the
position of the ith particle in the volume V. The
momentum Ei conjugate to T; is

-

k=i

]
5%, - (2.15)

The center-of-mass variables of [ particleé are

4

- 1 - -
R,=21—Z ¥, K,=) k. (2.16)
Complementary to these center-of-mass variables
one may construct / -1 Jacobi coordinate vari-
ables. The resultant Jacobi coordinate system de-
pends on the order in which the ¥; are combined
together. Suppose 7 is any permutation of
(1,2,8,...,1). Then we define ¥, ,,D;,, by the
equations

->

- 1 i - .
Xin =Ty = 7 Z Tygyy t=1-1,

(2.17)

-> .. 2
Dy, =~ o=—.

iy 7

(2.18)

The Hamiltonian giving the total kinetic energy for
the 7 particles is

1 Ef K2
N _X
~ 2m "~ 2lm v (2.19)

1

0
Hl, -

The Hamiltonian %}, , gives the relative kinetic
energy of the system. It may also be written

h? vE 3 Ei‘ﬁ<l—+ 1).

2o\ (2.20)

This sum is independent of . We will always use
H to represent Hamiltonians that include the cen-
ter-of-mass motion and % to indicate those where
the center-of-mass kinetic energy has been sub-
tracted. The absence of the subscript V will mean
the Hamiltonian is defined on the infinite volume
Hilbert space.

The potential is taken to be the sum of the real
pairwise interactions v;; between the [ particles,

ViF,... ,'f,)=i:;;v”(f, -7). (2.21)
The exact Hamiltonians are

H, y=H} ,+V,, (2.22)

by =03, v+ V. (2.23)

However we shall also require the class of Hamil -
tonians that generate the time evolution of states
consisting of a mixture of stable two-particle
clusters and free particles. Let £ be a partition

of the [ particles into v subsets—each subset »,
containing one or two particles subject to the over-
all constraint

Zn,,=l.

14

(2.24)

The asymptotic potential is denoted Vf and given
by

Vi D v (2.25)
(i<pet



The restriction on the sum (:<j) € ¢ requires

that 7 and j occur in one of the two-particle sub-
sets in the partition £, Clearly Vf describes the
effective potential for a mixture of one- and two-
particle clusters—each pair occurring in a two-
body bound state has the two-particle potential
needed to create this bound state. The correspond-
ing asymptotic Hamiltonians specified by ¢ are

Hf y=H] y+V§, (2.26)
(2.27)

We return now to the problem of defining the
stable cluster canonical partition function. The
construction of @,;;(V, T) rests on the asymptotic
completeness theorem in few-particle scattering
theory, whose content we shall now outline. De-
note by 3C, the /-particle Hilbert space appropriate
for scattering theory—namely, square integrable
functions defined on the 3/ infinite volume coordi-
nate space. On this space the symbol E, will rep-
resent the identity operator. The asymptotic com-
pleteness theorem states that E, has the ortho-
gonal decomposition :

§ =720 ¢
ki, v=m, v+ Vi.

E;= 3 A%i,4].

i+2j=1

(2.28)

The A®)[7,j] are a set of mutually orthogonal pro-
jection operators which span3C;. The superscript
(+) indicates that the scattering satisfies the out-
going radiation condition. The range of each
A)[4,j] are all those states in 3¢, which are char-
acterized by the motion of [ particles which asymp-
totically (prior to the collision process) have i
free particles and j free clusters.

The projection operators A“)[4,;] are constructed
from the N-body Moller wave operators.*® For
l-particle systems the wave operator is defined by
the strong limit in the time variable ¢ of

Q)= ,1_1};2 exp(—ih,t) exp(+ihi)d;,,. (2.29)
The center-of-mass motion is excluded from this
definition. The partition £ of the [ particles,
which is consistent with a stable grouping of par-
ticles into two- and one-particle clusters, defines
the scattering channel. The operator J;;, will be
defined in detail in Sec. III. Physically it ensures
us that the wave function Q) acts on is consistent
with £-channel stable cluster motion, When the
partition £ separates allthe particles, J,;, is the
identity. The superscript (+) or (=) on the wave
operator indicates whether or not the scattering
state satisfies an outgoing or incoming boundary
condition. Let set [,5] denote all those partitions
of I particles consistent with ¢ free particles and
j free clusters; then A“)[i,;] is defined by the
tensor product
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A®4,4] = Z; ] ememern, (,j)+0,1).
€li, i

(2.30)

The operator I; is just the identity on the center-
of-mass space, L%R,). The two-particle case is
in this problem distinct from /> 2 in that only the

~ Hamiltonian %, has an eigenfunction.

A good illustration of how the asymptotic com-
pleteness theorem works can be derived by looking
at the two- and three-particle cases. Consider
I=2 first., Here the completeness statement is

E,=A"[2,0]+A%0,1]. (2.31)

The operator A*)[2,0] is given by Eq. (2.30) and
is the projection operator onto all the two-particle
scattering states in 3C,. On the other hand A*)[0,1]
is the projection operator on the two-body bound

-states. Let ¢ be the one permitted eigenstate of

h, and let —¢, be the bound-state energy; then

hp= -9, |v]=1. (2.32)
In terms of ¢ the operator A®*)[0,1] is
A0, 1]= (@)1, (2.33)

A standard proof of Eq. (2.31) may be found in
Kato.!°

The completeness theorem in the three-particle
case is less trivial than that given above for two-
particle scattering. Here the allowed partitions
& are (1)(2)(3), (1)(23),(2)(13), and (3)(12). Let us
identify these four sets respectively by a
=(0,1,2,3). Thus the channel labeled by a=2 im-
plies that particle 2 is incident on the bound pair
(13) having a wave function ¥ given by Eq. (2.32).
The index @ =0 describes the channel in which all
three particles are initially free. The permited
values of [7,7] in this case are [1,1] and [3,0].
The construction of the projection operator
A*[1,1] has three scattering channels corre-
sponding to @=1,2,3. The operator A**)[3,0] is
given by one term, a=0:

AW[1,1]= D efeiler,, (2.34)
>0
AM[3,0]= Q505" @, (2.35)

The three-particle completeness theorem reads -
E,=A™[1,1]+A™[3,0]. (2.36)

In Eq. (2.36) there is no bound-state projection
operator like A“)[0,1], because of the assumption
of the absence of three-body bound states. The
first proof of relation (2.36) was given by Faddeev*
and another recently obtained by Thomas.!! Al-

. though rigorous proofs for the asymptotic com-

pleteness theorem for arbitrary ! have not yet
been found we presume the theorem is universally
valid. Even should this extension of the theorem
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fail in the sense that the sum of A“[4, j]fori + 2j=1
does not span the entire /-particle Hilbert space ¥C,, it
would not significantly affect our analysis. In the
case of the breakdown of the asymptotic completeness
theorem, E, on the left-hand side of Eq. (2.28)
would be replaced by a projection operator on
some subspace of ¥¢;. This subspace is the space
of physical solutions for the Hamiltonian H,. Thus
in this situation the trace defining the partition

on function @,(V,T) in Eq. (2.8) should be summed
over only states from this physical subspace.

The next step is to use this theorem together
with its physical interpretation to define a stable-
cluster canonical partition function. We shall
carry out this process when the fundamental par-
ticles are taken to be bosons. For I=i+ 2j set

Q;;(V,T)=TrS(OAMi,jle* 1V, (2.37)

To emphasize the interpretation of @;,;(V,T) recall
that the trace is a sum of diagonal matrix ele-
ments over any complete orthonormal basis {¢,}.
Thus Eq. (2.37) may be written as a sum of terms
of the form

@, IS, A, le 1.7 0,).

In expressing this term we utilized the Hermitian
and idempotent properties that projection opera-
tors have. Since the range of A“[i,j] is com-
posed of only states that initially have ¢ free par-
ticles and j free clusters, one sees that the sum in
Eq. (2.37) is over states exclusively of this char-
acter. Demonstrating the necessary time reversal
invariance of our defining procedure is a straight-
forward exercise. )

Suppose z, to be the fugacity associated with the
free particles and z, that of the two-particle clys-
ters. The two-fugacity grand partition function is
given by

(2.38)

2V, T,2,,2,)= 2 Q(V, T)2\z%. (2.39)
ij .

Once E, isknown the equation of state is deter-

mined in the traditional way’ by

P/eT=(1/V)InE,. (2.40)

The ensemble averages of the number of free par-
ticles N, and the number of free clusters N, are
given by
N,:zizlniz, i= 1,2. (2.41)

Equations (2.40) and (2.41) furnish for us the equa-
tion of state (2.2) when z, and z, are eliminated
in favor of N, and N,.

Examine now the consistency of the two- and
one-fugacity grand partition functions. When
chemical equilibrium has been established then the

chemical potential for free particles, u,, and that
for bound pairs, u,, satisfy the relation

Ky=24,. (2.42)
Restated in terms of fugacities, then
z =22, ‘ (2.43)

The asymptotic completeness condition Eq. (2.28)
implies

> @V, T)=Q,(V,T).

(2.44)
i*2j=1 X
This result, together with the réstriction
z=z,, (2.45)
leads at once to
EI(V,T,Z)=EZ(V,T,Z,ZZ). (2.46)

So when conditions (2.43) and (2.45) are valid one
obtains the same values for the grand partition
function and of course all the same thermodynamic
predictions. Note also that the conditions (2.43)
and (2.45) when combined with Egs. (2.12) and
(2.41) lead directly to the particle conservation
relation (2.1). .

The drawback, inherent in the structure of
=.(V,T,z), is that the possibility that the two spe-
cies are not in equilibrium (z,#22) cannot arise.
Any attempt to obtain the multicomponent equation
of state, Eq. (2.2), will fail because there are not
enough independent fugacity variables to lead to
explicit formulas for the a;;. No such difficulty

‘appears when %, is used.

The two-fugacity grand partition function gen-
erates its own cluster integral expansion. The
cluster expansion here takes the form

=V, T2z =em(V D0V, Tlzd), (247
Y]

and the coefficients b,, are determined by requir-
ing that Eq. (2.47) be identical with Eq. (2.39).
The results for these two-fugacity cluster inte-
grals can be summarized in terms of an Ursell
expansion. Define probability operators W;; to
be

Wi, ..., 0)=iljISOAYY i, jle” By (oD |

. (2.48)
where

Q;;(V, T)=i—!1—ﬂTr W,;. (2.49)
The Ursell operators U;;, , are then

Uso, v(1)= Wy(1), (2.502)

U, v(1,2)= Wy (1,2), (2.50b)



Uso, v(1,2) = Wyo(1,2) = W, o(1)W,4(2),
U,,v(1,2,3)=w,(1,2,3)

— AW, (1) Wy (2, 3) + W,o(2)We, (1, 3)

+ Wo(3Wyy (1, 2)],

(2.50c)

(2.504)

Uso, (1, 2,3)= Wyo(1,2, 3)+ 2, o (D)W, (2 W;(3)
_[WIO(I) WZO(Z! 3)+ Wlo(z)Wzo(ly 3)

+ W,(8)Wy(1, 2)], (2.50e)
Uos,v(1,2,3,4)= Wy(1,2,3, 4)
- Wy, (1,2)w,,(3,4)
+ Wy (1, 3)W,, (2, 4)
+ Wy (1, 9W,(2,3)],  (2.50f)

etc. All the W;; in these equations of course de-
pend on the volume V. The b,; are given by

1
b“(V’T)=_Z:W Tr U, v. (2.51)
The fugacity form of the equation of state follows
from Eq. (2.40) and Eq. (2.47). Thus

P R
S =D b, (V, )izl (2.52)
kT 17

At the same time one may use Eq. (2.41) to find

the densities p, and p, in terms of the fugacity
variables,

P = ‘Zj:ib”z{zg, . ' (2.53)
p,= Z, jb, 2zl (2.54)
1

The density form of the equation of state results
from substituting Eqs. (2.52)-(2.54) into Eq. (2.2)
and eliminating the z; and z, to find a;;. The first
few terms for these virials are found to be

au=1, a,=1, (2.55a)
@02 = =boabots (2.55b)
ay, = =by,bisbel, (2.55c¢)
5= ~boobTs, (2.55d)
Agy= 2Dy b3+ 42 D12, (2.55€)

The fact that both a, and a,, are unity express
the law of partial pressures which is valid at low
densities. Even this most elementary behavior is
not evident in the one-density equation of state
Eq. (2.14), although we know both Eq. (2.14) and
Eq. (2.2) lead to the same values of P/kT.

In concluding this section we note that two-fuga-
city representations of the grand partition function
have been used before by Pathria and Kawatra'?
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but in a somewhat different physical context.
Using the binary collision kernel method of Lee
and Yang,'® Pathria and Kawatra studied a two
species gas consisting of two distinct fundamental
particles. This system also leads to a multiden-
sity equation of state having the form of Eq. (2.2).
Our problem has a richer physical structure since
the second species is a composite bound state
formed from the first elementary particle species.
The difference between the problems of course
leads to differing definitions of @,,(V,T). How-
ever, the Egs. (2.55a)-(2.55€) that link a;, to

b;; are the same for both problems.

III. CLUSTER INTEGRALS

In this section we shall study the cluster inte-
grals as Laplace transforms of the trace of the
few-body time-delay operator. We shall follow
Mayer'? in computing all our physical variables
in the thermodynamic limit. For the problem
studied here this means that the V-« limit of Eq.
(2.52) exists and may be written |

%::,-Zj ¥;,(T)zizd, (3.1)

where ¥;,(T) is given by
¥i(T)= limb,,(V, T). (3.2)

The double series in Eq. (3.1) is assumed to have
a nonzero radius of convergence, and within this
radius of convergence the equation of state ob-
tained by combining Eq. (3.1) together with the
V -~ version of Eqs. (2.53)-(2.54) gives one the
correct behavior of our system in the gas phase.
The reduction of the two-fugacity description to
the standard one-fugacity treatment is easily ob-
tained from the relation

bI(V’T)=.ZZj_lbU(VrT)' } (3.3)

This equation follows from Eq. (2.44) and the
definition of b,,(V,T) in Eq. (2.51). For poten-

_tials general enough to have bound states Ruelle'

has established the existence of the thermodynam-
ic limit. In the work of Bedeaux'® one finds a
proof of the limit b,(V,T)~¥,(T) as V-, All
these results suggest it should be possible to

~ rigorously establish the existence of the thermo-

dynamic limit defined by the modified partition
functions @,;,(V,T). However, in this paper we do
not attempt a proof of the existence of the thermo-
dynamic limit and merely assume its validity.

- In the following we evaluate the Boltzmann-like
contributions to #;,(T). The projection operator
S(i+ 2j) is the sum of the (i + 2j)! permutations of
(i + 2j) objects. These permutations are divided
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into two groups. The first are the direct terms.
These are the permutations that leave the state
with structure £ invariant., This invariance is the
result of the symmetry of the two-body bound-
state wave functions.. The remaining group of
permutations are composed of those particle inter-
changes that remove particles from stable clus-
ters and will be called exchange terms. The
direct terms lead to a Boltzmann-like statistics.
The exchange terms include all the symmetrizing
effects of the Bose character of the system, with
the exception of the two-body bound-state sym-
metry that is explicitly built into the definition of
the direct terms.

Let us discuss why we expect the approximation
of the direct term evaluation of b;; to be accurate
in the gas phase. Consider the two-body case. In
this case the ideal-gas exchange term is known
to be #3=1;327/2, Here 1, is the thermal wave-
length for one particle of mass m, i.e., —(2772/
ka)l/z. We are interested in the behavior of the
remainder of the exchange contributions to ¥,. We
denote these contributions by #$*. For the case of
hard-sphere scattering extensive studies have
been made of this problem. Larsen et al.'” and
Lieb!'® have established that

Y(T) = HU(T) exp{~Em°(@/n, )2+ O (a/0, )],

(3.4)
where a in this formula is the hard-sphere radi-
us. This equation means that the exchange contri-
bution to b’z(T) is exponentially suppressed as
T -, Inthe specific case of helium atoms the
exponential is roughly e-7/2, Thus only within a
few degrees Kelvin of absolute zero is the ex-
change term significant.'®

Next consider the behavior of the three-body
exchange terms. Here the ideal-gas contribution
is #3=23"5/2, In this problem, symmetrization
of the wave function will involve single and double
transpositions of particle labels. Both Bruch®®
and Hill*! have studied this problem for hard-
sphere scattering. Again, it is found that the ex-
change contributions decline exponentially in 7',
We interpret these results as arguing that all ex-
change terms become negligible relative to the
contribution of the direct terms, provided that at
short distances the force is strongly repulsive.

It should be emphasized that the problem studied
in this paper is more complex than the hard-sphere
problem we mention above since we have stable
bound clusters. To the best of our knowledge no
systematic study has been made of exchange effects
for cluster integrals when stable clusters are
present. ‘

We turn now to the evaluation of the direct-term
contributions to b;;. We will compute b,,, b,,,

by, and by,. This list of cluster integrals involves
different few-body scattering processes. The first
is a two-body scattering, the next two cluster
integrals involve three-body scattering, and the
last is a four-body problem.

In order to clarify the logical structure of the
proofs that ensue we list the general physical fea-
tures of scattering theory needed below. They are
(a) the wave operator statement of energy con-
servation and (b) the operator definition of time
delay. The proof will also exploit the cyclical in-
variance property of the trace. We, however, do

not attach any physical interpretation to this math-

ematical property. Rather than develop an ab-
stract general notation suitable to carry out a
general evaluation of b;;, it seems more instruc-
tive to study several specific cases. To illustrate
the situation consider the forms (a)and (b) take in
the two-particle problem.

First, (a) is technically known as the inter-
twining property and is given by the statement

oS5t = Q5 ng. (3.5)

The notation for the wave operator in Eq. (3.5) has
omitted the partition label £, since in this case
only the partition (1)(2) is possible. Consider the
form property (b) takes in the two-body case. For
any incident wave packet f the “freely” evolving
system is

o, ()= e Ml . (3.6)

The exact solution ¥,(¢), whose time displacement
is given by #,, satisfies the boundary condition

lim [ ¥,() - @,() | =0. (3.7
The ¥,(¢) determined by Eq. (3.7) is
V(1) = e 2t QL (3.8)

Recall that %X, given by Eq. (2.17) is proportional
to the spatial vector separation of the two parti-
cles. About the point X, =0 define a sphere of
radius R and let P(R) be the projection operator
defined by this sphere: P(R)/(%,)=fX,) if |%;|=R
and zero if |X;| >R. The quantity

r,&:0= [ [IP@%0]*- [P@e,0]5a 6.9

is the difference in transit times across the sphere

" R for the exact and “free” waves. The Hermitian

operator that is related to T,(R;f) is determined
to be

(p!|q(E,R)|py)
=Tmp@ | PR)Q -PR)|D), (3.10)

where



T, ()= 2ff*(f>)5(E _E)

X<5'Iq(E,R>|ﬁ>f(ﬁ)dﬁd5'. (3.11)

The momenta P appearing in these formula is that
defined in (2.18) with i=1. The equivalence of
expression (3.11) for T,(R;f) and that of Eq. (3.9)
follows from using the intertwining property (3.5)
and the evaluation of the time integral. In Eq.
(3.10) the p,p’ are unit vectors in the direction

of p and p’. On the right-hand side of (3.10) the
vectors P and P’ have lengths determined by the
energy, E=p2/m=p|2/m. The family of operators
given by the kernels (5’ |¢(E,R)|p) have a limit
when R - *« in the sense that there exists an opera-
tor ¢(E) acting on the space of L(},) such that

6(E E)

Hmrw;n=2 [ @)

x<z3'|q(E)|5>f(ﬁ)d5d5'. (3.12)

Derivations of this and other two-body time-delay
effects may be found in Refs. 2, 5, and 22-24,
We quote without proof the result for #,,(T)

bl (TY= 23/2 1 L 8B

20( )— 2‘—)\? % A e trq(E)dE. (3.13)
The prime on b},(T) reminds us that we have
evaluated only the direct part of #,,(T).

The demonstration of Eq. (3.13) may be obtained
using the arguments of I or taking the more com-
plex proof of the form for b,, given below and
tailoring it to the simpler problem here.

It is important to understand the physical char-
acter of formula (3.13). The time-delay operator
q(E) has a direct relation to the resolvent opera-
tors for complex energy z, 7,(z)=(h3~-2z)" and
7(2)=(h,-2)™, namely,

2Im Tr[7(E +i0) -7 (E +40)] =tr q(E). (3.14)

The left-hand side of Eq. (3.14) is easily seen® to
be the change of state density at energy E produced
by the interaction V,. Thus Eq. (3.13) is just the
familiar Laplace transform of the change of state
density. '

It is useful to have a check on the result found
in Eq. (3.13). If one defines an energy-dependent
S matrix, s(E), by the relations -

SZ= Q(-)TQ(*)’ (3.15)

@ 1S.15) =2(1/mp)6(E’ - EXH' |s(B)|), (3.16)

then a known?2-%¢ form for the operator ¢(E) is
) d
=it =
q(E)= —is"(E) 7B s(E). (3.17)

Placing representation (8.17) into Eq. (3.13) re-
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covers the Beth-Uhlenbeck?® phase-shift form of
the second cluster integral valid for distinguish-
able particles. One also observes that when the
S-matrix form of time delay is placed in Eq. (3.13)
then the solution takes the form that Dashen ef al.?
describe. An additional feature peculiar to the
two-body cluster integral is that we can avoid the
direct term expansion and exactly evaluate #,,.
However, when we go to cluster integrals involv-
ing three or more particles we have not yet found
a way to represent all the symmetrization effects
exactly. So we have chosen to treat all the cluster
integrals in the same direct term expansion.

With the computation of the direct part of #,,
complete let us consider ¥, and #,,. Both of these
cluster integrals involve three-particle scattering.
The first involves a scattering that has two asymp-
totically free fragments—one fragment a two-
particle cluster, another fragment an elementary
particle. The second cluster integral involves
three fragments, each an elementary particle.
Before we can evaluate these cluster integrals.it
is necessary to understand in greater detail the
two-Hilbert-space scattering theory for the three-
body problem.

The coordinate systems for the three-body prob-
lem are given by Eqs. (2.17) and (2.18). We shall
adopt a special notation for these coordinates.
Consider the specification of the position of the
particles in the center-of-mass frame. Let the
permutation 7 of particles ( 1,2, 3) take on the
three cyclical choices—(1,2,3), (2,3,1), and
(3,1,2). Then formulas (2.17)~(2.18) give us
three sets of Jacobi coordinate variables—
(X,q,X;1). We shall relabel these three pairs of
vectors, respectively, as (J,,%,), 7,,%,), and
(¥,,%,). This change of labeling returns us to the
notation used in Faddeev’s work. Take a,3,¥ to
be cyclic over (1,2,3), then the variables (¥,,%,)
have simple physical meanings. The variable §,
is the vector separating particles g8 and ¥, where-
as X, is the spatial separation of particle @ to the
center of mass of the pair (8,7). The momenta
conjugate to (¥,,%,) will be d,;D,).

The two-Hilbert-space scattering formalism is
the basis of our derivation of the values of ¥,
and #,,. Let us define those features of this for-
malism used in the proof. As before the allowed
partitions & of the three particles are (1)(2)(3),
(1)(23), (2)(13), (3)(12), which we identify with
a=(0,1,2,3). The time evolution of this system
is controlled by the various three-body Hamil-
tonians k; and k$, (@ =0). For the remainder of
the description of the three-body problem we shall
drop the ubiquitous subscript 3 appearing on all
the Hamiltonians.

Long before or after the collision the motion of
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the system is determined by the asymptotic Ham-
iltonians 2% and consists of freely moving particles
and clusters. We now want to describe the wave
packets that characterize this asymptotic channel
motion., Let us consider the @ channel. The clus-
ter (By) will be described by the bound-state wave
function ¥(gd,) that satisfies Eq. (2.32). We shall
need an additional function to describe the rela-
tive motion of @ and the center of mass of the pair
(87). Clearly the appropriate variable is p, and
we shall indicate the related wave packet by f, (D).

So the @ channel motion is described by f, (®,)¥(d,).

Since ¥ is a known function all the nontrivial in-
formation about this channel is given by f,. For
fo to be an acceptable wave packet it must lie in
the space of square integrable functions, viz.,
fo€bho=L%D,). Here the symbol b, will repre-
sent the Hilbert space L3(p,). The identity for
this space will be represented by E“. In effect
the function £, is like a two-particle wave packet
except that one of the particles is the cluster (By).
For the three-free-particle state we have all six
degrees of freedom present and the related wave-
packet function will have the form f,(§,q). The
space for f, will be §,=L3(,q), and its identity
E°,

At this point it is useful to construct Hamilton-
ians that act in the channel spaces §,. These new
Hamiltonians are suggested by the following con-
siderations. The asymptotic motion of the cluster
a is given by £, ®,)¥(d,). The corresponding Ham-
iltonian is 2% One has then

BN = (32 L) L BNE), (319

where v, is the two-particle potential for particles
B and ¥. Using Eq. (2.32) this may be written

R o Ba)P(da) = V(@07 o Bo)- (3.19)

The operator %* is called a channel Hamiltonian.
It operates on the space b, and by comparing Eqgs.

(3.18) and (3.19) is seen to be
=32 /m —¢,, (3.20)

and physically corresponds to the total amount
of energy available in the @ channel. For the
a =0 case there are no stable clusters so that

no=n°, (3.21)

The channel injection operator [denoted Jg;q-1n
Eq. (2.29)] is defined as the mapping from the
space b, to h=L3p,,d,) given by

[Js,mfa](ﬁayau)'_'fa(ﬁa)Zp(aa)y a>0y (3022)

with J,,,=E°. The adjoint of J, is easily found to
be

[ o f1Ba)= f Y(@a) ¥ Bar8a) s, @>0.  (3.23)

The operator J;;, may be used to restate Eq.
(3.19) so that it reads

W50 =ds, oj‘a . (3.24)

Now the scattering problem may be given a

.simple statement. Let f, specify some incident

wave packet in channel @, The free evolution of
the system is

B, ()=e7 ", fo. (3.25)

One seeks the exact solution of the time-depen-
dent Schrodinger equation,

za—\l;ﬁt@ =V, (t), (3.26)

that evolves from ®,(¢), i.e., that satisfies

lim || ¥, () - ®,@)| =0.

f> meo

(3.27)
The unique solution of this problem is given by
v, () =e Q) f,. (3.28)

Equations (3.28), (3.27), and (3.25) are the basic
ingredients from which the multichannel time-de-
lay operator is constructed.

One may now state the technical form features
(a) and (b) assumed in the three-particle case.
The intertwining property (a) is

hQTe = Q41 00%. (3.29)

This equation is the abstract form of energy con-
servation and means that the exact wave function
(3.28) has the same energy as the incident wave
function (3.25). The second feature of scattering
theory (b) needed to construct the solution of the
¥,, problem is the multichannel time delay. Let us
define this observable and write down the Hermi-
tian operator it generates.

Denote by R the radius of a six-dimensional
sphere whose origin lies at the three-body center
of mass. Associate with this sphere the projec-
tion operator P(R) defined by

. 1
P(R)f(ia;Ya)=0’ if _x?x+ﬁyi>R
V3 (3.30)

=fX,,V,) otherwise.

The combination of ¥% and y2 is the radial distance
of the point (X,,¥,) from the origin. The time de-
lay for the state initiated by f, is the integral

To®sf)= [ IP@RWO]? - | P@@0)] 2 ar.
' (3.31)

This has the same physical interpretation given
earlier to Eq. (3.9). The time-independent opera-
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tor that also constructs T,,(R;f,) is®
(PaldaalB,R)|D4)
=31mp o B| NP RIE) —ILo PR 430 |Bh),
(3.32)

where P, and P, are constrained by energy conser-
vation to be E=3p2 /m —€,=3p.2/m — ¢, for.a>0,
In terms of the kernel (3.32) 7,,(R;f,) reads

'Tsa(R;fa)g ;n?ff: )6 (E =E")
X Bl | dualB,R) | Podfo@a) do dBl
(3.33)

As in the two-particle case the R -« limit exists
and may be represented by an operator q,,(E),
viz.,

P TR, o) =5 [ £ 2GLIOE - BY)
X(PaldaalB)|PafolPa) dBa dPl.
(3.34)

_An appealing aspect of the time-delay operator
du«(E) is its simple connection to the multichannel
S matrix. Technically the S matrix is a mapping
from the Hilbert space b, to §, defined by

Sas=Q5AQ4). ' (3.35)

From this basic definition one can obtain an ener-
gy-dependent family of equivalent reduced S-ma-

J

by, (V, T)= V2 Tr o {S(3)AL1, 1]e™s, (0B _($(2)A[0, 1]e 2, v B)g o84y, v},

The subscript (V) on the trace means that the trace
is evaluated only for coordinate positions that lie
inside the volume V., Examine the trace in Eq.
(3.38) for the direct terms. Look first at the
second term, which basically involves only two-
particle scattering. The two-body symmetric
projection operator for particles @ and 8 is S(2)
=2"Y(E,+ Tyz). The operator T, is the permuta-
tion that transposes o and 8. Since the bound-
state wave function of particles @ and g [¢ in Eq.
(2.32)] is symmetric, one has the identity

S(2)A[o0,1]=A[0,1]. (3.39)

As a consequence, the symmetry operator has
no overall effect on this group of two-body terms.
Note also that this term is independent of the par-
ticle labels that appear in H, , and H, ,. This is
because the particles have identical masses and
potential interactions.

The first term in Eq. (3.38) is a three-body

trix operators by factoring out the energy & func-
tion in S to give

e >, 3 6 E —E' -~ -~

<pa ISaBIpB = —2% m}; <p0t ‘SaB(E)lpé>;

(3.36)

- apn BPSE-FE), A )
BolSos| B = T W(pols@(lﬂlm-

In the notation for momenta we have used P, to
represent the six-dimensional point (§,,P,) and
(po,Do) to represent the spherical coordinate de-
scription of P,. The relation between the mea-
sures associated with B,,d,) and B, is p5dp,dp,
=dp,dd,. The kernels on the right-hand sides of
Egs. (3.36) define the reduced S-matrix operators.
In Ref, 5, ‘it is shown that

3
. d
qoa(E)=~i r§=0ﬁ sla(E)———-dE Sy(E), a>0. (3.37)

For the collection of channels that involve only two
incident fragments, this equation gives us the
basic link between g4, and s,g. This result is not
used in the determination of the cluster integrals
¥, or ¥y, but is required if we are to evaluate
the time delay for specific potentials. This simple
relation (3.37) is altered when one examines the
three fragment channel, a=0,%3°

With the necessary elements of the three-body
scattering formalism described we turn to the
computation of #,,. The derivation starts from
the definition of b,, found in Egs. (2.50d) and (2.51).
Thus .

(3.38)

-
scattering operator. Consider the effect of S(3)
on this term. The projection operator S(3) is de-
fined as

S(3)= (1/3!)MEs+ Top+ T o+ Tay+ T agy+ Tgy). (3.40)

Here T, is the cyclic permutation of @,8,7.
Again because of the symmetry of ¥(§,) we have

T oapd 350 = 5590 (3.41)

When Eq. (3.41) is combined with the relations
[T 4s,h5]=0 and [T, k%] =0 it follows from the
definition of Q) that

TaBQ(*) =M

337 = S35y (3.42)
Thus of the six permutations in S(3), two—E, and
T ,s—give us the identity when they act on Q).
The other four lead to exchange terms. These ex-
change terms always transform at least one par-
ticle out of the two-body cluster in.Q¢!). The di-

rect term portion of S(3) is then |,
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S(3)A[1,1]=(2/3!)A[1, 1]+ exchange terms.
(3.43)

The infinite volume limit of the direct part of b,,
can be written

33/2 1 3 . g
b,(T)= bl 52 Tr[Qé;LQ;*;LTe Bh‘Js;aJ;;ae ) P
1 9 an

(3.44)

The factor 3°/%A;% comes from doing the infinite
volume center-of-mass integration. The trace is
now that of space §,.

We connect this expression for by, to the time-
delay operator by several simple steps. The pro-
jection operator P(R) converges strongly to the
identity E° on §,. Thus we may insert P(R) before
the square bracket term in Eq. (3.44) if we take the
R - limit of the modified expression. So

33/2 1 . 3 a
bu(T)= 533 Him 3 TrP®R) e g
=

_Jg;ae"”;aJ;';a] .
(3.45)
In writing representation (3.45) we have used the
intertwining property in the two forms (3.24)
and (3.29). Now invoke the cyclic invariance prop-

erty of the trace to obtain the form of the time-
delay operator found in Eq. (3.32). So one has

, 33/2 1., . .

‘ b, (T)= 3 Lim g; Tr[Q$NPR)QS)
o
~JL P(R) ;0] .

(3.46)

The trace here is that appropriate for the space
that defines the domain of Q;;; —namely, the Hil-
bert space b, =L3H,). This trace may be ex-
presséd as an integral over dp, so that Eq. (3.46)
becomes

33/2 eBEZ 1 o
b, (T)=~—-—2:—f e trg, o (E - €,) dE.
11 Xf 277 3 A qo ( z)

(3.47)

Inside the integral we have the trace of the re-

duced operator q,.(E), viz.,
trgaa(B)= [(BoldaalE)|Ba)dpa. (3.48)

Formula (3.47) is our principal result for 5},.

A few general observations about this formula
are in order. Like Eq. (3.13) for b4,(7), the form
of the cluster integral is a Laplace transform of
the trace of the time-delay operator for the scat-
tering processes that are defined by the cluster
configuration [1,1]. A new feature in formula

16
(3.47) is that the cluster integral has an exponen-
tially divergent behavior as 7— 0. This is a uni-
versal aspect of cluster integrals that involve
scattering of one or more bound composite ob-
jects. Technically this behavior is a consequence
of the fact that the scattering continuum of %,
(which begins at —¢,) is shifted a finite amount
from the unperturbed continuous spectrum of 43
(which begins at 0). If one has » bound two-body
clusters in the collision process then the factor
ez is replaced by e™¢2,

The remaining three-body cluster integral left
to evaluate is #,,. The analysis in this instance
differs from the two cases treated already. The
collision involves three fragments all of which
are initially free. The absence of stable clusters
here makes the formalism look like an N-body
extension of the two-body theory. The new ele-
ment is that disconnected scattering is possible.
For example, one may have initial physical states
wherein particles g and v collide, while the third
particle is a spatially remote spectator. These
states lead to scattering amplitudes characterized
by generalized functions and need be analyzed with
care. .

Prior to finding ¥,, we must introduce a mathe-
matical description of the disconnected scattering
events and provide a suitable definition of time
delay in this channel. Let f, be any function (wave
packet) in h,. The free evolution of the system is
given by @,(¢) from Eq. (3.25). Likewise the exact
state vector for this initial state f, is ¥,(¢) as ob-
tained from Eq. (3.28). Now let us write down
time evolving states consistent with a spectator
scattering process. Suppose particle @ is remote
from the pairwise collision of 3 and y. Such a
state would effectively evolve under the action of
the Hamiltonian #$. The time-dependent state
vector is

V3= e WL, (3.49)
where again ¥ converges to &, as f— — «:
lim [ ¥ () - @,(t)|| =0. (§.50)

It is not difficult to see that the wave operator

W must be
W=E*®Q{(8,y), >0, (3.51)

where E® is the identity on b, and Q¢ (8,7) is the
two-body Moller operator for particles g and y.

- These spector wave operators W’ satisfy the

intertwining relations

WS = wns, (3.52)

From these objects we construct the @ =0 chan-
nel three-particle time delay. The goal of our
definition is to isolate the delay that is caused by
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genuine three-particle collisions with the effect

of all two-body-like spectator processes removed.
The time integral of the difference ||P(R)¥,()]?

- | P(R)®4(t) | 2 would give one a delay that both
the genuine and spectator collisions contribute to.

J

T(f,) = lim

R—>

<][P(R)\llo(t) 2 - 23 [PR)¥E®)]? +2|PR)®,)| 2>dt-

On the other hand the integral of the difference
PR 2~ | P(R)®,(t) ]2 is just the delay at-
tributable to the a-spectator component in ¥ (¢).
Removing the effect of all three spectator solutions
leads to the definition '

(3.53)

The function T'(f,) is the connected three-particle time delay for state Joe Th1s definition can be
transformed into a time- mdependent form. In terms of the spherical coordinate representation (p,, po)

one finds

T(fo)": ff(ﬁo)* §‘(‘E‘_‘-E—I)<5OI‘IOO(E) Iﬁ(’)) fo(ﬁg) dﬁodﬁoa

Mo Do

where operator ¢,,(E) is the R -« weak limit of

<§0I‘I00(E,R) |56> = 277""0?3(1’0[ ng‘))'P(R)ng(’,

=3

The length of the radial vector P, is given by
po/2my=3p%/m+qs/m=h3,

where m =312 m

(3.54)
W' P(RYWS + 2P(R) (B (3.55)

=1
(3.56)

All the necessary structures for the computation of ¥,,(T) are in hand. Again the derivation will rest on
(a) the intertwining property as stated in Eqgs. (3.29) and (3.52) and (b) the definition of the connected
three-particle time delay, Eq. (3.55). The formula for b,,(V,T) given by Egs. (2.50e) and (2.51) is

bBO(V’ T)= Tr(v){s(s)A(ﬂ[s’ O]e'BHS,V("" éﬂ) + %e“{g-V(“'B’” —(S(Z)A(*)[Z, 0]e-BH2’ V(“'B))®e'5”i,V(7)}.

Consider the direct and exchange term expansion
of b,,(V,T). Because there are no bound clusters
the direct térm for the symmetric projections

S(n) is (1/n1)E,. All other terms are exchange
terms. Thus the direct part of b’so(T) in the infinite
volume limit is

33/2 (+) (+)1 Bh
b;o(T)- F3_'Tr 93'093

-Bh% 810
L3 WOIWE e 2k )

@=1
(3.58)

The center-of-mass integral in b}, has been com-
pleted leading to the‘thermal wavelength factor
A33%/2, Now introduce the operator P(R) and take
limit R -, So Eq. (3.58) can be modified to read
33/2

1 lim TrP(R)

bl )= v 3T

-8R0 -0 «BH0
x (sz;;g,e QU _ 37 WO o )

a=1
(3.59)

The cyclicé.l invariance property of the trace al-

(3.57)

r
lows us to write

, 33/2 1 N .
b3olT)= 33~ 37 Aimm (Qé,éfp(R)ﬂé,é

*P(R)W‘*’ + 2P(R)> 810, (3.60)

H[*’Jw

By comparison with Eq. (3.55) and the introduction
of the diagonal form for the trace gives the final
result

’ 33/2 11 ” -BE 3.6

bso(T)=_X?f—§v!—E . e trqoo(E)dE, ( . 1)
where

trqoo(E)= f<5o'qoo(E)|Igo>dﬁo' (3062)

If Eq. (3.61) is contrasted with the formula for
b1,(T) we see that there is no exponential depen-
dence on B¢, in b;,(T). This is because the three
fragments that appear in b,,(T) are all elementary
and not stable clusters.

The result arrived at in Eq. (3.61) is similar
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to the one given by Bedeaux.? One difference is
the Bedeaux considers only the problem of a quan-
tum gas that does not have stable clusters, so he
evaluates J,(T) instead of our modified cluster
integral b,,(T). Also, of course, the time delay
and S-matrix operators differ substantially in the
two problems.

IV. THERMODYNAMICS

The previous section has demonstrated how to
obtain explicit expressions for the multicompo-
nent cluster integrals that appear in the two-fuga-
city grand partition function. This section begins
with a brief consolidation of the cluster integral
results. Then we present the forms of several
of the functions that determine the thermodynamic
behavior of the system. We compute formulas
for the two-density virial coefficients that define
the multicomponent equation of states. The chem-
ical mass action law predicts the ratio of species
as a function of temperature when the species are
assumed to behave like an ideal gas. A general
form of the chemical mass action law is found and
the effect of the interactions between particles is
determined in terms of a density expansion. The
section also includes a study of the internal energy
of the system. Again a virial-like density expan-
sion for the internal energy is given and the co-
efficients in this expansion exhibited.

Consider a generalized notation for the cluster
integrals. Two cluster integrals do not involve
scattering. These are ¥,,(T) and #,,(T). Their
values,

Bro(T) =22, By (T)=27%P%, (4.1)

follow directly from their definitions. Here X, is
the thermal wave length for the bound cluster
having mass 2m. All other cluster integrals in-
volve scattering. We claim the general solution
may be written

eiBez G+ 2j )3/2
P

béj(T)= Lij(B)’ (4~2')
where L,,;(8)isthe Laplace transform inthe energy
variable of the 7j-channel time delay:

Lij(B)='——21ﬂ L‘we-BEtij(E)dE- (4.3)

The real function #;,(E) is the trace of the time-
delay operator for n=1:+ 2j body scattering for
distinguishable particles. The boundary conditions
for this n-body scattering is that it be initiated in
one of the (identical) channels specified by [¢,7].
We have demonstrated that

tzo(E)=trq(E), (4.42)

1 (E)=trqq.(E —¢€,), a>0 (4.4p)
tyo(E)=trgqq(E). (4.4c)

In Eq. (4.4b) any value of a(=1, 2, 3) may be used
since the fact that potentials are the same between
all pairs of particles means that all ¢, (@<0)
have the same trace. We have also evaluated the
result for by,, the four-body two-on-two channel.
The proof has been omitted from Sec. III since it
is nearly a copy of the proof for b;;,. One only
need to replace the three-body channel injection
operator J;, by its four-body counterpart and use
the analogous four-body wave operators.

Of course the formulas (4.3) give only the direct
term contributions to b’i ;—all cluster-destroying
exchange terms have been dropped. We expect
formulas (4.2), (4.3), and (4.4) to be valid for all
values of 7 and j. This expectation is based on the
observation that only two universal properties of
two-Hilbert-space scattering theory—(a) the inter-
twining property and (b) the definition of a con-
nected n-body time-delay operator—are needed
to derive (4.4a)—(4.4c). A last comment concerns
the statistical factor 1/(i!j!) appearing in Eq.
(4.2). This factor is 1/n! of the number of dif-
ferent channels labeled by [7,7] times the number
of distinct permutation operators in S(i + 2j) that
leave the [4,7] cluster structure invariant. There
are n!/[i!(21)%!] channels and 2/ invariant permu-
tation operators.

Let us turn now to the virial equation of state.
Using Egs. (2.55a)-(2.55€) and substituting Egs.
(4.1)~(4.4) leads to

a(T)= 32 2L [ o551, () a, (4.5)
(4]
TE) S Y
au(m=2(5)" fo eEt (E)dE,  (4.6)
aoz(T)=—7t§21/2§1ﬂ— f et ,(E)dE, (4.7)
(1]

o 93 /2 1 o . 2
a3o(T)= K14 —2—T— 5 f e t20(E) dE)
? 1]

33/2 1 o _
2 oo fo ¢ 5 (E)dE,  (4.8)

etc. A number of interesting features appear in
these equations for a;;(T'). The principal effect
of the fact that b,; is cluster integral with j sepa-
rate two-body bound states is the exponential
e’®¢2 term in Eq. (4.2). This term diverges as

T -0 and so dominates the behavior of Eq. (4.2)
for small (kT <«<¢€,) T. We note, however, in all
the formulas for a;; that the exponential behavior
and all dependence on €, is cancelled out. Basic-
ally the effect of a factor e’?¢2 is to control the
relative amounts of N, and N, and has no effect
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on the multispecies virial. By way of contrast
examine the one density equation of state (2.2).
Here the virial is

a,(T)= -v(zm by 2 = f “’Etzo(E)dE> (4.9)

This equation retains the exponential in €, because
the equation of state (2.2) does not reflect the two-
species character of the system.

An attractive feature of our formulas for the
virials a,;,(T) is that each depends on just the
scattering process determined by its ij label. For
example, a,,(T) is controlled by the scattering of one
freeparticle from one free cluster. Another conclu-
sion emerging from these equations is obtained by
comparing a,,(T) and a,,(T). These virialsbothre-
late tothe scattering of two fragments. Inthe first,
a,,(T), the fragments are elementary. Inthe second
they are composite two-body clusters. Nevertheless
the structure of the formula for the two virials
is identical if one changes the thermal wavelength
to include the mass of the fragment. All of the
composite effects in the four-body a@,,(T) are con-
fined to the function £,,(E)—the four-body time
delay.

The formulas (4.5)-(4.8) also provide a simple
physical picture of the role of the microscopic
scattering process in determining the behavior of
the equation of state. If V and T are held fixed,
then for ¢,,(E)>0 the pressure is decreased rela-
tive to the multispecies ideal gas law. If ¢;,(E)
<0, the case for repulsive potentials, then the
pressure is increased. The condition ¢;;(E)>0
implies the fragments may stay together in the
collision process longer than the same fragments
but evolve without interfragment interactions.
Thus the interactions are effectively creating extra
space for the particles to exist in relation to free-
particle dynamics. This is a quantum version the
co-volume approximation used in obtaining the
van der Waals equation of state. Here the equiva-
lent prohibited co-volume is the relative velocity
of the fragments multiplied by the time delay.
This effective restricted volume depends on the
energy of the collision process and may be both
positive and negative in magnitude.

The next thermodynamic function that we shall
discuss is the internal energy of our system. The

“energy U is defined from the grand partition func-
tion to be

U= ——-1n~2| (4.10)

9
In terms of the cluster integrals the energy per
unit volume is determined from Eq. (4.10) to have
the-form

21. 25

=\ 9
— (4.11
7k )
The fugacity dependence z, and z, will be elimin-
ated and Eq. (4.11) replaced by a density expan-
sion in p, and p,. Two identities control the fol-
lowing results:

3.1 _ 1,

RV, (sz), (4.12)
9 . A 9 \
-a-ﬁ.-y“=]€25”_%kT&f”+b'”%lnL“(B). (4.13)

The first follows from the definition of the ther-
mal wavelength, the second from the relatlon
(4.2).

We define the general form of a multidensity
expansion of the internal energy to be

U+te i
____VzN____z = Z cij(T)pipg ’

and seek to determine the coefficients c,; ,(T). If
we substitute Eq. (4.13) and the fugacity density
expansions (2.53) and (2 54). we find that Eq.
(4.14) becomes

3 5.
¥,, ~kT —— InL,, ziz
; ij 2 BB (¥}

0y il jl i Y2} "ll jll j
= z Cij 2 by pzy 23 2 J"bmmzy 2y ) .
i7 i g '

(4.15)

(4.14)

Equating the coefficients of the linear terms in
z, and z, leads at once to

1o=cm=%kT- (4.16)

Thus Eq. (4.14) becomes

U(T)=3kT(N,+N,) =Nyp+ V 3 c,y(T)oip. (4.17)
i+j=2

The first two terms here provide us with the re-
sult of the equipartition theorem. The third term
is the energy stored in the N, bound clusters.
The last term is clearly the energy of interac-
tion of all the particles in the gas and vanishes as
the density of the system N/V goes to zero.

Let us compute quadratic terms in this density
expansion, that is, all ¢;; with i+j=2." Equating
the coefficients of z%, z,z,, and z2 in Eq. (4.15)
determines, these quadratic ¢;;. A little algebra
shows

T =Ny o f (E—akT)e'BEt”(E)dE (4.18)
where ‘
dy=dy=V2, dy,=4, i+j=2. (4.19)
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So again we have found that density deviations of
the internal energy from that of a two-component
ideal gas is proportional to a Laplace transform
of the weighted time-delay structure (E - 2rT)
Xt;;(E). In calculating specific heats from Eq.
(4.17) one must recall that both N, and N, are
temperature dependent.

The last thermodynamic aspect we treat is the
chemical mass action law. For the simple chemi-
cal reaction in this problem this law states that
pf/p2 is a constant dependent only on temperature.
This is strictly true only in the limit of ideal
gases. We shall express the deviations from this
ideal-gas behavior by a density expansion. Com-
puting the ratio p?/p, by employing the cluster
integral expansions (2.53) and (2.54) will give us
series expressions in the fugacity variables z; and
z,. To eliminate these variables in favor of den-
sity variables consider the inverse of Eqs. (2.53)
and (2.54), viz.,

o by 2 b
z, == -2 p2 - 0,0+ 0" (4.20)
! b!.O bfo ! blz.ob 1 1z ’
p2 bOZ 2 bl.
z,=—2 —2-2p2_ PP+ 0" (4.21)
2 bO!. bgl 2 blobgl 1z

Now find p2/p, by computing the ratio of by,z,0,
and (b,2,p,)%. Use the fact that at equilibrium z?
=z,. After a little algebra one obtains

Bi-_-__,_e-ﬁez [ 4020 _ by
Py 28727 1+ b%s 010001 P
2b 2b
(=20 -i>10 +]
(bmbm b3 /2 ‘

The temperature-dependent factors multiplying p,
and p, are ‘

(4.22)

2b 20y, _ A2 ("
ket § S+ B § -BE[ 6(3\3/2 _
bbe T 5 o fo eF[2(2)°7%,, (E) - tp(E)] dE.

(4.24)

Equation (4.22) represents our expansion of the
chemical mass action law. The first term gives
just the standard ideal-gas result. The density-
dependent terms exhibit the deviation from the
ideal behavior produced by the collision processes
in the gas. The term proportional to p, is domi-
nant at high temperatures (T > ¢€,) and the p, term
dominant at low temperatures (kT <¢€,). In this
calculation we find again that the coefficients of
the expansion are independent of the cluster bind-
ing energy €,. This bound-state energy only enters

the multiplicative factor in representation (4.22).
Consider for a moment the relation between the
equation of state Eq. (2.2) and the expansion (4.22).

If one wants to compute the pressure P from Eq.
(2.2), knowledge of the virials a;;(T) is insufficient.
One must also know p, and p, as a function of tem-
perature. Since the total density p=N/V is inde-
pendent of temperature one may use

p=p, +2p, (4.25)

to write Eq. (4.22) as an equation in one variable;
say p,. Thus Eq. (4.22) determines p, and p,. As
a consequence the state of the system is only com-
pletely determined when the multispecies equation
of state Eq. (2.2) is combined with the generalized
chemical mass action law Eq. (4.22).

V. CONCLUSIONS

We have provided a thorough investigation of an
interacting quantum gas, wherein the bound-state
and continuum behavior of this N-particle system
are treated simultaneously. Basically the exis-
tence of the stable clusters has forced on us a
modified definition of the canonical partition func-
tion that rests on the n-particle asymptotic com-
pleteness theorem. We obtain the cluster integral
expansion for this multispecies gas and evaluate
these cluster integrals in terms of appropriate
Laplace transforms of the trace of the multichan-
nel time-delay operators. In exhibiting the equa-
tion of state, the internal energy, and the nonideal
version of the chemical mass action law, the role
of the bound cluster has been completely de-
scribed.

In the two-particle cluster integral problem
Uhlenbeck and Beth?® long ago constructed a solu-
tion that employs just the derivatives of partial-
wave phase shifts. In the three-body cluster inte-
gral problem for the case where there are no two-
body bound states (and thus no multichannel as-
pect), Larsen and Mascheroni®® found a represen-
tation of the solution in terms of three-body phase
shifts. We note, however, that when a stable two-
particle cluster exists then these phase shift solu-
tions for ¥,(T) must fail or undergo substantial
modification, Collision processes like breakup,
where the initial and final state differ by three
continuous degrees of freedom, have notyet been
given any phase shift description, What is taking
place in this example for the term b,,(7T) is that
the trace of the time delay operator is replacing
the phase shift as the general descriptor of the
scattering process.

At a fundamental level our solution for the multi-
species equation of state andthe other thermodyna -
mic functions exhibit the precise relationship be-
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tween the details ofthe microscopic quantum scat-
tering and the macroscopic behavior of the system.
Our solutions show that the only aspect of the
collision process that has any effect on the ther-
modynamic behavior of the system is time delay.
In the scattering channels where there are only
two asymptotic fragments a simple relationship
with the S matrix as indicated in Eqgs. (3.17) and
(3.37) exists. Here the time-delay operator may
be thought of as the logarithmic energy derivative
of the multichannel S matrix. The case of three
free fragments shows that the time delay must be
expressed as a connected group of logarithmic
S-matrix operators® plus a term due to the known
three-body rescattering singularities. The appro-
priate formulas are given by Buslaev and Merku-
riev.*® These formulas indicate that the three frag-
ment channel has a time delay that is still just a
function of S-matrix operators. Thus all the clus-
ter integrals may be written as functions of S-
matrix operators. This important fact has been
stressed by Dashen et al.?” Through the cluster
representation of the grand partition function one
now has an S-matrix definition of statistical mech-
anics. In high-energy particle physics often one
will have an S-matrix description of systems for
which there is no Hamiltonian. In this case we
may use the S-matrix form of the grand' canonical
partition function as a natural although admittedly
ad hoc extension of statistical mechanics.

At a practical level we anticipate that our solu-
tions will be an appropriate starting point for
realistic calculations of the higher virials, Equa-
tions (4.2) and (4.3) would seem to be the place to

_introduce either classical or semiclassical ap-
proximations for the cluster integrals. Note that
one can use either the time delay or S-matrix
realizations of our results in attempting to find new
approximations. As a simple example consider
the computation of @y,(7T). This virial coefficient

dominates the equation of state at low tempera-
tures where p,> p,. To find a,, exactly one needs
to solve the four-body scattering problem. How-
ever, for low collision energies 2T'<e,, the two
clusters will scatter without breaking up. Thus
we can introduce an effective intercluster poten-
tial and treat the scattering as a two-body prob-
lem. From this two-body problem we can compute
the phase shifts from Schrodinger’s equation and
so arrive at an expression for the four-body time
delay

loa(E)=2 3 (214 1) 2mE) (5.1)
1=0

This procedure in fact is the one followed in intro-
ducing the Lennard-Jones potential to approximate

- the atom-atom interaction in treating nonideal

gases. Clearly this approach ignores the com-
posite character of the atoms.

A second practical calculation to be expected
from these results is to use them to predict the
high-temperature behavior of the virials a;,(T).
One can on the basis of the spectral property for
time delay develop few-body Levinson’s theorems
valid for the scattering of an entire wave without
the introduction of a partial-wave analysis.® It is
then expected that these theorems will dominate
the high-temperature behavior of the virial co-
efficients. :
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