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We consider the self-generated dc magnetic fields due to resonant excitation of plasma waves by intense
laser light. From Ampere’s law we show that the time scale associated with the growth of the magnetic field
is essentially the same as the time scale for the growth of the plasma wave. Further, we obtain a simple
expression for the steady-state magnetic fields arising from a steady-state current derived in terms of the
high-frequency excited fields. Computer simulations verify the theoretical conclusions on both the time
variation and the steady-state value of the magnetic field. Difficulties of earlier calculations based on the so-
called stress-tensor approach are discussed, and it is shown that the proper use of this method requires the
use of a self-consistent kinetic theory for the plasma which takes into account the convection of momentum

out of the resonance region.

I. INTRODUCTION

Recent calculations and experiments suggest
that megagauss dc magnetic fields are generated
by the absorption of intense laser light in laser-
fusion plasmas.!'?> The original work on this sub-
ject concentrated on thermoelectric sources for
the magnetic field. Subsequently, it was suggested
by Stamper and Tidman that radiation pressure
gradients directly can provide a source of dc mag-
netic field.®* A particular example of this mechan-
ism arises when plane-polarized light is obliquely
incident on a plasma with a density gradient. As
is well known, resonance absorption or linear con-

version of the light wave into plasma waves occurs.

Recently, the dc magnetic field generated as a
concomitant of the resonance absorption process
has been studied by simulation®'® and theoretical-
ly.>*® In that analysis the importance of dissipa-
tion on the plasma dynamics was stressed. The
phenomenological manner in which dissipation
was included, however, led to some perplexing
results. For example, in Ref. 5 the time rate of
change of the magnetic field B is calculated, but
there is no mechanism included in the model used
to saturate the growth of B even though the simu-
lations clearly show a finite steady-state value for
B in a system of fixed ions.

In this work we first begin by a brief review of
the methodology of the calculations of B based on
the stress tensor. The time rate of change of the
magnetic field is said to result from the solenoidal
electric field responding to a spatially varying dc
force on the electrons. This force has two con-
tributions: the time-averaged electromagnetic
stress and the time-averaged particle stress. We
show that the saturation of B can be treated with a
corrected expression for the time-averaged parti-
cle stress tensor. This formulation achieves mo-
mentum balance by accounting for momentum con-
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vected out of the resonance region by electro-
static waves. We point out from the point of view
of Ampere’s law that the calculation of the B due
to resonance absorption is particularly simple
once the time scale for the growth of the high-
frequency waves in the plasma is known. Finally,
we show how the steady-state dc current can be
calculated giving B directly.

II. STRESS-TENSOR FORMULATION

The usual procedure followed for the calculation
of §L starts by taking the time average of Faraday’s
law over a period T = 27/w, of the high-frequency
wave,

B, = -cVxE,. (1)

We use the notation

t+T/2
<Q>: f dt,Q(t'):QL, and QH:Q"QL;

1

T t-T/2

where @ is any plasma quantity. Thus, for ex-
ample, E; =(E) is a slowly varying electric field
on the time scale of w;!, acting as a source for
EL. To obtain EL, one considers the force density
on electrons,

Te(F,4)=V- TF,6) + p°B(F, ) + TB/c, (2)

where p° and 7° are the electron charge density
and current, respectively, and T is the electron
stress tensor

. N,
Telr, 1) = —m > TUOTUE —F10)) , 3)
v=1
where T%¢) and ¥¥(¢) are the microscopic electron

variables of position and velocity for the vth elec-
tron. In addition one invokes the identity

- 15 E,xB - T.xB
Lpem L 0 EgXBy 1g X By
v-T Y i PuEs+ - s (4)
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for the Lorentz force density in terms of the elec-
tromagnetic stress tensor,

1 - - - = -
T = [ByEy + B, By -T@E; +B3)/2],  (5)
Te  Tion

where p=p®+p©", J=T¢+7°", to obtain

- . -~ TexB
T5 =9 (19 + (1) + pg B, + L Bi

_1o (B,xBy ®)
c ot 4n ’

In (4) the identity in terms of the high-frequency
fields is valid just as in the case of the total fields
since the Maxwell equations are linear as is the
operation of time-averaging.

To calculate (T¢) in (6) with T* = —m [ d®0 ¥9/*(F, ¥, 0),
where f¢ is the electron particle distribution, we
introduce the transformation

fe(‘f".‘.'yt)zF(-f‘9-‘7—ﬁH,t)9 (7)

where 1, s the electron quiver velocity, i’x,,
=~(e/m)E,. Then

(T = ~mns (8,0 -m [ d0TF,

—m f &0 (W, Fy) + (T, F) T @)

where

ni‘:fdstL "

the dc component of the electron density. Some
comments are in order concerning the transform-
ation in (7). It is useful since the approximation

of an oscillating Maxwellian for /¢ corresponds to
F, being a Maxwellian and Fy =0. Thus the trans-
formation allows us to isolate the distortion of the
electron distribution away from an oscillating Max-
wellian due to wave-particle interaction. For ex-
ample, in Maxwell’s equations the current source
for the high-frequency fields is given by

T =-enity, + Al , 9)
where
* _ 3.,
Ajg=~e | d*vVF, . (10)

The first term in (9) is just the isothermal fluid
or oscillating Maxwellian contribution to the cur-
rent, whereas AJ, denotes the deviation.

In (8) we use F, =F¢ + 6F,, where F} is indepen-
dent of the high-frequency fields. Thus 0F, as
well as AJ, arise from non-Maxwellian effects.
Then

(T = =mng(G,h,) + P°+(6T%, (11)

where the first term is just due to the quiver mo-
tion, the second term, P°=-m [d30¥VFY, is the
background or field-independent electron pressure,
and

(6T = -m [ @ oTHOF, + (m/e)(aTyly) + (TyaT))

(12)

represents the particle stress arising from finite-
temperature wave-particle effects. Substituting
(11) into (6), we obtain

fe= pﬁflL +_I£>C<—BL LV {Pe+ (6T + (1/4m)
x [€(EyE,) + (ByBy)
3T E2) + (BN}

10 (E,xBy)
15 (E;XBy)
parY an ’ (13)

where €=1-w}/w?, and the high-frequency ion
density and current response are neglected.

III. PREVIOUS RESULTS—LACK OF MOMENTUM BALANCE

Up to this point the discussion is completely
general. Now if we may assume that the effect
of (6T° may be accounted for by replacing € by
€x=1-w2/(wi+v?), where v is a phenomenological
effective-collision frequency, then we obtain the
starting point of Ref. 5,

w TexB o . . -
f;=pZEL+lLC—BL+V-(Pe+P’)—%%E%:—Bﬂ2,

(14)
where
B = (1/47) ex(E, Ep) + (B, By) - $T(EZ) + (BL))] .
This form for T¢ arises from the approximate form

for (T¢) used in Ref. 5:
Fey - Be _ ‘mne‘ > =
(T =P 1+V2/u)(2, <uﬂuﬁ>) (15)
as compared with (11).
In addition, the use of an effective collision fre-

quency v in the kinetic equation for f¢, as in Eq.
(4) of Ref. 5, gives for the high-frequency current:

To___engly
Ju 1+iv/w, ’ (16)

as compared with (9).

At this point it is convenient to derive an equiva-
lent expression for (14) which makes its dependence
on v more transparent and allows one to assess the
validity of (15) and (16). Evaluating v- P7, we have
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VB = (/4 [(V - (e E)Ey) + (e = D(Ey - (VE,))
— (B x (VXE,)) - (B, x (VxB,))].
amn
From Maxwell’s equations, the last two terms on
the right-hand side of (17) can be written (1/c¢)(8/6¢)

X(_PEH XEH). Substituting the resulting expression
for (17) into (14) we find

= JexB
I =piE, L

{7 ( (¥ (€xBy) B + (g — 1), - VE,)
+4m SL,CX_EQ> . (18)

If we use (16) for TH, the last term in (18) can be
written

an(3, X§H>/c =(ex = 1)(V(EZ)/2 - (EH . —V’Eﬁ)
- wWE, xB,)/c).

Finally if we use the continuity equation and (16),
we have
w2

iZ E,,,) .
Wo
Substituting these expressions into (18), we have

- -

- e -
Ty =pgl, + L2204 v e
(= (E2D/2 (ExBp
+(1—€R)1— ye +v yr
->.—> ->*
o L1 (VB )}, (19)
0

where we write
_E?H(T', t)= EH(x) expi(wt - ky)]+c.c. .

In (19) the first term in the braces is just the pon-
deromotive force and gives no contribution to the
solenoidal electric field. The second term has a
simple interpretation at least for a pure electro-
magnetic wave when we note that (E, X B,)/47 is
just the field momentum density for the light wave,
and thus the second term corresponds to the rate
of momentum transfer due to absorption of the
light wave. In the event that the wave has an elec-
trostatic component, the third term also must be
included. Continuing to follow the procedure of
Refs. 3 and 5, we take f; ,~ 0 and solve for E, , in
the limit of fixed ions to find near-critical density

ek (2) 8 (2 B
Y oen, \w,/ wi \ox 27

. B, -Ex
+ky sind —527‘1> . (20)

With B, = —c(8E, ,/3x) we have

B~ -5 2 2 EaFg) (21)
L en, w, dx* 2r

having dropped the second term in (20) so long as
k,sinf<<d/ax. Since

ImE, Ef,~ReEy E} = §<Eaany> ,
we can write

. 2

By~ 7X10_Hkl§:_x2 <a %f;ﬁ‘—) Z}% I,
measured in MG/psec, where [ is the intensity in
W/cm?® and @~z is some fraction of (Ey, Ey) ., the
saturated value of {E,, E,), to account for the
fact that steady state has not been reached.

For the simulation of Ref. 5, we use I =2.2
X10'® W/cm? and the data recorded in Fig. 2(a) of
Ref. 5 to obtain B, ~ Tx102Mg/psec. This result
is 100 times greater than observed. However this
estimate can be in error by a factor of 2 because of the
difficulty of obtaining the value of 8*(E , Ey,, ) st / 0%°
from Fig. 2(a). As we see from the analysis
leading to Eq. (21), it is a straightforward result
of (14) and (16), which are a direct consequence of
the use of a phenomenological dissipation v in the
kinetic equation for f¢. We chose to derive Eq.
(21) from (14) to show explicitly the dependence of
B, on v. Alternatively, one may deal directly
with (14), as was done in Ref. 5 to obtain their
Eq. (9):

el o (e B

92 E, . Ef
L. <_u>_, (22)
C9x* en, w, 2m

having used

B (3 -5 i)

R L) or
*
~ L Re Mﬂ.ﬁl .
W, 2m

Thus Eq. (9) of Ref. 5 gives essentially the same
numerical result as Eq. (21). We expect that the
good agreement with the observed value obtained
in Ref. 5 by analytic evaluation of the fields was
coincidental. In fact, the analytic form for the
fields is strictly valid for sin®6> v/w,,” which is
not satisfied for the present example with §=11°
and v/w,=0.08. A more fundamental problem with
(21) is that it implies that B, does not saturate.
Alternatively, with B, =0 in steady state, we must
have 8E,,/6x=0 or E;,=0, whereas from (14),

1 8 (Ey,Eyy)
- L e Suxluyl 4
Ew en, 9x €& an 0
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so long as the laser is on. Thus we must con-
clude that the theory used in Ref. 5 does not treat
saturation effects adequately. As will be shown
later, Eq. (19) is deficient since it does not in-
clude the time-averaged drag force on the current
Iy

IV. STEADY-STATE FIELDS AND MOMENTUM BALANCE

Equation (13), on the other hand, in steady
state implies that

E, = 2:x<T Y+ ax <€_M<E4f >>. (23)

We now show that in a collisionless Kinetic theory,
(23) leads exactly to E, ,= 0 i in steady state so long as
the high-frequency fields E,, satisfy Maxwell’s
equations. To obtain [see (12)] 8(5T%,)/0x we need
(6/6x) f d*vv,v, 6F;. Using the transformatlon (7)
it is stra.lghtforward to obtain the kinetic equation
for F, (see the Appendix). The v, velocity mo-
ment of this kinetic equation in steady state gives

9 - - d
afd3vv,vy6FL=f d3vvy<V(v-u,,)--a—€FH>
- f o, VF,), (24a)
or
9 .
—ma= fd%vxvyoFL

m

9 . 9 .
=—— <a (A],,yu,,x)+ <A-]PH . 5‘; u”>> , (24b)

e

if we use the definition for AJ, in (10). Therefore,

from (12),

9 m [ 9 . > 0
078, =2 (2= (Mgt = (aT, --3—yuH>> . (25)
Now using the steady-state Maxwell equations for
the fields where the only time dependence is smu-

soidal,

. 1/ .
Big=—77 (zwo(smze— €E,, - ¢sing—— E,”> ,

(26a)
. 1 [ _, 92
Adyy= —E [lw0<_koza_xz _€> Elly
—csin(i:—x EHJ s (26b)
we can evaluate (25) to obtain
9 b} E,  E
o (8T8, = — o (eL“;;ﬁ) , (27)

which exactly cancels the second term in (23).
Therefore, from (23), E,,=0 and B, =0 in steady

state 12 a collisionless plasma so long as the
fields E, satisfy the steady-state Maxwell equa-
tions (26). Thus we may conclude that no addition-
al physical effects need be invoked to achieve
steady state for B, as was suggested in Ref. 5.
Rather, the source of B identically vanishes when
the correct form for the particle stress is used,
and the high-frequency fields -E’],, have reached
steady state, satisfying Maxwell’s equations. The
steady state for B, is a direct consequence of
steady state having been achieved by the E

The following plausible physical picture can be
proposed to explain these rigorous results. First,
we note that T¢, is the y momentum (density) con-
vected across a unit surface with normal in the x
direction. It is reasonable in view of our results
in Secs. I and II to identify the second term in (23)
with the momentum added to the plasma by the
incident electromagnetic field. (As we saw in Sec.
II, this term with € replaced by €; gives a nonzero,
time-independent contribution to B;.) The first
term in (23), which cancels the second in steady
state, we identify with the momentum convected
out of the resonant region by the electrostatic
waves. A similar momentum balance can be
achieved without convection if momentum is lost
due to collisional dissipation as we will show at
the end of the next section.

V. CALCULATION OF B, USING AMPERE’S LAW

Considering the complexity of obtaining E,, to
find B L, it appears more straightforward to start
with Ampere’s law (neglecting the displacement
current which is easily seen to be small):

B, (x)= _icl fx dx' J ., (x'), : (28)

giving the magnetic field directly in terms of the
generated low-frequency current. Now J,

=J, 4E,}; i.e., J, is a functional of the high-fre-
quency fields. Taking the time derivative of (28)
and using the functional-derivative chain rule, we
write

B, (x) = 4_"f f [ § DaxL8)
B, (x)= p dx' | dx"dt [m 5E, (" 1)

t” Ey.(x",t")+c. c] .

(29)

Thus E, =0 implies B, =0 to within a time re-
sponse 8J,,/0E, , =K,(x,t;x’,¢). This time re-
sponse depends on the transit time 7, of particles
through the high-frequency field. Generally 7,
<14, where 74 is the time scale for the E, to at-
tain steady state. Thus we expect B, to essentially
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follow the E, fields adiabatically, since the E
develop on a slow time scale compared to 7p.
From this general argument we conclude that

1 0 1 0

B, ot P2~ & of Buo (30)

where the £, in (30) is the field component which
grows at the slower rate. As a confirmation of
(30) consider Fig. 1, where the time history of

B, is shown. The maximum value at a given time
is plotted. In this simulation a fixed linear pro-
file with kI =12.5 was taken, the incident inten-
sity was eE,/mwyc =v,/c=0.025, and the plasma
temperature was (2T ,/mc?)*? =0.05. From the
figure we find B, /B, ~ B, /5(B,), = vp, ~3
x10"%w,. This value for v, should be compared
with v, ~1x107%w,, which is of the same order
of magnitude as v~(v,/w,L)¥%w,, the relevant time
scale for the growth of E, when plasma-wave con-
vection out of the critical region is responsible for
the absorption rate.

As we have shown, to use (13) or the so-called
stress-tensor approach to obtain E,, from which
B, is obtained without properly accounting for
(0T¢,) leads to quantitative error and does not
properly account for saturation. On the other
hand, a correct evaluation of (67¢,) in a collision-
less theory would require the second velocity mo-
ment of the low~frequency distribution as shown
by Eq. (12) along with the time history of the high-
frequency fields. Therefore this approach is diffi-
cult to use correctly and unnecessarily complex
particularly in the light of the simple result of
(30). Indeed, if F; is known accurately enough to
obtain the second velocity moment fd"v v, Fp,
it would seem more straightforward to obtain the
first moment dez)va,J from which B, may be ob-
tained directly.

0.003 0.3

0.002f- 0.2
I8 (1] e, (1]

000! 0.1

FIG. 1. Maximum amplitude of E, and (B,) as a
function of time from simulation. Simulation results
are for kgL =12.5, ve/c=0.05, sinf=0.4, and incident in-
tensity Ey=0.025. All fields are expressed in units
of mecwy/e =100 MG.

We now turn to a direct calculation of B, by ob-
taining J, , in Eq. (28). As an approximation for
J .y, one might use the dc beat current —e(n,u, )
as suggested by fluid theory, where n, is the high-
frequency density. In general, the current is
given by

(J)=d,, = —e <[ & o f°(F,7, t)> . (31)
Using the transformation (7), we can write
Jpy=—e{yuy )+ 0Jd,, (32)

where 6J,, = —e [d*vv,F,(¥,¥,{). Thus, in addi-
tion to the fluidlike contribution to the current, we
find that there is a low-frequency current 6J,,
resulting from a low-frequency modification of
the distribution function. To calculate F, a con-
sistent kinetic theory is required. Such a kinetic
theory was formulated in Ref. 8, and is general-
ized to three-dimensions in the Appendix of this
paper. This theory is valid so long as [¥-%,/
v, (x Ve | <1, where vy (%) = wg 'olnuy,/8x and

vyt =0InF,/8v,. That relatlvely low velocities do
indeed make the dominant contribution to 6J, can
only be seen a posteriovi. However, some quali-
tative argument is possible that is suggestive of
this conclusion. In terms of n3(v,,T), the density
of particles for a given v,, 8J,, = —-efdvy ni(v,, T).
Now #j (v,, T) has its main contribution from un-
heated particles so long as most of the heating oc-
curs in the tail of the distribution. In addition, we
note that relatively little y-heating is generally
observed in typical simulations. Thus we expect
that the dominant contribution to 6J, is due to
the distortion of the low-velocity portion of the
distribituon function by the dc beats of the high-
frequency fields.

From the Appendix we have in steady state:

VP, +E- : =L OF (1)), (32a)

where

If we ignore the coupling to F, in (32a), then the
low-frequency acceleration of 4 accounts for the
perturbatmn of F, ar1s1ng from the ponderomotive
force -zmv(u,,), EL, and B F, satisfies a simi-
lar equation as (32a):

:—tF,,(t)ﬁ-%F,,(t):zH(t)FL , (32b)

where we have neglected the corresponding term
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due to the acceleration @, since in steady state
F,(t)=Fye"“'+c.c., and we are considering suf-
ficiently weak gradients that w,F, >4+ aF,/o%.
We can solve (32b) for Fy in terms of F:

Fye [ v SRULIE ] p ) @)

for
sing v,/c<1, 2,>0,

with a similar expression for v, <0, and substi-
tute into (32a) to obtain a closed equation for F;.
[Note that when the explicit time dependence is

" not shown for a high-frequency quantity, for ex-
ample [,;, we mean the amplitude in the represen-
tation I, (f) =I,e”“of + c.c.].

It is convenient to integrate by parts on x’ in

(33) to obtain

F,=(1/~iw)l,F, +0F, , (34)
where
x
= ’ EQ —! __];__a._
oF, f_m dax exp[z o, (x =% )]Wo o U, F.).

(35)

This procedure can be continued to form a series
expansion in (v,/w,)d/0x, valid so long as v,
<, 1(x). As an aid to understanding the terms
appearing in (34), we calculated the high-frequency
current Aj, which enters the Maxwell equations
for the high-frequency fields. It was useful to
perform a second integration by parts with the
result

1 1 3

FH:—T&ZIHFL_v

(36)

In this calculation the current linear in the fields
was obtained with F, approximated by its zero-
order limit, a local Maxwellian F,(v%). Then the
first term in (36) gave no contribution to Aj,, the
second term accounted for the effect of wave con-
vection, and the last term, nonlocal in the field,
included the effect of Landau damping. The Max-
well equations for the fields were solved, leading
to good agreement with simulations for moderately
intense laser light.®

If we apply the same limit to (I, (¢)F,(¢)) in (32a),
we find

e )

, _
Ve 5y Frto 9 ¢EFL =(I4()0F,(8)), (37

where

e, B Loy (/0 B
P=0L-7 [2 <uﬂ>+wo<—“’o <8t Uny 3% “Hy>
+kﬁ"(ﬁﬁuﬂy)>] .

For v, < v,l(x) the source term in (37) is small
and

F =F,(0*-2(e/m)¢), v,<v; (x). (38)

Thus the effect of the fields can be understood as

a shift in the velocity away from an isotropic
Maxwellian in velocity. For those velocities satis-
fying v,<v, (v), the distribution F of (38) con-
tributes to oJ,,

-e f d3vvam<vz—%>

1 /906 9 k
=~ens (ZI?; <5t_ Uy o tu> - -J: (uf,>> . (39

This result for 6J,, follows by taking the first
term in (36) for F,. If we calculate n, = [a%v Fy
in the same approximation, then

. [17/8 (o
—eyuy,)=—eny ‘w-g ox \og Yux) Uny
LY >]. (40)
w,

Therefore we find

—eny 8 /8
Jiy = 5;<'37 uuxum>

w;
*
= —engckyt 53; 2Im <ﬁcﬂ i‘é“) . (41)

Finally, with (28),

2 *
_""B_ngﬁalm(ﬁui‘u> , (42)
w, W, c

where wp, is the gyrofrequency eB; /mc. It should
be stressed that this simple expression for the
steady-state magnetic field is valid only in a
region localized around the critical surface since
it requires v, <<v; (x), or equivalently, restriction
to a region where 6 F in (34) can be ignored.

This correction is important when the phase
velocity v,(x) has decreased to the point that wave
damping is significant. Thus (42) does not include
all the effects of Landau damping. Wave damping
is included in the fields, however. Further, it is
limited to moderate laser power where the linear
approximation for AJ, is possible.

In Fig. 2(a) we have plotted Eq. (42) for wp /w,
using the steady-state fields E, and E, as obtained
from the electromagnetic PIC (particle-in-cell)
code wave!® for the simulation parameters vo/c
=0.025, k,L=12.5, v,/c=0.05, and a fixed density
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profile. For the sake of comparison we also show
the same quantity as obtained directly from the
simulation. As can be seen the agreement is quite
good, the spatial profiles and peak magnitudes
being quite similar, even in reproducing secondary
structure. In Fig. 3(a) we show the magnetic field
as one would determine from the partial current
—e(nyuy,). The agreement comparing with Fig.
2(b) is rather poor. Thus it is essential that the
contribution to B, from 6J,, be included to obtain
the correct expression for the total y current.
Finally, we wish to point out an interesting prop-
erty of Eq. (42) for the magnetic field. For a given
sign of &, for the incident electromagnetic wave,
E,, and E,  have a definite polarization relative to
one another at the critical surface. For the op-
posite sign of k,, E,, changes sign and E,, retains
the same sign as before. Thus B, has the parity
of k,. This polarization dependence of B; has re-
cently been observed experimentally.!! In the at-
tempt at an analytic explanation of this very beau-
tiful experiment, Eq. (1) of this paper identifies
the source current for the magnetic field as
—e(n,U,). As we have illustrated in Fig. 3(a),

such a current can give only a very poor represen-
tation for the magnetic field observed in both com-
puter simulation and in their experiments. The
contribution from 6J is essential to obtain Eq.

(42), and this expression agrees quantitatively
with the experiment.!!

To summarize, we have considered the approach
of using the stress tensor to obtain BL. It appears
as if all attempts to use this method without in-
cluding (6T) have resulted in conclusions which
are incorrect. It has been shown that B, can be
obtained directly by using the steady-state cur-
rent J;, in Ampere’s law. We show that this cur-
rent has an important contribution 6J,, in addi-

0.004

0.002
0.000
-0.002

-0.004
<B> 5.004

0.002

0.000

-0.002

-0.004 L L '
0 5 10 15 20

FIG. 2. (a) Magnetic fields (B,) as predicted by theory
using the simulation fields. (b) Magnetic field (B.) en-
tirely from simulation,

0.0100 T | I
0.0075
0.0050

<8>

0.0025
0.0000

- 0.0025
(o]

FIG. 3. Magnetic field (B,) with partial current
—e(nyky,) as source,

tion to the usual beat current —e{n,u,,), which
when combined with the beat current yields a result
for the magnetic field which closely reproduces the
observed spatial profile of the magnetic field. To ob-
tain 8J, for a collisionless plasma, a consistent
kinetic theory is needed for calculating the electron
distribution function in the presence of high~frequen-
cyfields. We have constructed sucha theory and in-
terpret the calculation of the correct value for 6J,,,
using this theory as evidence for its validity.

Finally, we wish to point out that the expression
for the magnetic field of Eq. (42) may be derived
in a very simple fashion'? by noting that the time-
averaged drag force vin(J,)e”" should appear on
the right-hand side of the expression for f,, in Eq.
(19). Thus Eq. (19) should read

v w2 /8 (E, E% )
= —en® E = b (= N THx THy,
Tus Lo Ty, w <8x T = o

= =
+ R, sin6 M"-)
27

+vmd et (43)

This phenomenological drag force cannot be in-
corporated in the divergence of the stress tensor,
whereas in the collisionless theory we found an
additional stress-tensor contribution (6T) which
led to convective saturation.

We have in place of Eq. (21) for quasisteady
state, f;,~0,

. 0
BL:_Cg;ELy
9 0 ¥ -
-— _[_V _ImMWW,JUe 1]
eny 9x|lw, dx 27

(44)

Thus in steady state we recover Eq. (41) for the
current J; , with B, =0 and E;,=0. From this
simple derivation we may conclude that the use

of a phenomenological v in itself does not lead to
incorrect results. However, in this case the total
force is not given by Eq. (14) as assumed in Ref.

5. The time-averaged drag force must be explict-
ly added to the right-hand side of (14). The stress-



tensor arguments leading up to Eq. (14) are thus
deficient. We conclude then that a steady-state
current and therefore a steady-state B; can arise
from balancing the momentum imparted to the
plasma by the high-frequency fields with either
the momentum convected out of the resonance
region in a collisionless theory or with momentum
dissipated by local collisional drag forces.

In the collisional theory, the steady-state cur-
rent is determined by balancing the drag force
against the driving force and yields the localized
magnetic field calculated above which is indepen-
dent of the collision frequency v. In problems
without a driving source, the drag force produces
the familiar time-dependent diffusion of B,

B=c(VXE)=cVx(J/0)=(c?/410)VXVXB,

due to the finite conductivity 4m0=w?/v. Our cal-
culated steady-state magnetic field [Eq. (42)],
which includes the effect of the collisional drag
force, is localized in a region which is only a
small fraction of an electron Larmor radius even
for thermal electrons. This localized field does
not diffuse further into the overdense region and,
contrary to the assertions of Ref. 5, cannot have
a significant effect on the transport of electrons
into the overdense plasma.
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APPENDIX

Suppose we apply the transformation of Eq. (7)
to the Vlasov equation for f°:

9 - = - T >
o BTV VI(E T,

e (= VxB,\?

= T2\ e - Al
<E+ - >a‘7f(r,v,t) 0. (Al)

Then it is a simple matter to show that the function

F(T,7,t) satisfies the equation

9 - - e
5—;F(r,v,t)+v-VF(r,v,t)

-
—

o[- 2 (B B2Be) -3 5,0 5,00

5 F(5,%,0)

o §

- . 9 . -
V[ T,(¢)] = F(1,¥,t) =0, VFE(T,%, 1)

i
(A2)

or

<a—2- + L(t)> F@)=1,(0F (),
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where the operators L and I, are defined in (32a).
We write .

F@)=F, +Fy,(), (A3)

where F =(F(t)), and F,(t)=F(t) —(F(¢)). Now
since the plasma is modulated by coherent high-
frequency fields, oscillating at the frequency w,,
we may expect that F, ({) may be written

F,(t)=F{M) F@@)++-- , (A4)

where, for example, F{(t)=FVe 't c.c., and
F®(t)=F{® e~#wt 4 c.c., etc. Thus the harmonic
modulation leads to a harmonic expansion for F(¢).
However, the transformation of Eq. (7) leading to
F is useful only if F{?> F? »>F®>... 50 that
F,(t) may be approximated by Fy)(t), say; other-
wise, Eq. (A2) would lead to a set of coupled equa-
tions for F, and the various harmonic components
F,f,"). Physically we expect the transformation to be
useful for relatively low velocities, i.e., when a
particle of a given velocity v, transits the localized,
high-frequency field structure in a long time com-
pared with the period of oscillation. In this case
the velocity of the particle has a rapidly oscillating
component which the transformation removes.
Contrariwise, if the particle is moving through
the field structure so fast that it experiences a
more or less time-independent field, then we ex-
pect the original distribution function f¢ to be non-
oscillatory, and the transformation to the oscilla-
ting velocity frame would introduce an artificial
time dependence, making it impossible to truncate
(A3). Of course many other transformations are
possible. We have restricted ourselves to Eq. (7)
since it gives results which are more or less easy
to interpret.

To obtain the coupled set of equations for F,
and F,, we substitute (A3) and (A2) and take the
time average of the resulting equation to find

9
<5_t_ + (L(t)>) Fy=I,F* - L,F?" +cc. (A5)

Subtracting Eq. (A5) from Eq. (A2), we find for
the first harmonic amplitude F\:

(miw+ (LN FW =1, Fp = LyFW* + [xF2 . (AS)
Similarly, we have for F
(=iwo+ (LUNFR =1, FM - L, F, +IZFS | (A7)

and so on for F®, F{¥, etc.

Our objective is to determine under what condi-
tions F{" > F\? > F® ... allowing for truncation.
Therefore we assume F¥ < F{! in Eq. (AT),
neglecting the last term on the right-hand side
compared to the first, and solve for F,(,Z) using
the formal inverse operator (—iw,+{(L()))™*
~1/(-iw). Substituting the resulting expression
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into Eq. (A6), we have for F,S‘):
—iwo+ (L)) = If(=iwy+(L()) "y
=1, F, ~I§(=iwy+ L)) 'Ly F, = LyFV™ . (A8)

Inspecting Eq. (A8), we see that so long as

"Iﬂi:-V. (I/Z)Tlt*l‘ﬁﬂ .8_—»
(BN Wy v
L0 /2Ty D g (A9)
oV, Wy v,

we have for FV,
{miwy+ (L) =I5 (= iwy+ (L)) U, FP=1,F,
(A10)

and
2 Fy=UPWOFY (A11)
or T (LWD) Fr=dg " (F70) .

These results, however, are subject to the con-

dition F®» < F{". Now from the corresponding
equation for F®), etc., we see that F¥ < F{" so

long as
lH.Z—V.V.H.-—?:_uH.V
Wo wo v Wo
velw, 8 u,, 9/0
Lo Ty 0wy, 9/0x ¥ <1, (A12)
ax w, 9v, W,

Since uH/vll(x)« 1 quite generally for all cases of
interest and u, /v,y is of order one or less, the
only significant limitation on (A10) and (Al1) is
the requirement that

==
v:euy

«1. Al3
vll(x)veff ( )

Thus the transformation to oscillating velocity
coordinates leading to (A10) and (A11) is limited
to sufficiently low velocities as is consistent with
the qualitative arguments presented earlier.
Finally, it is important to note that although (A10)
and (A11) are approximately valid, it is a simple
matter to show that they satisfy particle and mo-
mentum conservation.

1. A. Stamper, K. Papadopoulous, S. O. Dean, E. A.
McClean, and J. M. Dawson, Phys. Rev. Lett. 26, 1012
(1972).

2J. A. Stamper and B. H. Ripin, Phys. Rev. Lett. 34,
138 (1975).

53. A. Stamper and D. A. Tidman, Phys. Fluids 16, 2024
(1973).

‘D. W. Forslund, J. M. Kindel, K. Lee, E. L. Lindman,
and R. L. Morse, The Fourth Annual Anomalous Ab-
sorption Conference, Livermore, Calif., 1974 (unpub-
lished).

5J. J. Thomson, Claire Ellen Max, and Kent Estabrook,
Phys. Rev. Lett. 35, 663 (1975).

€J. A. Stamper, Phys. Fluids 19, 758 (1976).

V. L. Ginzburg, Propagation of Electromagnetic Waves
in Plasmas (Pergamon,. New York, 1970), Sec. 20.

8B. Bezzerides and D. F. DuBois, Phys. Rev. Lett. 34,
1381 (1975).

°B. Bezzerides, D. F. Dubois, and D. W. Forslund,

The Sixth Annual Anomalous Absorption Conference,
Vancouver, B. C., 1976 (unpublished).

p, W. Forslund, J. M. Kindel, Kenneth Lee, E. L.
Lindman, and R. L. Morse, Phys. Rev. 11, 679 (1975).

lw. F. Divergilio, A. Y. Wong, H. C. Kim, and Y. C.
Lee, Phys. Rev. Lett. 38, 541 (1977).

zg, Bezzerides, D. F. DuBois, D. W. Forslund, and

E. L. Lindman, Phys. Rev. Lett. 38, 495 (1977).



