
PHYSICAL REUIEW A UO LUME 15, N UMBER 3 MARCH 1977
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L-subshell ionization cross sections for Au, Tl, Pb, Bi, Th, and U by proton impact have been determined

over the projectile range 0.5-3.5 MeV. The measured x-ray production cross sections of the total L shell and

of. some well resolved lines or groups of lines are consistent with those obtained by diA'erent authors in the '

same regions of bombarding energies and atomic numbers. Ionization cross sections were obtained by using

the above results and experimental values for the relative radiative transition probabilities, fluorescence yields,

and Coster-Kronig factors. The branching ratios of radiative transitions were measured and are in good

agreement with the widely used theoretical calculations of Scofield, Rosner, and Bhalla. The values of
fluorescence and Coster-Kronig yields were taken from previously published e-periments performed in our

laboratories. The influence of these experimental data on the shape of cross section versus proton energy

curves is discussed. Comparisons of the experimentally determined L-subshell ionization cross sections are

made with. calculations in the plane-wave Born (PWBA), semiclassical, and binary-encounter approximations.

The large effect of binding-energy, trajectory, and relativistic corrections on the PWBA calculations invalidates

quantitative conclusions regarding agreement between experimental and theoretical values. Semiclassical

arguments are presented, however, to explain some general aspects of the ionization cross-section curves.

INTRODUCTION

The study of atomic inner-shell ionization by the
impact of heavy charged particles is important for
two reasons. On the one hand, it sheds more light
on atomic structure and atomic-ion collision
mechanisms, ' and on the other hand, there are
many practical applications of characteristic x-ray
analysis' for which precise cross sections are
needed. K-shell ionization has been extensively
studied experimentally and results have been pub-
lished' showing good agreement with current theo-
retical models in the case of light incident ions
(protons and helium ions). With the development
of cooled semiconductor detectors, the x-ray
lines following the filling of vacancies in the close-
ly spaced L subshells of heavy elements could be
fairly well resolved, and a broad research field
was opened up.

However, to go from the directly measured in-
tensities of L x rays to the ionization cross sec-
tions ol ' of each subshell (i = 1, 2, 3) is not simple.
In fact, acknowledgment of relative radiative decay
rates, fluorescence yields, and Coster-Kronig
factors is required. Calculations by Scofield' '
and Rosner and Bhalla' on the rates of emission
of x rays from each L subshell are available, but
precise and systematic measurements of these
rates are still lacking. Fluorescence yields and
Coster-Kronig and experimental' results exhibit
large discrepancies, complicating the choice of a
coherent set of values. A systematic experi-
mental determination of these coefficients for

some heavy elements (Z~81) was performed in
our laboratoriesio-is and values obtained by inter-
polation on a smooth curve fitting the experi-
mental points were used together with our mea-
sured branching ratios to obtain the ionization
cross sections from the raw L x-ray data. An
analysis of the importance of these factors on the
absolute values of ionization cross sections and
on the shape of the oz'(F) curves is worthwhile be-
fore a comparison with the theoretical predictions.

L-subshell ionization cross sections by energetic
protons have been calculated in the plane-wave
Born approximation (PWBA), binary-encounter ap-
proximation (BEA), and semiclassical approxi-
mation (SCA). Several investigators as, for ex-
ample, Datz et al."and Tawara et al„"show
some discrepancies between experimental and
PWBA values. Although simple hydrogenic wave
functions are used in PWBA calculations, some
authors thought that discrepancies were due to the
fact that the hyperbolic trajectory of the proton
and the effect of the changing binding energy of the
target electrons (slow collisions), were generally
not taken into account. Brandt and I apieki. "ana-
lyzed the binding energy effect in L-shell ioniza-
tion and also suggested a correction factor for the
Coulomb deflection of the projectile. These cor-
rections were included by Pepper" in his XCODE
computer program and can be compared with ex-
perimental values.

An important aspect of the theoretical PWBA
ionization cross sections of the L, subshell is the
plateau that appears in the region of proton energy
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of 1-2 MeV for heavy elements. This plateau is
also predicted by the SCA" and by the recent BRA
calculations of McGuire and Omidvar. " Two pre-
liminary questions must be answered: first, if
these inflections appear in experimental curves
and, second, if there is some correlation between
the position of the plateau and the atomic number
of the target. Hasteen" proposed an explanation
for the origin of the plateau based on semiclassical
arguments: the main contribution to the ionization
cross sections comes from a region around a par-
ticular impact parameter. As the incident pro-
jectile energy increases, this region of dominant
impact parameter is higher and crosses the node
of the 2s, /, electron wave function. Thus, it would
be possible to interpret the plateau as a mani-
festation of this node. Measurements of L x-ray
yields from atoms with different Z values and cal-
culations of the corresponding 2s, ~, node can be a
qualitative test of this explanation. A few years
ago Kingston" advanced similar arguments showing
that, in the framework of the impulse approxima™
tion, a density node in velocity space would corre-
spond to a flattening of the cross section vs bom-
barding energy curve. Since the BRA may be re-
garded as a special case of the impulse approxi-
mation, it is not surprising that the same effects,
were obtained by McGuire and Qmidvar" with a
convenient transformation of the density distri-
butions from velocity to coordinate space.

In this paper we treat collisions between protons
(0.5-3.5 MeV) and Au, Tl, Pb, Bi, Th, U targets,
with subsequent L x-ray production. Two kinds of
experiments were performed for each subshell,
namely, the measurement of radiative decay
branching ratios, and the x-ray production cross
section dependence on the proton energy. Ioniza-
tion cross sections are extracted from the data and
compar ed with presently available theories. All
relevant features mentioned in this introduction
are discussed.

II. EXPERIMENTAL PROCEDURES AND ANALYSIS

OF DATA

Targets with a thickness of approximately 50
JLJ. g//cm' were prepared by vacuum evaporation of
Tl, Pb, and Bi onto thin Formvar films and Th
and U onto 100-p, g/cm' Al backing foils. The Au

foil was self-supporting. The PUC/RZ 4-MV Van
de Graaff accelerator provided the proton beam.
Currents were typically 30-200 nA to avoid ex-
treme dead time arid electronic pile up problems.
The thickness of the targets was determined and
monitored during the data acquisition using Huther-
ford scattering of the.proton through 90'. The tar-
get thickness was always kept small in order to

minimize proton energy loss and self-absorption
of the x rays in the target. Both effects were ne-
glected in the following. The x rays were detected
by a Si (Li) detector with a measured resolution of
190 eV at 6.4 keV. The detector was positioned
outside the target chamber at an angle of 90' to
the incident beam direction. The vacuum separa-
tion was maintained by a 4-mm-diam Mylar win-
dow 6 p, m thick. A thin Al foil in front of the de-
tector was used to attenuate the strong M x rays,
thus reducing pile-up effects. Targets were or-
iented at 45' with respect to the beam and were
mounted on a rotating disk with six positions to
facilitate target changing. The scattered protons
were detected by a surface barrier detector whose
solid angle was measured carefully. A Faraday
cup and a digital integrator permitted the calcula-
tion of the number of protons incident on the tar-
get during each run. Standard electronic modules
were used. Figure '1 shows two statistically good
spectra (-10' counts in the integrated I. spectrum)
of Au and U obtained at a bombarding energy of
2 MeV and used for branching ratio measurements.
It can be seen that the average separation of the
L x-ray lines increases with the atomic number.
In particular, one may note that the L& group is
not resolved for Au while for U the lines Pg

(I,N, ,) and P, (I.,M4) are well defined. Thus,
more precision should be expected measuring
branching ratios for higher-Z elements. How-

ever, due to energy crossings, some of the more
intense lines of high-Z spectra are less well de-
fined than in the spectra of lower-Z elements.
Typical examples are the transitions q(I.,M, ) and

O, (1-,0. .).
A detailed description of the detection system

and the method used in the analysis of the spectra
is presented elsewhere. " " Since most of the in-
dividual lines in the L, L~, and L& groups are
not fully resolved, a peak fitting procedure has
to be used to extract accurate values for the in-
tensities of the lines. A graphical stripping me-
thod was employed and full energy peak profiles
were determined experimentally for different por-
tions of the spectra. These standard peaks were
E lines of light elements obtained by proton im-
pact and decomposed into their two components by
a graphical iterative procedure. The variation of
the FWHM was observed to be fairly linear with
the proton energy within the limited range of in-
terest and so was determined by interpolation from
the measured standards. The form of the low-en-
ergy tail of t;he peak was carefully determined for
each interval of approximately 3 keV.

For the determination of cross sections of all
the elements under investigation, it was enough to
consider the well defined lines y, (L,N~), y, (1.,0, ,)„
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tion calculations the charge collected in the Fara-
day cup and the number of protons Rutherford scat-
tered elastically by each element were also re-
corded for normalization. The absolute efficiency
of the x-ray detection system, including the solid
angle subtended by the detector, was obtained with
a calibrated point source of '"Cd. In all the cal-
culations the radiation was assumed to be emitted
isotropically.

III. RESULTS
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A. L x-ray production cross sections

The ionization cross sections o, ' can be written
as an explicit function of the x-ray production
cross sections v„". As previously observed, we
chose three representative transitions to measure
the x-ray yields from each one of the I. subshells,
namely, y4, y„and n» (=n). T—his choice reflects
the fact that they are the easiest lines to pick out
among the I.„L»and L,, lines, respectively. Then
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where +, is the fluo res cence yield of the i sub-
shell, f,, are the Coster-Kronig factors des-
cribing the nonradiative transfer of vacancies
from the i to the j subshell, I, is the total radia-
tive width and I',- is the partial radiative width for
the K transition of the i subshell. Obviously,

FIG. 1. Au and U I. x-ray spectra obtained by 2-MeV
proton impact.

and n, ,(I.,M, ,), where the errors are essentially
of statistical origin.

In the branching ratio measurements it is nec-
essary to knom the relative eff iciency of the x- ray
detection system, including the intrinsic efficiency
as well as x-ray attenuation by the Mylar windom,
air'path, Al absorber and Be entrance window. K
x rays produced by proton impact on light elements
and gamma. rays from standard calibrated radioac-
tive sources mere employed. The sources were
mounted in the chamber at the target location and
therefore had a geometry representative of the
actual experimental conditions. In the cross-sec-

(p /p k~)

For thin targets, the absolute k-line production
cross section as function of the proton energy E
is given by

N, = N

Q1, K, (dO/dQ)11
(5)

where N„'is the measured number of counts in
0 line, 7 is the fractional dead time (in general
less than 5/p), e is the overall efficiency of the
x-ray spectrometer at the energy of the k line, and

N, is the number of protons collected in the Fara-
day cup. The surface target density, N, (in atoms
/cm'), is obtained from the expression
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TABLE I. X-ray production cross sections e„~and cr„{total). Data from Refs. i5 and 24 were obtained by graphical
interpolation to our energy values.

0„(barn) 0.5 1.0
Proton energy (MeV)
1.5 2.0 2.5 3.0 3.5 Reference

Au (rx 0.39 + 0.0 3.65 + 0.25
2.7
4.5

9.2 + 0.6

10.8

18.1 + 1.3

20.5 29.5

28.7 + 2.0 38.8 + 2.7
32
48+8

This work
21
15

0.67+ 0.05
0.45+ 0.4

6.2 + 0.4
4.52 + 0.39
7.6

4.51 + 0.98

15.8 + 1.1
13.6+ 1.1
18.4
14.5
12.7 + 2.9
11.6+ 2.3

32.0 + 2.2
28.4 + 2.4
33 ~ 3
30.7
24.7 + 5.6
27.0+ 5.4

51.1 + 3.6
43.5 ~ 3.7
49.4
54.0
39.9 + 9.1
48.0 + 9.6

70.2 + 5.0
60.9 + 5.3
76.2
77.4
57+ 13
74+ 15

76+17
96+19

This work
22
15
23
33
34

Tl 0„&
o„

Pba. o

~Lx

0.33+0.02
0.57+ 10.04

0.22 + 0.02

0.37+ 0.03

2.97+ 0.21
5.1 + 0.4

2.20 + 0.2
1.8 + 0.3

3.70+ 0.3
3.9+0.4

3.84+ 0.54

11.7 + 0.8

10.6 + 0.3
11.2 + 1.5
9.1 + 1.8

14.7
23.4 + 1.6
26.6 +4,0
24.3 ~ 0.7
21,9 +2.9
24.0 +4.8

9.66 + 0.68 16.5 + 1.2
16.6 + 1.2 29.1 + 2.0

6.85 + 0.48 13.5 + i. .0

27.0 ~ 1.9
48.1 + 3.4

21.9+ 1.5

38.7 + 2.7

35.9 ~ 1.1
36.0 + 5.0
42.0 + 8.4

33.5 + 2.3
60.9 ~4.3
31.7 + 2.2
24 +4
32.5
57.1 +4.0
58.6 + 8.8
51.7 + 2.0
53.7 +7.5
54+ 11

41.2+ 2.9

74.4 + 5.2

76+15

This work
This work

This work
21
24
This work
24
23
35
34

Bi 0„0f 0.180 + 0.01

0.321 + 0.02

2.40 + 0.17
1.6
2.83
4.33 + 0.30
5.6
2.38 + 0.54

7.28
11.9+0.8
12.7
7.8+ 1.7

12.2
23.4+ 1.6
24.0
15.8 + 3.6

6.64+ 0.46 i. 1.9.+ 0.8 19.5+1.4

19.1
36.1+2.5
34.5
26.6 + 6.0

27.0 + 1.9
22
30.6 ~ 5.7
50.9 + 3.6
52.2 ~10
38.7+ 8.8 52+11

This work
21
15
This work
15
33

0.085 + 0.006

0.160 + 0.01

Qa 0.054 + 0.004

0.094+ 0.006

1.07 + 0.07
0.72
1.88 + 0.13

0.685 + 0.050
0.55
0.92
1.17+0.08

3.78 + 0.26
2.3
6.64 + 0.46

2.55 + 0.18

2.57
4.37 + 0.31
4.4
3.4+ 0.7

8.13 +0.57
4.8

14.3 + 1.0
5.37 + 0.38

5.14
9.32+ 0.15
8.8
9.0 + 1.8

19.1+ 1.0

13.0 + 0.9
8.2

23.4 + 1.6

9.00 + 0.6

8.23
15.7 + 1.1
15.0
16.5+ 3.3
33.8+ 1.6

18.7 + 1.3
12
33.9 + 2.4

14.0 + 1.0
10.0
12.0 ~ 3
25.0 + 1.8
22+4
24.0 +4.8
4.7.7 + 2.3 64.8+ 3.2

This work
21
This work

Thzs work
21
15
This work
15
34
36

where (do/dQ)„ is the differential cross section
for- Rutherford scattering of protons at 90' labora-
tory angle, Q~ is the solid angle subtended by the
proton detector, and N~ is the number of protons
scattered by the target element recorded by scal-
ers after the electronic signal passed through a
pulse height discriminator. By accumulating the
x ray and proton spectra simultaneously, the in-
cident beam flux and the number of target atoms
may be cancelled out. The resulting expression
1s

do N'
x(g) x x.

dQ s N~ (1- T)e

The total (o„")and 1.„»(o„)x-ray productions

cross sections for the six elements which were
investigated are presented in Table I. The errors
indicated in the table come mainly from the mea-
surements of the particle detector solid angle and
x-ray detector efficiency, the statistical errors
from counting being small. Some known results
from other authors are also shown, the agreement
being generally good.

B. Branching ratios

Considerable effort was spent in the experi-
mental determination of the branching ratios. De-
tailed results discussed together with other values
measured by us and covering a wide range of
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TABLE II. The relevant I';/I'; ratios used in the determination of the cl& cross sections compared with theoretical
{Refs. 4 and 5) predictions and experimental values from the compilation of Ref. 26.

Branching
ratio Au

Element
Bi Th Reference

0.034 + O. 004
0.034

0.186 + 0.010
0.157
0.169

0.042 + 0.005
0.037

0.207 + 0.012
0.160
0.173

0.035 + 0.004
0.038

0.177 + 0.011
0.161
0.174

0.033 + 0.004
0.040

0.200 + 0.012
0.162
0.172

0.053 + 0.006
0.048

0.161+ 0.009
0.170
0.180

0.049 + 0.006
0.050

0.169+0.010
0.173
0.181

This work
4, 5

This work
4, 5
26

0.740 + 0.037 0.749 + 0.037
0.787 0.782
0.775 0.765

0.768 + 0.038 0.75i. + 0.038
0.776 0.774
0.778 0.757

0.755 + 0.038 0.731 + 0.037 This work
0.755 0.750 4, 5
0.735 0.733 26

atomic numbers will be published in a forthcoming
paper. " In Table II the relevant I"I4/I'„ I'»/I',
and I,"/I; ratios are shown and compared with the
theoretical predictions of Scofield' ' and the values
of Salem and Schultz" obtained by a least-squares
fit to the experimental data available then. %e
have already commented that the errors in the
three selected lines (y„y„andy„)are essential-
ly of statistical nature. However, in order to get
the ratios, the number of x rays in all lines must
be measured since

The Bi and Np L x-ray spectra were obtained
from the decay of "'Pb and ' 'Am, respectively.
It was assumed that all primary L vacancies were
produced by internal conversion. There are, in
this kind of experiment, six independent coeffici-
ents to be calculated, because the original nine
factors have to satisfy three independent normali-
zation r elations. These six unknown quantities
were calculated from the intensities of the uncon-
verted y rays, the intensities of the L x-ray lines,
the L subshell internal conversion coefficients,

In these cases the sources of error come mainly
from background subtraction and the peak-fitting
procedure. Statistical errors from counting are
generally negligible. The errors presented were
estimated as the maximum deviation from the av-
erage intensity of each peak in various trials of
the fitting process. Some weak lines or some
lines not so weak but with an energy such that they
are in the neighborhood of very strong ones were
not measured experimentally. For these lines we
used Scofield's results, which should not change
the relevant branching ratios by more than 2-3%
except perhaps in the L, branching ratio of lower-
Z elements.

I.O

0 I

l.0

Ol

f(~

Wp

0)

C. Fluorescence yields and Coster-Kronig factors

The L-subshell fluorescence (e;), Coster-Kronig
(f;,), and Auger (a, ) yields have been intensively
analyzed by one of us" "and results of these
works are shown in Fig. 2. The solid curves fitted
to the experimental points were used to interpolate
values of the coefficients. Although the measure-
ment of experimental points of Fig. 2 is well des-
cribed in the literature quoted, we present a
resume of the principal features of these experi-
ments.

0.0 I I s a I s I i i ~

75 80 85 90 95

A 7 ON/C NUNBER

Q)

FIG. 2. Experimental values of the fluorescence,
Coster-Kronig, and Auger yields reported in Hefs.
10-13. The solid curves were used for interpolation in
the Z values of interest.
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FIG. 3. Experimental
ionization cross sections
(open circles) for Au vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.
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I i I i I

I.O 2.0 3.0
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I.O 2.0 .5.0

and available information on the Auger electrons
yields.

Sources of '"Pa, free of descendents, were ob-
tained in a column separator and employed to stu-
dy the Ac L, x rays. In the Tl data, the '"Pb
sources were collected electrostatically from the
decay products of "Rn that emanated from a

'Th source. An x-ray spectrometer was used to
observe L x rays in coincidence with y rays in the
first case and with n particles in the second one.

In the Rn and Ra data, a different procedure was
employed. The L x-ray spectra come from the
internal conversion of the electric quadrupole
transitions following the a decay of "'Ra and '"Th,
respectively. Interpolated values of the ~ and f
factors were adopted from the literature. With
these values, the internal conversion coefficients
of the E2 transitions were deduced. Since E2 in-
ternal conversion coefficients, when measured
with good precision are always in excellent agree-
ment with the theory (and this was also true for
the E2 transitions under consideration in Ra and
Rn), the theoretical internal conversion coeffici-
ents were adopted and the a and f factors deduced.
Despite the simple procedure employed to choose
the relevant values of the Quorescence and Coster-
Kronig yields, the agreement with theoretical pre-
dictions for the Auger factors suggest that the re-
sultant values for ~, and (d3 are good within about
5—10%%uo.

The interpolated values of the fluorescence,
Coster-Kronig, and Auger yields of Au, Pb, Th,
and U were obtained from Fig. 2. The curves are
very smooth except for f» in the high-Z region and
for f» in the low-Z region. Although it is difficult
to decide about the best interpolation in these

cases, the interpolated coefficients satisfy the
normalization relations to better than 2%%uo in all the
cases. The extrapolation of the f» value for gold
is supported by a recent work of Salgueiro et al.27

IV. IONIZATION CROSS SECTIONS AND DISCUSSION

When the measured x-ray cross sections, the
branching ratios and the fluorescence and Coster-
Kronig factors are introduced in the expressions
(1), (2), and (3), we obtain the ionization cross
sections (Figs. 3-8). Since most of the systematic
errors involved in measurements of the x-ray
yields can be eliminated by working with cross-
section ratios and to show more clearly the im-
portance of the energy independent coefficients in
the expressions for the o,~, we express (1), (2),
and (3) as

L301 y4n ~x
L 13 31

(xr 0'

where the following notation was adopted:

The E independence of the coefficients is suppor-
ted by the fact that multiple ionization effects are
not expected for protons in the range of energy un-
der consideration. This was verified in the pres-
ent work by measuring some selected branching
ratios as a function of the proton energy. They are
constant within the experimental errors.
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FIG. 4. Experimental
ionization cross sections
(open circles) for Tl vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.

Our values of ionization cross section ratios are
presented in Fig. 9.

When v, 3/v~ 2 is compared with the PWBA pre-
diction, experimental and theoretical curves ap-
pear to be displaced. Similar results were obtain-
ed by Chang et al." Except for the bismuth data,
a somewhat regular increase of the displacement
factor with Z is observed. This relatively uniform
displacement attains a factor of 2 for Th and U. It
is impossible to remove such a discrepancy by

using physically acceptable &u and f coefficients.
Since the corrections due to deflection and binding
energy should not be very different in 2Py/2 and

2P,y, subshells, a possible explanation is the Z-
dependent relativistic correction. In the high-Z
atoms, inner-shell electrons should be treated
using relativistic wave functions. A relativistic
treatment of L-shell ionization in the framework
of the PWBA has been given by Choi for some
elements. For energies below 1 MeV and for gold

Io'—

Io~ =

I 00

FIG. 5. Experimental
ionization cross sections
(open circles) for Pb vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.

IO '= SGA
PW BA

exp

I.0 2, 0 3.0 I.O 2.0 3.0

E NERGY (MeV)
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IO LI

h

O

io'—
FIG. 6. Experimental

ionization cross sections
(open circles) for Bi vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.

IO'= SCA
—PWBA

exp
I I I i I s

I.Q 2.Q 3.0
I i I s I s, I i I a I

I.O 2.0 3.0 I.O 2.0 3.0

E NERGY (MeV)

the relativistic ionization cross sections are al-
ways larger than the nonrelativistic ones. On the
other hand the P, y, state is less affected by the
relativistic correction than the P, ~, and s,~, states.
This could explain, at least partially, the dis-

crepancies below 1 and 1.5 MeV in the gold and

uranium regions, respectively. Rigorous calcula-
tions are not yet available for higher energies of
the projectile. However the crude approximation
given by Merzbacher and Lewis' points in the same

IO LI L

FIG. 7. Experimental
ionization cross sections
(open circles) for Th vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.

OIJ4 ~

—P WBA

exp
I ) I i I

i.O 2.0 3.0
I i I i I s I i I i I

I.O 2.0 3.0 i.O 2.0 3.0
ENERGY (MeV)
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FIG. 8. Experimental
ionization cross sections
(open circles) for U vs
proton energy. Also pre-
sented: PWBA and SCA
theoretical curves.
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FIG. 10. The ratio gr2/o. && as a function of g for Ep
=0.5 and 3.0 MeV. The predictions of PWBA are also
shown.

direction, namely, an increase in the cross sec-
tions and a small effect in the I., subshell for all
the bombarding energies.

The behavior of u, '/o~& and o~'/a~I~ ratios are
less regular. The general trend of the experi-
mental points is the same as that exhibited by
PWHA calculations, in particular a conspicuous
maximum is well defined for all the elements.
However, two main differences are observed when
the experimental points are compared with the
PWBA predictions: (i) the theoretical curves are
displaced upwards (except, perhaps, ar &/az ~ for
Th and U; (ii) the position of their maximum is, in
general„shifted toward energies higher than the
experimental pos ition.

The o, 2 3 cross sections rise monotonically in
the 0.5-3.0-MeV proton energy interval but this is
not true for the oz & cross sections. The cd '(E) curve
cons ists of two smooth incr easing curves joined by a
plateau whose position is 8dependent. The existence
of apronounced maximum in the oz~' ~'/o~ ' ratios is
a manifestation of this abrupt change in the slope of the
oz &(E) curve. However it mustbe emphasizedthat the
position of the maximum do not 'coincide exactly
with the position of center of the plateau.

The vertical displacement between data and theo-

ry ls not so uniform as ln the 0'g 3/o~g& ratio. The

plots of oz ~ ~/oz ' as a function of z, for several en-
ergies do not show any simple systematic deviations
between experimental and theoretical values. This is
exemplified in Fig. 10, for the gz 2/&rz ~ ratio at 0.5

and 3.0-MeV proton energies.
This vertical displacement is more evident above

1.5 MeV. An analysis of the expression (5), in
which the numerical values are inserted, shows
that in this region f„is less than the experimental er-
ror inthe first term, andthus canbe neglectedin a
first approximation. Because the PWBA curves are
almost proportional to the experimental curves
[Fig. 9(a) and 9(b)] in this energy region, the dif-
ference could be explained, at least partially, as
a bad choice of the energy independent factor
~»I'»I'&4&~. However, the values of the (d» ratio
found in the literature are, in the extreme cases,
only 20%%uo higher than our adopted ratio. Errors in
the branching ratios are typically of the same or-
der of magnitude. Thus this argument is generally
unable to explain differences between the experi-
mental points and the theoretical curves which are
higher than 40-50%%uo.

It has been argued"' ""that the plateau in the
o, & ionization cross section could be explained in
terms of the momentum distribution of 2s elec-
trons or, alternatively, in terms of the radial dis-
tribution of electrondensities. " In fact both distri-
butions present a node. while the same distributions
for 2P electrons are similar to those of 1s elec-
trons, i.e. , without nodes except at the origin.
Merzbacher" showed that the ionization cross sec-
tion at low energies is proportional to the square
of the magnitude of the momentum distribution.
The 2s-state momentum distribution has a zero at
P =-Z~h/2a, (where Z~ is the effective charge and

a, the Bohr radius), presenting a large peak for
lower and a smaller peak for higher momenta.
Consequently a smoothing is expectedto occur in the
ionization cross section at a fixed value of q~/8~2,

where g~ and 6I, are the dimensionless parameters
defined in Ref. 1:

iso
IL g2 2

z being the projectile velocity relative to the tar-
get atom, I~ the measured binding energy, and8„the Rydberg constant.

The fact that the o, ' ~3/&x,'~ ratios are less than
1 at low energies reflects special features of the
momentum distributions, namely, the fact that the
2s secondary peak at high momenta dominates the
2p momentum amplitudes.

Alternatively the same situation can be visual-
ized in configuration space, as proposed by Han-
steen. " If bm„, represents the impact parameter
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FIG, 11. The value of the dimensionless parameter
gz/6 zt at the position of the center of the plateau vs the

atomic number. The hatched band corresponds to the

PWBA predictions and the circles are from the experi-
ment.

that gives the maximum contribution to the total
Coulomb ionization cross section then b~„
=hv/AE, where b, F. -I~ is the energy transfered
to the atom in the collision. A correlation is ob-
served between the density nodes and the dominant
impact parameters extracted from the approxi-
mate position of the plateau in v~& curves, It is
noteworthy that the density nodes from Hartree-
Fock calculations" occur systematically nearer
the origin than those obtained from hydrogenic
wave functions. The shift amounts to 3.7% (which
corresponds to two or three units in the effective
charge) and could explain the shift in the position
of the maximum in the cz &'~&/cI & curves as com-
pared with P%'BA predictions since calculations
ar e performed with nonrelativistic hydrogenic
wave functions. relativistic corrections would re-
inforce the eff.ect.

Figure ll indicates the q~/8~ values correspon-
dent to the center of the plateau as given by PWBA

~
H

FIG. 12. Comparison
between the experimental
0~1& cross sections for Au
and theoretical curves:
PWBA, PWBA with binding
correction (PWBA- B),
PWBA with trajectory cor-
rection (PWBA- T), PWBA
with binding and trajectory
correction (PWBA- BT),
PWBA with binding, tra-
jectory and relativistic
corrections (PWBA-BET),
SCA and BEA.
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FIG. 13. Comparison
between the experimental
0.1& cross sections for U
and theoretical curves:
PWBA, PWBA with binding
correction (PWBA- B),
PWBA with trajectory cor-
rection (PWBA- T), PWBA
with binding and trajec-
tory correction {PWBA-BT),
PWBA with binding trajec-
tory and relativistic cor-
rections (PWBA-BRT),
SCA and BEA.
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calculations (the hatched band from 0.014 to 0.015)
and the same values as given by experiment.
There js an obvious possibility of some underlying
correlation between the position of the plateau and
the existence of a node in 2s, i, momentum or con-
figuration space wave functions.

Figures 12 and 13 presents the Ll PWBA pre-
dictions for Au and U, respectively, including cor-
rections for the hyperbolic trajectory of the pro-
ton, "the effect of the changing binding energy of
the target electron, " and relativistic corrections. '
The BEA and SCA calculations are also shown in
Figs. 12 and 13. The large value of each of the

corrections invalidates quantitative conclusions
regarding agreement between experimental and
theoretical values. We believe that these approxi-
mations are probably too simplified to predict
correctly the ionization cross sections in this en-
ergy range even if reasonable fits are occasion-
ally achieved.
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