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The waveguide propagation of a microwave magnetic field pulse at electron paramagnetic resonance (EPR)
with a free radical sample of electron spins distributed along the guide displays the phenomenon of self-
induced transparency (SIT). Predictions of plane-wave optical SIT are modified by summation of the magnetic-
moment—microwave-field coupling over the transverse waveguide mode for specific sample geometries. Mode
modified pulse area theorems are presented. Observed output pulse areas and shapes are compared with
computer predictions. After pulse propagation over several absorption lengths a spontaneous zero-area pulse
propagation effect is observed for a short weak input pulse with spectral width comparable to or larger than
the spin-resonance linewidth. Alternating 180° phase shifts in the pulse carrier wave, accounting for zero
area, signify magnetic dipole transitions which alternate between coherent absorption and emission to some
extent, and therefore anomalous pulse propagation is observed. For pulses applied off-resonance, linear and
nonlinear shifts of the average carrier frequency occur toward the center of the spin resonance.

I. INTRODUCTION

Except for the pulse-propagation effect of self-
induced transparency! (SIT), a number of pulsed-
laser coherent phenomena are close analogs of
earlier transient cavity spin-resonance experi-
ments. Optical electric dipole transient nutations,
photon echos, adiabatic inversion, and beat oscil-
lations of various kinds reflect primarily the time
dependence of coherent superposition states.
Propagation becomes a secondary consideration
for samples of low density and dimensions less
than the classical absorption length. These effects
are well described by the Bloch type of nuclear-
magnetic-resonance (NMR) equations® adapted to
the two-quantum level problem.?

In this investigation we present the results of a
direct electron paramagnetic spin resonance
(EPR) self-induced transparency experiment.*
Here the effect of anomalous microwave pulse
propagation occurs for a direct magnetic-mo-
ment-microwave-field interaction over distances
of pulse propagation exceeding many wavelengths
and several classical absorption lengths. A
traveling microwave pulse is matched into a wave-
guide which contains a free-radical sample of
electron spins polarized in a constant magnetic
field H,. The pulse carrier frequency is near or
at electron paramagnetic resonance in the x-band
region (9.3-11.7 GHz). The output pulse shape,
intensity, and spectral properties are monitored
as a function of input pulse conditions. Microwave
EPR techniques permit flexibility of tuning on-
and off-resonance, high pulse repetition rate, and
accurate pulse-spectrum analysis far superior
to equivalent measurements of short pulses at
optical frequencies. This flexibility enables more
detailed and controlled experimental studies of

non-plane-wave conditions, phase modulation ef-
fects, and zero-area pulse propagation.® All of
these effects relate to fundamental aspects of SIT
also observed.

The ultrasonic SIT experiment of Shiren® is the
only previous microwave type of SIT experiment
which presents advantages similar to the direct
EPR experiment reported here. The main differ-
ence is that traveling-wave ultrasonic pulses are
first generated by microwave pulses. The ultra-
sonic pulses in turn are coupled into a crystal and
interact with a two-level spin system. Since the
EPR experiment involves direct microwave cou-
pling to the spin system, the problems of micro-
wave power matching and pulse reflections are
easier to overcome than in the ultrasonic case.
Also the mode of microwave pulse propagation is
better known and controlled in the EPR case. A
primary disadvantage of the EPR experiment re-
sults from the relatively weak direct coupling of
spin magnetic moments with a microwave field
compared to strong coupling in laser or ultrasonic
pulse experiments. Therefore, large waveguide
sample lengths in spiral form (~100 ¢cm) must be
fitted between the magnet pole pieces to provide
a sufficient number of absorption lengths necessary
for SIT.

The coupling of spin magnetic moments with a
microwave magnetic field in a waveguide involves
the unique constraint of waveguide mode. For
ideal SIT in its simplest form,* a pulse propagates
as a plane wave in which transient induced absorp-
tion and emission during the first and second
halves of the pulse, respectively, balance one
another. With no losses present, a distortionless
pulse evolves with an area (product of field ampli-
tude and pulse width) given by 27 and with a hyper-
bolic secant shape. In the case of a pulse with a
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nonuniform transverse intensity profile, the SIT
behavior may be described in terms of plane
waves interacting independently with dipoles con-
tained in separate coherence volumes throughout
the sample. This viewpoint must be corrected for
self-focusing and diffraction effects.’ It applies
to optical SIT experiments that involve little or no
confinement of the traveling wave by a structure.
If propagation occurs in a structure, as in the
case of a ring laser,” or in our case of microwave
waveguide EPR, the SIT behavior depends upon the
integrated coupling of dipole sources over the
beam cross section. Each source couples with a
plane-wave component which sums up with other
coupled plane-wave components to contribute to a
single waveguide mode. The effect of the mode,
therefore, is to alter the form of the plane-wave
area' theorem of SIT which describes how the
pulse area varies with pulse-propagation distance.
Manifestations of the spontaneous zero-area
propagation effect® in the microwave experiment
reported here are of greatest novelty. A weak
input pulse, less than 7 in area and shorter than
dipole precession damping times, exhibits nearly
periodic phase changes of 180° in the carrier wave
for increasing distances of propagation. The
zero-area pulse which develops is equivalent to
a sequence of connected shorter pulses, each of
alternating sign in area that sum up toward zero
total area. Within a given volume element of the
two-level sample, this sequence signifies that
dipole transitions alternate between induced ab-
sorption and emission, and give rise to reaction
microwave fields which alternately subtract from
and add to the applied field entering the sample
volume element. The field energy in such pulse
trains is not degraded according to linear absorp-
tion, but is momentarily stored in the sample to
some degree, and then reemitted coherently with
added time delay in the direction of propagation.
The pulse distorts with propagation distance, and
for long distances it attenuates at a rate less than
that determined by the exponential factor of linear
absorption.

II. EPR MICROWAVE PROPAGATION EQUATIONS

Previous results and theory™” of the optical di-
pole SIT experiment serve as a basis for micro-
wave SIT analysis. The vector model for SIT is
related explicitly to spin S=3, as in nuclear mag-
netic resonance. The level splitting is provided
by a magnetic field H,, where w,=yH, is the Lar-
mor frequency, and y is the gyromagnetic ratio.
At x-band EPR microwave frequencies, a field
H,~3000 G provides a total electron-spin polari-
zation M, in the x direction from a sample of

a, B-bisdiphenylene-y-phenyallyl (BDPA) of total
free-radical spin density N=4X 10 cm™3. The
homogeneous damping lifetime of this free radical
is T,=0.8 usec, as inferred from echo envelope
measurements at 4.2 K, and the inhomogeneous
broadening inverse width T is typically =0.08
psec, due to nearest-neighbor proton hyperfine
interactions. A spin-lattice relaxation time T,
~11 psec is obtained from echo measurements.
The sample is distributed in powder form down a
rectangular waveguide extending in the z direction.
Pulse power at 5-10 kW at pulsewidth £,~0.15
usec is matched into the guide to excite the TE,
mode. In our experiments the sample is distri-
buted in the guide in either of two ways, as shown
in Fig. 1. The waveguide mode profile can be ac-
curately determined for a sample geometry in
which one-half of the waveguide is filled with free-
radical crystals in a matrix of silicon microbal-
lons transparent to the microwaves. The filled
half extends from y =3d to y =d, where d is the
width of the guide (~1 in.), and the height along x
is 7 in. In this configuration the sample is excited
in general by elliptically polarized microwave ra-
diation. The magnetic component of radiation is
linearly polarized in the y direction near position
labeled ~3d, circularly polarized near position
labeled ~3d, and linearly polarized in the z direc-
tion at d.

Approximate selection of the circularly polarized
component of the forward traveling wave is ac-
complished by placing a thin Teflon tube filled with
the sample at position ~3d down the length of the
guide. EPR will not occur for the opposite sense
of polarization at position ~id. For the Teflon-
tube geometry, the guide mode occupied by the
sample is difficult to define because of mode dis-
tortion caused by a dielectric tube. This mode
can be approximated across the tube cross section
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FIG. 1. Waveguide sample geometries. (a) Wave-
guide half-filled with 18% by volume free-radical powder
sample of BDPA distributed in a diluent matrix of sili-
con microballoons. (b) Sample is in form of BDPA
powder inside a 12-gauge thin Teflon tube (approximately
i-in. inner diameter) with axis at position of resonant
circularly polarized microwave-field h.
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by a function linear with distance.

The laboratory-frame microwave field at a point
xyz in the waveguide, with the waveguide axis
along z, is defined as

H,z, 1) =&, y)hiz, 1) exp{i wf - kyz+@(z,0]}+c.c.,
(1)

where the transverse-mode profile function Z(x, y)
is perpendicular to the static magnetic field H,
which is the x direction. Arbitrary phase ¢(z,t)
is defined with possible derivatives ¢(z, ) and
8¢/8z, which allow for phase modulation during
pulse propagation off-resonance.® The host medi-
um propagation vector in the waveguide is &,
=21/); and w is the applied microwave frequency.
In the slowly varying envelope approximation,
h(z,t) in the plane-wave limit is the rotating trans-
verse microwave field defined in a frame of ref-
erence rotating at frequency w+ ¢. According to
well-known transformation procedures, the ef-
fective field in the rotating frame is given for the
plane-wave case (I‘ZI =1,%/|¢| =1,) as

Hoep =2olH, - (0+ ) /Y] +iigh(z, ) (2)

where x, is the laboratory-frame unit vector along
x, and #, is the rotating frame unit vector along
h(z,t). The Bloch equations?® in complex form are
then

dQ/dt = -idwQ +iph,W -Q/T,, (3)
and

dwW/dt = 3iwy(Qh} = Q*h,) - (W = W,)/T,, 4)
with the definitions

B=v*/w,, h,=h(z,t)e'®

Q=+iv)e!®, W=-M,H,.

These equations have been derived and discussed
amply in the literature; they apply to electron

spin S=3, with negative gyromagnetic ratio Ye=—7.

Transverse dispersive and absorptive magnetic
polarization components are given by # and v, re-
spectively, in the rotating frame. The spin-energy
expectation value W may be expressed in terms of
the longitudinal equilibrium and nonequilibrium
polarization M,=-W,/H, and M,= - W/H,, respec-
tively. Transverse and longitudinal relaxation
times are T, and T, respectively; Aw=Aw,+3
and Aw,=w, - w; w,=yH, is defined at the center
of the EPR resonance line (taken to be symmetric
in shape); and 6 is the offset frequency away from
w, caused by inhomogeneous broadening of the
EPR line.

It remains to couple Eq. (3) to Maxwell’s equa-
tions in the slowly-varying-envelope approxima-
tion. In the plane-wave case, the traveling wave

equation in the retarded-time frame of reference
(t—1t+nz/c) is written

dh,(z,t)

L= omik f dsg(8)Q(5, z,1) - 3oh,(z,1) ,

(5)

with a linear scattering term 0. The normalized
inhomogeneous spectral distribution function g(6)
is applied to sum up the source dipole moments
which contribute to the singular self-consistent
value of field &,(z, ¢).

A con51deratlon of the mode profile function
E(x,y) in Eq. (1) for non-plane wave conditions re-
quires the usual procedure'® by which a selected
orthogonal mode propagates in the waveguide. As
obtained in an earlier treatment,' assuming negli-
gible z dependence of N or of £(x,y), Eq. (5) is
modified by a weighted integration of the source
terms over the mode profile in the xy plane as
follows (see Appendix A):

9 =2 W
3’_’1=ﬂ,_fdxdy (E*-q. )fdég 6)Q - 37k,

(8)

The slowly varying rotating field modulus at point
(x,y) is now given by (£:¢ )h(z,!), and §. is the
complex unit vector (shown in Appendix A) associ-
ated with the polarization that rotates in the same
direction as the circularly polarized field, where
§.=9 +if. The factor £*+§_expresses the projec-
tion of radiation from the source term @ at a point
(x,y,z) back onto the operating transverse mode.
The validity of an assumed invariant mode is dis-
cussed in Sec. III. The normalization condition is
defined as

ffdzdy’&lzzl, (7)

where the integration is taken over the complete
mode profile, and the transverse equation

92 9?2

(5 + 557 + 72) B30 =0

is satisfied. Therefore,
kZ=nfw?/c® - 92,

where n=V€, € is the host dielectric constant, Ym
is the mode eigenvalue, and c is the light speed in
vacuum.

III. EFFECT OF THE TRAVELING-WAVE MODE ON PULSE
PROPAGATION

A. Mode invariance at resonance

One may question whether a particular operating
mode remains invariant and uninfluenced by the
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dynamic resonance process during pulse propa-
gation, since the mode function £(x,y) is defined
for static nonresonant conditions, where B =ph

is the transverse nricrowave field and p =V¢€ is

determined by whatever passive dielectric material

is present. It is seen that mode constraint is
valid during resonance if the condition

4rM/h <1
applies in our experiment. We take
B =ph(1+4nM/ph)

as a constitutive relation which would possibly
distort the mode during resonance, when the
transverse magnetization M becomes a function

of #. Maximum dependence of M on k occurs in
the linear regime. In general, for a pulse at reso-
nance, M=M,sinf, where 6 =yh7 for a pulse dura-
tion 7. Therefore,

4rM _4wMyT sinb
wh ub

is a maximum for 6 - 0. For a 7 pulse, we have
y7 =7/h for fixed pulse width 7. In our experiment
i is of order 1 G. The magnetization M, is an ef-
fective one which is determined by waveguide fill-
ing factor and mode profile. Empirically, M, is
best determined in the pessimistic limit by setting
the absorption coefficient

a=2N m*wy?iT/c~>1,

whereas in the experiment a is smaller by a fac-
tor of 10 or more. Now, since

Mgy=3yhN = ac/4AmwyTF

is determined, we take rough values of T} ~107"
sec for the inverse linewidth of the sample y=1.7
x 107 radsec™'G™, h=1G, and u=1. Therefore,
{41rM/ph}mx= 0.1. This ratio is actually of order
0.01 or smaller for the experimental conditions
of this investigation (¢ <1); so it can be concluded
that the invariant mode profile assumption is
valid.

B. Mode effect on the area theorem

Consider exact resonance excitation (Aw,=w
- w=0) of a symmetric and inhomogeneously
broadened line in the absence of phase modulation
(¢ =0) and relaxation (T,=T,=%). The experimen-
tal condition 7,> 7 favors the assumption of infi-
nite relaxation times. The dependence of pulse
area ht =6/y upon propagation distance can be de-
rived for a plane wave from the area theorem?®

d6/dz =+ 5a sind , (8)

where

9=7th(z,t')dl'. @)

Equation (8) is applicable to an absorber or emit-
ter for — and + signs, respectively. Dipole mo-
ments at exact resonance are represented by
My(Aw,=0) aligned initially at equilibrium along
the H, field. The perturbing field & tips M (Aw,
=0) through an angle 6. If M (Aw,=0) happens to
be zero at /= — < (the line spectrum has a zero
magnetization minimum at its center), then
de/dz =0 and 6,=6 = const will be a consequence of
Eq. (8). This signifies that the input area 6, must
remain constant, and the pulse shape must alter
in some fashion during propagation to preserve
this condition. In a later discussion concerning
zero-area (6 =0) pulse propagation, a related effect
occurs if the pulse itself acquires a zero Fourier
component at w=w, in its spectrum. Dipoles at
exact resonance are therefore not effectively ex-
cited, and anomalous propagation of power takes
place over distances exceeding the classical ab-
sorption length o™

The mode profile projection factor £, = §'§+,
with ¢, =9 +iz, is introduced in the Bloch equations
by replacing %, in Eqs. (3) and (4), with 2,£, de-
fined as the local microwave-field amplitude at
point x,y,z. With ¢ =0, and dropping relaxation
terms, the Bloch equations are written in compo-
nent form as

du/dt = Awv , (10)
dv/dt = — Awu +yhE W, (11)
dw/dt = - vE . (12)

After coupling these equations to Eq. (6) and
applying Eq. (9), the area theorem is obtained! as
o _ a, [sdA(E*g)sinE-q,0) 6

— =4 £ = * - —
B2 T T, dAlTa.e oz 13

with linear scattering term ¢6/2 included. Source
dipoles are integrated over the sample region S,
with dA =dxdy. The integral over S is introduced
in the denominator and is also contained in &,. In
the classical limit, 6 <<1, and therefore the area
theorem of Eq. (13) reduces to the linear relation

de/dz =+ a9 — 306 . (14)

Now Eq. (14) contains the effective absorption co-
efficient @, dependent upon the mode profile over
the sample. Thus,

_ 2N 2v2ng (0
s s ) Joaal8-4.1° (15)

which reduces to
a,=2N12nwy?*ng(0)/c (16)

for a plane wave at exact resonance.
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Different mode profiles [Ec}*l over the sample
will give different forms of the area theorem after
integration over the sample region S. Consider a
mode variation only in the y direction, with no de-
pendence upon x, so that |£:¢,| =£(y). Independent
of how £(y) may be described over any region of
the guide, the normalization condition, Eq. (7), is
applied to the mode function

E(y)=Cf(y),

to give

Cz=<f0df(y)"’dy>-1 ,

with integration limits defined at the guide wall
boundaries y =0 and y =d. Various particular func-
tions f (y) may be assumed to apply between sam-
ple boundaries y, and y,. The integral of the mode
modulus over the sample is given by

f |§‘5+|2¢4=c2fy2f(y)2dy, (17)
S Yy

which is obtained empirically by measuring the
effective absorption coefficient &, in the limit
6 <1 from Eq. (14).

C. Linear mode

The mode function over the sample is approxi-
mated by a linear variation. It is convenient for
computational purposes to normalize the peak val-
ue of f(y) to unity in the sample region by trans-
forming the sample boundary limits from y =y, and
v, to 9" =0 and 1, respectively. Therefore we re-
quire

y=y,+ (3, -9y,
and
Cr(y)=CC’f(y"),

where C’ is another constant. The area theorem
Eq. (13) now reads

8, _, @, [3ay' f(y")sin(f(y")6,,] (18)
dz 2 foldylfz(yl) s
where 6,,=CC’6 and ¢=0.
As the simplest example, define f(y’)=y’. Equa-
tion (18) yields
dé, _-3a,/sind, -6, cosb, .
dz 2 02,

(19)

It is more realistic to define
f(y)=a+by’, (20)

where @ and b are constants, for the mode varia-
tion over the sample in a thin tube, assumed
rectangular in cross section. The modified area
theorem [Eq. (18)] becomes

<6l [(@+b)cos(a+b)6,, —a cosad,,]

de, za,
dz s

_51— [sing, (a +b) —sinaf),,J), (21)
m

where s =b(a® +ab + 3b%). For b—~0, d,/dz above
reduces to the area theorem for the plane-wave
case. For b=1anda—0, df,/dz reduces to Eq.
(19).

D. Sinusoidal mode

The sample may be uniformly distributed trans-
versely in the guide over a distance along y be-
tween y =0 and y = 3d, where

£ (y) =sin(2my/d) = sinmy’ .
Application again of Eq. (18) yields
de,/dz =xa,J,@,), (22)

where Jl(Bm) is the first-order Bessel function.
In all cases above, df,/dz=+(a,/2)8, for 6, <1.

IV. PULSE-AREA-PULSE-ENERGY PROPERTIES

Table I lists equilibrium points or areas 6, at
which d6,/dz =0 for cases: plane-wave SIT [Eq.
(8)], linear [Eq. (19)], linear [Eq. (21)], and sinu-
soidal [Eq. (22)]. QOdd points represent those areas
at which maximum pulse energy gain occurs for
a predominantly inverted system, and even points
represent those areas at which minimum pulse
energy loss occurs for absorbers mostly in the
ground state. The case expressed by Eq. (21) with
finite coefficients a and b is intermediate between
the plane-wave and linear (b =1, a =0) cases, and
is listed in Table I for a=1 and b =0.3. The listed
sinusoidal case is also of this intermediate char-
acter because its equilibrium areas are intermedi-

TABLE I. Equilibrium areas for various propagation
modes. Columns “Linear (A)” and “Linear (B)” corre-
spond to cases b=1, a=0, and b=0.3, a=1, respective-
ly, applied to Eq. (21).

Equilibrium Plane

point wave Linear (A) Linear (B) Sinusoidal
ist T 1.43m 1177 1.22m
2nd 2m 2.46m 2.33m 2.23m
3rd 3T 3.47w 3.497 3.237
4th 4T 4.481 4.64m 4.24m
5th 5w 5.48T 5.7371 5.24m
6th 6T 6.48T 6.57T 6.24m
7th T 7.49m 7.2671 7.24m
8th 8T 8.491 8.297 8.247
9th 9T 9.497 9.427 9.257
10th 10m 10.497 10.56m 10.257
11th iir 11.497 11.697 11.257
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ate between those of the plane-wave and linear
case of Eq. (19). The successive equilibrium
areas differ by essentially 7 for all cases as n
increases. For large n the equilibrium area
limits are nm, (n+3)7, and (n+3)7 for the plane-
wave, linear (A), and sinusoidal cases, respec-
tively. For the linear (B) case, equilibrium areas
vary about a limiting value of (n +6)7, where 0 <
6<3.

For any mode profile other than a plane wave,
it is evident that 6,(z) cannot converge to an area
which characterizes a lossless distortionless
pulse, as for the plane-wave 27 hyperbolic secant
pulse. With a field intensity which varies spatially
over the sample volume, resonant dipoles are
tipped through differing angles 6 such that some
dipoles exceed the threshold for SIT, and others
do not, giving rise to a net energy loss during
pulse propagation. The average tipping angle 6,
therefore cannot be simply related to the pulse
energy as easily as it is related to the absorption
and emission process for only those dipoles at
exact resonance, expressed by the area theorem.
From Egs. (6), (11), and (12), neglecting linear
scattering, pulse energy evolution is described by

JsdAJ dSg(8)aw(d,x,y,2)

ar a
= = < fsdA gz y

dz ~ *W,g(0)

(23)

where ¢ is taken as real and AW =W(b,x,v,z, =)
-W(d,x,y,z,t=—=) is the energy change of oscil-
lators at frequency 6 after the pulse has subsided.
The pulse energy is

r@):%f

over mode

=g% f R dt . (24)

A pulse-area-—pulse-energy argument! accounts for
deviation from linearity by use of the expression

dT/dz =+ ,TF. (25)

dAng.mdch

The factor F accounts for any nonlinearity, and
may be a function of pulse shape, width, area, and
mode profile. A useful empirical expression for
F under conditions of bell-shaped pulses, 7> TF,
and 6 not too large (<27), is given by

_{sdA[%(1 — coste)/£%6°]

F 26
[dA B2 (26)

If we define the pulse width T as
T=K(T/6%) or 6%*=(7/K)T, (217)

where K is a constant of order unity, then Eq. (25)
yields

dr _xa,[ dA[1 -coste] K

dz - [ E2dA T

Minimum or maximum energy loss occurs at the
condition

[ dA & singd K

d /dT
< e T TAE 1’ (28)

25 E>— O=xa
where the derivative (d/d6)(r™!) =0 applies in the
quasistatic limit that 6 is a constant. The factor
multiplying K/7 above is just the expression for
d6/dz of the area theorem, Eq. (13), neglecting
o, which is zero for the condition that areas 6
have attained equilibrium values during propaga-
tion. For an absorber, the constancy of 6, or 6
cannot remain indefinitely for increasing z, al-
though 6,, may be sustained for some distance with
minimum energy loss. The pulse width 7(z) ulti-
mately increases with increasing z, as the pulse
loses energy, in order to maintain constant area
[(intensity)!/2 x7]. As 7(z) approaches T,, the
pulse area begins to collapse toward zero.!! Mini-
mum and maximum energy loss correspond to
even and odd equilibrium areas respectively of
Table I. Although our phenomenological argument
here for the validity of d6,/dz =0 is a limited one,
our computer calculations show, in confirmation
of experimental results, that this property holds
in general for any of the modes which apply.

For experimental calibration purposes, in the
limit that the sample is thin, the maximum and
minimum electron-spin-echo signals serve as a
measure of equilibrium-point areas for a given
mode. The sample becomes “thin” simply by
shifting the resonance frequency sufficiently far
from the carrier frequency to make the sample
length L appear small compared to the increased
absorption length (a;'> L) at the off-resonance
frequency. It is reasonable to assume that the
dispersion is approximately flat (du/d5=0), and
therefore negligible under these circumstances.
A first weak but sufficiently wide pulse [6,(0) < 1]
is applied at  =0. A second strong short pulse
6,(T) =7 is applied at £ =7. The resulting echo
amplitude signal at { =27 will vary in proportion
to the echo pulse area 6 ,(m) =yh7 <1, or in pro-
portion to the emitted microwave field %, since
7 does not change significantly during propagation
for small 6 ;. This latter condition is necessary
for the validity of area theorem analysis®!? of the
spin echo in the limit ¢ z <1. As seen from Eq.
(8), the weak pulse by itself has the output

6,(L)~-6,00)a,L/2,

valid in the linear regime. After a second strong
input pulse 6,(7) is applied, the spontaneous echo
area 0.(2T) is evaluated by applying the area
theorem and then integrating over the mode profile

&
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agL [5dA &1~ costo,(T)]

0527) = [ E%dA

The second input pulse area 6,(7T) is adjusted for
extrema in 65, namely

d‘ge% =0= fdA £ sin6,(T)

which is proportional to the generalized area
theorem function, Eq. (13) given before, set equal
to zero. Thus the condition for defining the equi-
librium point areas of the second pulse area is
just the condition which gives the echo maxima
and minima. The equilibrium point areas listed
in Table I may then be calibrated by off-resonance
weak echo measurements. Or one may work back-
wards from a list of a few measured equilibrium
echo areas, and estimate a mode profile which
fits the measured equilibrium areas.

V. ZERO-AREA PULSE PROPAGATION

Optical pulse-propagation experiments® have
demonstrated the effect of imposing a 180° phase
shift at the center of a weak pulse (6,<1) before
the pulse enters the resonant medium. The pre-
pared pulse is a zero-area pulse (6,=0) which
enters the medium. For the pulse width condition
T «<T,, coherent stimulated absorption during the
first half (~7/2) of the pulse is compensated by
coherent stimulated emission during the second
half (~7/2) for those dipoles at exact resonance
(Aw,=0). The 180° phase shift imposes the condi-
tion of zero Fourier amplitude of the pulse carrier
frequency at w =w,, and therefore no absorption
takes place at exact resonance. Because of the
condition 7 >T%, the off-resonance dipoles in the
inhomogeneous spectrum absorb more energy than
they emit. A net absorption therefore takes place,
but over distances exceeding many linear absorp-
tion lengths aj'. Output enhancements over normal
linear absorption have been observed® by as much
as a factor of 50 in intensity. Later we will pre-
sent qualitative experimental observations of this
prepared zero-area effect in the microwave EPR
case.

We have observed for the first time the spon-
taneous zero-area propagation effect by EPR pulse
propagation in the linear regime. During pulse
propagation in the absorbing medium a small
finite-area pulse (6,<1) which enters the medium
at z =0 develops a sequence of 180° phase shifts
for increasing z until a final zero-area 6(z) =0 is
established. For this to occur, the pulse width
7 for all z must obey the condition

1. 1.1
TTTETT,

This allows the entire two-level distribution to
respond coherently in some degree towards the
limit of sharp line response. We assume T,—~ «,
and consider the particular case 7~ T which ap-
plies in our experiment.

Crisp® has presented an analytic treatment of
spontaneous linear zero-area pulse propagation
by considering an input pulse of the general form

10, ) =hy(l/T)"e™t/T .

The integer n is chosen to best fit the input experi-
mental pulse shape. A Fourier analysis with the
condition W= W in the weak excitation limit gives

n/2 1 t 1/2
=n! -t/T* —1— ( ) )
hiz,t)=n'e 2(%) THJ"(Z 75 0 ,
(29)

where J, is the nth-order Bessel function, and we
chose T} ~71. We extend the energy analysis of
Crisp to the case n =1 in Appendix B, which is
more representative of a real pulse, and obtain
the spontaneous zero-area energy

_ne (7 2
-x f_w Iy, (2, 02 dt

=7,(0)e"%* /(I (30,2)

where I, and I, correspond to zero and first Bessel
functions with imaginary arguments. For large z
where a2z >1, the asymptotic energy for any # is

7,(2)~ (1/az)y™ /2,

‘11(%(‘!62)] ’

V1. OFF-RESONANCE PULSE-PROPAGATION FREQUENCY
SHIFT

Pulse-propagation off-resonance in a two-level
system must take into consideration the time and
spatial derivatives of ¢(z,!) introduced in Eq. (1).
In the case of an absorber with inhomogeneous
broadening (T,> T¥) in the linear regime (6 <1)
with W=W,, a previous treatment® yields the
equation

d@) __a,W,

Tdz 27rg(0 )T fdég 0)|i(z,0) [*(aw = () .
(30)

Now a, takes into account the waveguide mode.
The average frequency shift is defined by

> Qh*(z,1)dt

=

and the pulse Fourier transform is given by
(z, 5):f he tveiretqy

noting that Aw=Aw,+6. Let the pulse %(0,{),
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applied off-resonance by amount Aw,, be described
in terms of its intensity

| 7200, 8) |2 = (62/7%) expl - (Aw, +8)27%]

and express the EPR line shape by the Gaussian
distribution

g(8) =(T#/V) exp(- 8°T#") .
The frequency-shift relation reduces to

‘127(5—) =20,5%(aw,7) expl - (AwgTs)?], (1)

valid for (p) < Aw, and @,z <1, where
s=T¥/(1*+T¥).

The maximum frequency shift occurs at
AW, | oy =1/V2sT ,

and

d<(.p> —_ 2,-1/2
p =-V2a,%/2, (32)

max

The frequency behavior in the nonlinear regime,
where W# W, cannot be treated by the above re-
lations. Investigation® by computer simulation for
off-resonance hyperbolic-secant-shaped pulses
show that the frequency shift for small z may be
obtained from the empirical relation

da{p) =2d(<,0> (1 —cos0> (33)
linear 92 ’

dz dz
where d{(()/dz ||, ear 1S given by (30). This rela-
tion shows that the frequency shift is maximum for
small areas (6 —0), nearly disappears for even
multiples of 7, and revives for odd multiples of
7. Although the microwave pulses in our experi-
ment are not literally of hyperbolic-secant-shaped
character, any bell-shaped pulse with the above
areas displays a very similar behavior.

At liquid-nitrogen and room temperatures, the
BDPA sample line is primarily exchange narrowed,
corresponding to a homogeneous damping time
T,~T,~0.1 usec. In this limit the effect is to
produce frequency shifts opposite to the inhomo-
geneous broadening case above. We will not pre-
sent this second case here. The number of off-
resonance absorption lengths necessary to see a
significant shift in this limit proved to be too small
in our experiment because of the reduced Boltzman
factor.

z=0

VII. THE MICROWAVE PULSE PROPAGATION EXPERIMENT-
APPARATUS AND PARAMETERS

The block diagram of the pulsed EPR system is
shown in Fig. 2. A tuneable x-band high-power
pulsed magnetron (2J51) served as a source of

microwave pulses which were controlled in inten-
sity and spectral width by adjustable attenuators
and filters. A section of spiral waveguide to con-
tain the sample was specially constructed in
close-packed helical shape to fit between the pole
pieces of a 12-in. magnet. After microwave de-
tection, the output pulse from the sample was ob-
served in the time domain on a fast oscilloscope,
or observed in the frequency domain by use of a
microwave spectrum analyzer. A microwave fer-
rite isolater following the attenuators served to
prevent feedback reflections. A fraction of the in-
put signal was shunted for monitoring of input
power and pulse shape.

The helical waveguide indicated in Fig. 2 is 1
X g in. rectangular I.D., made of soft copper, and
is designed to propagate the TE,, mode. A spiral
of 23 turns provides a sample path lenth of ~100
cm. Tapered input and output ends of the guide
match impedance into standard waveguide sections,
connected in turn to pulse source and detectors.
For the Teflon tube and half-filled guide sample
geometries, the static field H, at 3 kG did not
have a spatial variation over the spiral guide length
that exceeded more than ~1 G. The field inhomo-
geneity at any given point in the sample was of the
order 0.05 G/mm. A thermocouple monitored the
temperature of the guide helix.

By means of an isolator and mechanical switch,
one could observe the transmitted pulse or re-
flected pulse, if any could be measured of the
latter, by the same detector system. A Polarad

0SCILLOSCOPE
MONITOR [
- R

SIGNAL

) SR

MAGNETRON

Sweep
Oscillator

<

\ SPECTRUM
) ANALYZER

"/ T>MAGNET
~——" POLE FACE

/
SAMPLE
MPLE [

HELICAL |
WAVE GUIDE  \

FIG. 2. Block diagram of pulsed EPR microwave ap-
paratus. The pulse signal output or the reflected signal
out of the input end of the helical guide (transmitted
through the circulator) is selected for observation in the
time (oscilloscope) or frequency (spectrum analyzer)
domain by switches S. Single pulses derive from a mag-
netron with a second magnetron available for spin-echo
observations from closely spaced pulse pairs. A narrow-
bandpass filter NBPF provides a pulse spectrum nar-
rower than the magnetron output spectrum. Other
switches S allow a sweep oscillator reference signal to
be connected for calibration purposes. Circle symbols
with arrows designate variable attenuators.
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TSA-W spectrum analyzer sampled output pulse
spectra at 15 pulse/sec repetition rate,® corre-
sponding to a period far in excess of the T, =11
usec relaxation time of the BDPA sample at 4.2
K. The absolute resolution of spectrum analyzer
was better than 1/10 MHz.

Long sample lengths L were required for the
condition &L >1 to apply so that SIT could cause
significant changes in the output pulse shape and
delay relative to the input pulse. In order to sat-
isfy the slowly-varying-envelope condition a x<1
also, given that A~4 cm at x-band frequency, we
have chosen L ~100 cm to give @,L ~5 and a ~3.
The accuracy of our measurements does not dis-
tinguish between the extreme inequality o\ <1,
which applies at optical wavelengths, and the
weaker inequality @ A<1. Higher-order correc-
tions to the theory because of the weaker inequality
do not make a significant difference in the overall
predictions of SIT.

The free-radical BDPA sample is primarily in-
homogeneously broadened at 4.2 K because of elec-
tron-proton hyperfine interactions.'* This pro-
vides an inverse linewidth 7}~ 0.1 usec compared
with a longer homogeneous relaxation time T, ~0.8
pusec, and a T, =11 usec. Line-shape experiments
show a BDPA spectrum which is slightly asym-
metric, caused possibly by a residual antiferro-
magnetism.!* This small asymmetry does not
significantly effect our SIT measurements, but it
does show up in terms of a small asymmetry in the
final output pulse spectrum. We assume a sym-
metric two-level spectrum in our analysis. At
room and liquid-nitrogen temperatures, the BDPA
sample gives T, =T,~0.1 psec, because of elec-
tron exchange narrowing. This time is too short
to enable SIT observations with our available in-
put pulse widths. At higher temperatures exceed-
ing 10 K, the values of a,L were too small to allow
observations of SIT.

Waveguide-sample transmission parameters

For the tube sample geometry, clear 12-gauge
Teflon tubing was filled with BDPA powder. The
composite dielectric constant of this combination
was determined from frequency-shift measure-
ments in a specially prepared cavity. For the
tube axis located at ~3d from the guide wall, the
experimental constants are w/c =2, n?=2, k,=1.6,
and a;'=20 cm. Because of the differing sample
dielectric constant, this value of £, results from
a self-consistent mode calculation®® in which three
different transverse rectangular regions are as-
sumed and matched by the appropriate boundary
conditions. Similar dielectric measurements were
made for the half-filled guide geometry. A unique
TE,, mode character prevails along the transverse

guide y direction even in the presence of changes
in the medium dielectric constant. Half of the
rectangular guide from y =0 to y = 3d was filled
with a styrofoam spacer, and the other half from
y =3d to y =d contained a homogeneous mixture of
18% powdered BDPA by volume mixed with inert
silicon microballons (hollow silicon spheres).
This percentage mixture on the low side insured
that the mode constraint remained valid at reso-
nance, as discussed in Sec. III. The experimental
constants for the half-filled guide geometry are
w/e=2, *=1.3, k,=1.65, and &;'=25 cm™.

In order to be certain that the EPR pulse propa-
gation effects were not to be confused with spurious
signal background effects, it was important to
assess background losses, scattering, and reflec-
tions. As mentioned previously, the mechanical
switch (Fig. 2) enabled the measurement of trans-
mitted and reflected signals, which could be com-
pared to the input pulse as well. The small signal
cw characteristics of the entire system were mea-
sured by use of a microwave sweep oscillator
(HP 686C) over a controlled range of frequencies.
Reflections amounting to about 4%-10% of signal
input varied somewhat as a function of frequency.
The best experimental measurements were made
at those frequencies in the range of 9.3-9.7 GHz
where the reflections were minimized to approxi-
mately 4% of the input pulse itself. The data were
taken in terms of relative signal measurements.
Detector nonlinearity was taken into account by
taking readings from calibrated attenuators which
brought measured signal outputs up to the same
oscilloscope amplitude as the input. Amplitude
differences were read from the attenuator in terms
of db. All db measurement errors were within
+3 db or 4%.

Low-loss tapered guides were used for imped-
ance matching into and out of the sample spiral
guide. These tapers produced less than § db at-
tenuation compared to a straight guide of the same
length, and virtually no reflections were caused
by the tapers. With the sample included in the
helix, background attenuation (for an off-resonance
signal) amounted to 2 db, and a 5-15 db reflection
signal was seen relative to the desired transmitted
signal. Overall attenuation losses implied a
background scattering loss corresponding to ¢!
=250 cm at room temperature. At 4.2 K, this pa-
rameter decreased to 0! ~500 cm. Acid cleaning
of the copper helix decreased the losses even
further to 07! >800 cm.

For the two sample geometries, the absorption
coefficient «, for H, applied inthe “resonant di-
rection” was compared to the measured a, for the
reversed antiresonant field direction —H,. In the
case of the tube sample, presumed to be all lo-



14 MICROWAVE EPR SELF-INDUCED TRANSPARENCY 2215

cated ideally only at the position for pure circular-
ly polarized microwaves, the ratio would theoreti-
cally be infinity. Because of sample extension
along y, the experimentally determined ratio was
found to be a maximum of 25, with lesser values
due to error in tube positioning. With the half-
filled guide geometry, a ratio of 4.1+0.6 was com-
puted based upon the measured dielectric constants
of the guide media. This ratio compared very well
with the measured value of 4.3+0.2, which con-
firmed the mode description of the particular geo-
metry.

VIII. EXPERIMENTAL RESULTS
A. Mode modification of SIT

Figures 3 and 4 show output pulses in the time
domain for a BDPA sample in the Teflon tubing
configuration, with sample length L =90 cm cor-
responding to a,L =5.5+0.3. The more complex
output pulse shapes of Fig. 3 result from the
steeper rising and falling input pulse shown which
is unfiltered, injected directly from the magne-
tron. A smoother bell-shaped input pulse in Fig.
4 is obtained out of a filter of bandwidth~8 MHz.

OFF |
RESONANCE 3.4
[
/3 39
147 aam
221 557
25
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FIG. 3. Nonlinear output pulses at exact resonance
(Aw(=0) in the time domain (0.05 usec/div) for the tube
waveguide geometry with a,L~ 5,5. Vertical output
signals from the diode (Fig. 2) are proportional to
k(L ,t), which determine 8, and are labeled by input
areas 6, from which 6 evolves. All 6, obtain from the
input pulse shape %(0,t) shown at the top left. All out-
put signals k(L ,t) obtain from input signals &(0,¢) ad-
justed to the same amplitude on the oscilloscope. Mul-
tiple-pulse break-up characteristic of SIT appears for
the highest input areas. With no NBPF (Fig. 2), ragged
pulse edges in the output are caused mostly by non-
resonant spectral wings, frequency modulation in the
magnetron pulse input, and deviation from exact sample
resonance because of H, spatial variations over the
helix geometry.

This gives rise to correspondingly smoother
looking output pulses shapes, but with less maxi-
mum output in total area available because of less
power by a factor 2 contained in the filtered input
pulse. The definition of pulse area 6 [Eq. (9)] and
the pulse envelope transform defined in Eq. (30)
are identical except for a constant factor, when
¢=Aw=0, The amplitude at the center of the
pulse spectrum #(z,0) is therefore proportional

to the pulse area. A plot of pulse area output
versus input pulse power, in terms of db attenua-
tion readings, is shown in Fig. 5 for the data from
Fig. 3. The appearance of pulse breakup charac-
teristic of SIT is evident. The maxima and minima
of Fig. 5 correspond to the equilibrium point areas
at which minimum and maximum pulse energy loss
take place. The mode shape which gives these
maxima and minima is taken to be

f(¥)=1-0.3y. (34)

This 30% linear mode assumes a rectangular rather
than circular sample cross section, and applying
this mode together with experimental parameters
T,=67 and 27 /7,=0.756,, where 5, is the spectral
resonance linewidth (all defined at full width half
maximum), gives the computer plot pulse shapes
of Fig. 6. These shapes apply to the data of Fig.

3, for the unfiltered input pulse. Good correspon-
dence is obtained in the time plots between the ex-
perimental and computer results, with some dis-
crepancy near 2r. On the other hand, the computer
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FIG. 4. Nonlinear output pulses with narrow-band
pass filter (NBPF, Fig. 2) switched in. The conditions
otherwise are the same as in Fig. 3 except for a differ-
ent sequence of input areas 6,. SIT characteristics are
seen as in Fig. 3 with pulse symmetrization more evi-
dent., Signals corresponding to 6,=0.77, 1.97, and 2.57
are multiplied by a gain factor 2.8 relative to the re-
maining normalized signals.
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plot prediction for 6,,,/6;, vs 6;, shown in Fig. 5
does not correspond in shape to the experimental
plot. The sensitivity of 6,,, predictions to nonideal
experimental conditions is more critical than are
pulse shape predictions. The computer simulation
does not take into account pulse carrier frequency
modulation and the variation from exact resonance
(Aw,=0) at positions 0=z =L in the sample helix
waveguide (because of static H, field spatial varia-
tions). Although a, may be assigned an average
value for low pulse intensities, it does not apply
in the regime of nonlinear propagation when a, is
actually some function of z. Indeed, the H, varia-
tions were of order one gauss over the helix, which
corresponds to about a 3-MHz off-resonance shift
at points in the helix, but spanned somewhat by
a wider pulse spectrum. Nevertheless, one notes
in the computer plot of Fig. 5 that values of 6, at
8,,+/6,,=1, which are the equilibrium points of
column (B) in Table I, do relate to the experimen-
tal curve, explained in the caption. We note in
particular that those regions (around the unstable
equilibrium points) in which experiment yields
6,./6,,<1, instead of 6,,/6,,>1, are just the
regions where computer predicted large pulse
widths and pulse delays would be inhibited by fre-
quency modulation and spatial variation of H, over
the helix.

Designated input areas in experimental plots
were determined by spin-echo measurements and

o8m m 2m 34w 5 6;77{77
T T

8ouT/B
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POWER INPUT ATTENUATION, db —

FIG. 5. Pulse-area-output—pulse-area-input ratio
Oout/0in =0 (L)/0, vs 6, (top) and power input (bottom,
relative to maximum power at 0 db). The dotted curve
shows experimental results from data and conditions
represented by Fig. 3, approximated by the mode shape
function of Eq. (34). With this function the solid-line
computer plot shows 6,,,/8;,> 1 in regions of 6,,, not
evident from the experiment (see text). Unstable and
stable equilibrium areas occur respectively at odd and
even points listed in Table I under “Linear (B)” column.
These points conform approximately to 6;, at the begin-
ning and end of each rise in the experimental curve,
where 0,,,/0;, =1 intersections occur in the computer
plot.

computer analysis. Application is made of the
spin-echo maxima and minima condition discussed
in Sec. IV. For a plane wave, a 6,= 27 pulse would
produce a zero-amplitude first minimum. For an
assumed linear mode given by (34), the first echo
maximum and minimum would occur at 6,=1.4r
and 2.4m, respectively. It was found that the first
maximum spin echo occurred for a pulse attenuated
16+ 0.5 db below the maximum input power (with
no filter). By computer sirmulation fit of the pulse
shape, this pulse corresponded to an area 6,=1.2r
+0.17, near that expected for a linear mode varia-
tion of 30% chosen in Eq. (34). The equilibrium
point areas at which maxima and minima appear
in Fig. 5 are therefore intermediate between the
case of 100% variation and plane-wave mode,
listed in Table I.

The ideal 27 hyperbolic-secant shape is not pre-
dicted to be the analytic final pulse shape during
propagation for any mode other than plane wave.
We note, however, from Fig. 7 that the spectral
shape for certain larger area pulses, such as
6=2.8r, corresponds to exponential asymptotic
fall off at Aw=+=. Since the Fourier transform
of a hyperbolic-secant pulse is also a hyperbolic-
secant function, we see, therfore, a tendency for
pulses, even in the nonplane regime, to evolve
toward a hyperbolic-secant character.

Figure 8 shows the signal output for the half-
filled waveguide geometry, with 4.5 absorption
lengths of sample BDPA. Longer pulse lengths
were employed to achieve multiple-pulse break-up.

OFF
RESONANCE
UNPUT)

FIG. 6. Computer plot of time-domain [k(L ,t) from
Eq. (6)] pulse shapes corresponding to the data and con-
ditions represented by Fig. 3. Plots are approximately
to within 10% of actual pulse shapes, with inputs approx-
imated by straight-line contours shown upper left.
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The mode structure is responsible for washing out
the last few peaks in the break-up oscillations.
This cannot be attributed to loss of phase memory
associated with 7,~ 0.8 usec, which is not short
enough to account for the observed damping.

B. Zero-area pulse propagation

If the wings of the pulse spectrum fall well with-
in the spectrum of the spins (7} < 7), the pulse
spectrum amplitude %(z,, Aw) is essentially uni-
formly attenuated for small 6 over all frequencies
Aw in the pulse. When the pulse spectral width
1/7 is comparable or greater than the absorption
linewidth ~1/7,* (since T,> T}), a hole centered
at Aw,=0 is observed to be burned out of the pulse
spectrum, as shown in Fig. 9. The hole width
corresponds approximately to 1/T;, with a cusp-
like indentation at Aw,=0. If we assume the as-
ymptotic Bessel function description given by Eq.
(29) for n=1, the sides of the hole have a slope
|R(O)(T#/a,L)|. This behavior is obtained from
the ideal picture of a spontaneous zero-area prop-
agation model, pointed out later. The hole genera-
ted here should not be mistaken as simply one
which occurs because the profile of the spin spec-
trum is eaten out of the pulse spectrum by the
usual linear absorption process. In fact, the more
subtle zero-area effect serves to label the propa-
gation as leading to SIT itself in situations where
Ty=T.

Consider the output pulses shown in Figs. 10
and 11 for the Teflon tube configuration. In Fig.
11 the spectral hole in the small-6 pulse region
begins to fill up for increasing 6, and at 6~ 27
the pulse shape spectrum has become essentially
bell shaped. The hole filling process implies un-
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FIG. 7. Spectral pulse shape of output vs input pulse.
At left the pulse shape on- and off-resonance (0.05 usec/
div) shows the on-resonance pulse symmetrized and
shorter than the superimposed off-resonance pulse. The
Gaussian character of the input (off-resonance) pulse is
altered toward the Lorentzian character of the on-
resonance pulse. These pulses show spectral amplitudes
in the wings proportional to e~ (linear) and ¢ (log), re-
spectively.

ON
RESONANCE

- f

RESgI::NCE 3sm
051 397
g 497 |
221 557
257 627
307 XY

FIG. 8. Nonlinear output pulses in the time domain
for the half-filled waveguide geometry with a,L =4.5,
Conditions otherwise are similar to those of Fig. 4, with
pulse break-up evident.

equivocally that energy is being veturned to the
two-level system coherently, a mark of the SIT
process. Pulses at 8= 27 form without spectral
holes and are predominantly energy conserving

as they propagate. Demonstration of this spectral
behavior in optical experiments has so far not
been achieved. The combined nonlinear effects of
anomalous pulse delay, pulse intensity output, and
pulse break-up are taken as evidence of the SIT

T/t = 12 1.6
INPUT ' ‘
OUTPUT M M

- f

FIG. 9. Input and output weak-pulse spectra compared
for various ratios of pulse width to inverse spin spectrum
width (7/T5). For increasing 7/T J the change from
spontaneous zero-area regime to the Beer’s-law regime
occurs. (Corresponding time-domain plots are shown
later in Fig. 16.) a, L =2.2 for all signals.
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FIG. 10. Nonlinear output pulse shapes in the time
domain, identical to conditions of Fig. 4, except that
7~ Ty here. Spontaneous zero-area pulse oscillations .81 4.7
are evident for 6,=0.1r and 1.27.
effect on optical experiments. Each of these ~f
properties alone is not free of ambiguity of coin-
cidence with other propagation effects, whereas
the spectral hole filling property is indeed a FIG. 11. Corresponding pulse Fourier spectra of
unique signature of the onset of SIT shown here. Fig. 10 pulse time domain pulse shapes (20 MHz full

scale). For small 8, the hole filling of the spectrum at
Aw, ~ 0 indicates spontaneous zero-area pulse disappear-
ance as SIT develops for increasing 6,. Frequency shift
in the dip of the spectrum is caused by effects of magne-

The spontaneous reversal from an absorption
to an emission condition is shown schematically
in Fig. 12. Such reversals build up in succession

over long propagation distances as indicated in tron frequency modulation and slight asymmetry in BDPA
the next schematic Fig. 13. Figures 14 and 15 spin-resonance line shape.
hz,t)

FIG. 12. Vector representation of the spontaneous zero-area pulse propagation effect at exact resonance. In a thin
sample the pulse ho is applied for short 7<= T *, and tips the equilibrium M, from the —z direction. As ho increases,
reaction field hR (dotted arrow along x) opposes bo (white arrow along x) durmg absorptlon where hR is proportional to
source dipole vector (black arrow along y) component. When the applied ho decreases hR exceeds ho, and coherent
emission returns the vector Mo toward the ground state. The resultant field h0+ hR exhibits a 180° phase shift as absorp-
tion shifts to emission, with the emission actually much weaker for the thin sample case shown. The pulse area is not
zero for z<a;l,
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show, respectively, the accumulation of absorp-
tion-emission cycle oscillations, displayed re-
spectively in the time and frequency domain for

a fixed sample length L corresponding to a,L=5

at 4 K. By increasing the temperature of the
sample, @, is correspondingly decreased, and

a,L is varied. The effect of approach to zero area
in Fig. 15 is seen for increasing «,L as a buildup
of the spectral hole in the pulse. The correspond-
ing time domain display of the approach to zero
area is shown in Fig. 14, where the signals are
heterodyned with a weak reference microwave
oscillator. The alternation in the sign of the het-
erodyne beat signal shows that the absorbed and
emitted radiation signal lobes are 180° out of
phase. These lobes signify that the » polarization
creates a reaction field which alternately subtracts
(absorption) and then adds (emission) to the imag-
ined applied field at a particular volume element
in the sample. By varying the pulse width 7,
keeping a,L constant, Figs. 9 and 16 show the
transition from exponential absorption to the alter-
nation of absorption and emission in the limit that
7<TF. In all of these cases, the anomalous propa-
gation of pulse energy over distances exceeding
a;! takes place as 7/T} 0.

In Figs. 17, a comparison of signal output is
shown between small finite-area input pulses and
artificial zero-area constructed input pulses. A
single pulse is delayed 180° or 0° with respect to
a source pulse from which it is derived, and then
the two pulses are injected into the sample in se-
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FIG. 13. Absorption and emission during spontaneous
zero-area pulse propagation. The signal evolution shown
in Fig. 12 builds up as successive volume elements are
excited during propagation, and 6 evolves toward zero
for increasing z. At exact resonance coherent absorption
is balanced by coherent emission alternately, but propa-
gation is not completely lossless because of net absorp-
tion due to off-resonance transitions. The Fourier spec-

trum of the output pulse is similar to that of an artificial-

ly created zero-area pulse (bottom signal with carrier
180° phase shift at pulse center).
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FIG. 14. Approach of propagating pulse toward a
spontaneous zero-area pulse in the time domain (0.05
psec/div) for 7/Ty~ 4. For larger absorption lengths
a,L , the buildup of zero-area oscillations occurs. In-
put and output pulse shapes are compared. For «,L
=1.7 and 5, a constant reference signal mixed with the
output pulse shows interference at random phase with
respect to the output pulse indicating 180° phase shifts
between absorption and emission portions of the pulse.

quence. The comparison of outputs (a) single
pulse, (b) zero-area double pulse (180° out of
phase), and (c) finite-area double pulse (in phase),
shows that anomalous propagation for the case (b)
is greater than in (c) by about a factor of 2 in
power.

C. Off-resonance pulse carrier frequency evolution

The parameters of the microwave EPR experi-
ment allow a clear measurement of pulse carrier
“frequency pushing” for pulses applied off-reso-
nance by amount + Aw,. Frequency pushing implies
that d{¢)/dz of Eq. (30) for an absorber is negative

a,L=08
OUTPUT

alL=1.7

agl~5

FIG. 15. Spectral behavior of spontaneous zero-area
pulse propagation (20 MHz full scale). Corresponding to
Fig. 14, the output pulse spectra develop a deeper cusp
at Aw,~ 0 for increasing a,L.
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FIG. 16. Change of output pulse in time domain (0.05 psec/div) from spontaneous zero area to classical absorption,
as T/T§k is increased. These spectral outputs correspond to the time-domain outputs of Fig. 9.

for w< w, and positive for w> w,; namely w+{g)
moves away from w, according to Eq. (31), pre-
suming that (¢(z)) << | Aw,| for all z. This behavior
is a consequence of the inhomogeneously broadened
absorbing wings of the spin resonance line which
absorb Fourier components from the pulse spec-
trum wing portion toward the line center. This
effect, although linear in the regime given by Eq.
(31), becomes nonlinear for intense pulses that
require a more general solution of Eq. (30). Ef-
fects of homogeneous broadening were not signi-
ficant at 4.2 K, where the inhomogeneous hyper-
fine EPR linewidth is dominant. At higher tem-
peratures, exceeding 10 K, a developing homo-
geneous exchange narrowed line does not provide
sufficient absorption lengths «, to reveal the oppo-
site type of frequency-pulling effects.® Reduction
of Boltzmann population factor, in spite of a nar-
rower line, accounts for the reduction in a,.

Individual pulse spectrum shapes in Fig. 18 in-
dicate changing average frequency shifts w+(®(z))
as the spin-resonance frequency w, is varied from
w,< w through exact resonance w,=w to w,> w,
The signal obtains from a Teflon tube configura-
tion where a,L =6.5. When the condition w;, - w
~1/7 applies, the hump of the pulse spectrum
leans farthest to the right for w,< w, and farthest
to the left for w,> w. A plot of measured values
of {(¢(L)) vs Aw, in Fig. 19 indicates the expected
change in sign of (¢(L)). In the limit L << a' the
maximum value (@), at (Aw,),, from Eq. (31) would
be given by

(Aw,),=1/STV2,

but the experiment yields d(®)/dz at z=L=6a!,

A numerical integration of Eq. (30) was carried
out to account for changes in the pulse spectral
shape (fixed as Gaussian only at z =0) at the con-
dition ¢, L =6. The data of Fig. 19 was then closely
confirmed yielding

(W), | sop sz > 3.1 0.3 MHz.

Experimental parameters 77'=4 MHz (using a fil-
tered pulse) and 7} =10 MHz yield (Aw),| ;-0
=3.5+0.3 MHz for the analytical case from Eq.
(31). These same parameters in the numerical
case from Eq. (30) gave an even better fit to the
data.

In accord with Eq. (33), bell-shaped pulses (al-
though not hyperbolic-secant shaped) that have in-
put areas near 27 yielded greatly diminished mea-
sured derivatives d{(®(L))/dz compared to deriva-
tives resulting from input areas near 7, as shown
in Fig. 19. Computer simulation and pulse break-
up effects in previous investigations!® reveal a

OUTPUT

SINGLE
PULSE

DOUBLE PULSE
(180° OUT OF PHASE

DOUBLE PULSE
(IN PHASE)

FIG. 17. Small zero-area constructed input pulses
compared to the output (0.05 psec/div). A single input
pulse shows the usual spontaneous zero-area output,
with 7/T5~ 1.5. Two such pulses in succession (bottom)
with no 180° phase shift at center (T/TZ*NS roughly) ex-
hibit more absorption than the center output signal that
results from the constructed 180° phase shift between
two successive pulses at the input.
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FIG. 18. Output pulse spectral shapes from input pulses applied off-resonance (Aw,= 0). Spectral sweep: 11 MHz
full scale, with 6,=1.3 for all input pulses, and @, L = 6.5 (on-resonance). Arrows indicate spin-resonance line center
atw,, not assigned to plots for Awy/2=-41 MHz and +59 MHz far off-resonance.

related behavior in which off-resonance input
pulses with areas not close to 27, become re-
shaped into final stable 2r hyperbolic-secant pulses
in the plane-wave limit while revealing a con-
siderable amount of frequency shift during propa-
gation.

IX. CONCLUSIONS

Waveguide microwave propagation of submicro-
second pulses in a two-level electron EPR system
reveals novel as well as generally known proper-
ties of SIT. New observations of spectral and off-
resonance characteristics of SIT are made pos-
sible by the accuracy of microwave techniques.
The magnetic-moment-microwave-field interac-
tion is directly involved where the Bloch-Maxwell
equations literally apply. The form of these equa-
tions was originally applicable to optical electric
dipole SIT experiments. Waveguide microwave
mode is of primary importance in determining
modified forms of the area theorem and may be
controlled over the sample by choice of sample
geometry in the waveguide. Experiment confirms
that a given mode remains essentially invariant
during pulse propagation, and that a dynamic feed-
back between two-level dipole oscillators and the
waveguide structure is represented in terms of a
chosen mode function. Only the previous case’ of
neon-helium ring mode-locked laser-pulse charac-
teristics has been confirmed by the SIT mode pro-
file formalism.

The flexibility of microwave-pulse measure-
ments in the time and frequency domain has per-
mitted studies of anomalous pulse propagation as
a smooth function of input pulse power, area, and
carrier frequency relative to the spin-resonance
frequency. Computer-predicted pulse delays of a

few input pulse widths and predicted output pulse
areas exceeding input areas are inhibited in the
experiment by pulse source frequency modulation,
spin-relaxation damping, and spatial variations

of the polarizing field over the helical sample.
Changes in effective sample absorption lengths
were imposed by variation of sample temperature,
and therefore of the Boltzmann spin population
difference. Spontaneous zero-area pulse propa-
gation has been obtained in which input pulses,

of spectral width comparable to spin resonance
widths, develop a reduced Fourier amplitude at the
center of the line with increase of propagation dis-
tance. Anomalous propagation therefore takes
place over distances exceeding classical absorp-
tion lengths. While a spontaneous zero-area
pulse develops during propagation, a spectral hole
filling process takes place before the onset of SIT.
This effect provides a unique signature for the
SIT effect when the input pulse spectral width is
W
1.0

|

-2 e +4 +8 +12
. ! Awy (Mc)

FIG. 19. Average frequency shift (¢) of the pulse
spectrum as a function of off-resonance parameter Aw,
for several input areas 6,. The input 6,=1.37 of Fig. 18
corresponds to data of the 7-db curve. The other curves
pertain to 6,=2.27 (2.5 db) and 6,=2.97 (0 db), which are
relatively close to 6,=2m, and show less frequency push-
ing according to Eq. (33).
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comparable to or greater than the resonance line-
width. Anomalous changes of pulse carrier fre-
quency toward the resonance line center in the
nonlinear regime during propagation are confirmed
for pulses applied off-resonance, as predicted for
inhomogeneously broadened two-level absorbers.
Our investigation suggests that similar waveguide
modified SIT effects would occur in fiber optical
waveguides. Even if such guides contain optical
absorbers characterized by a band of degenerate
levels distributed over a band of frequencies, in-
stead of by a well defined two-level system, anom-
alous propagation will occur for pulse durations
less than the induced dipole damping times. Anom-
alous propagation, although complicated by spin-
wave modes, would also occur for traveling-wave
ferromagnetic resonance in a waveguide.

APPENDIX A

The slowly-varying-envelope approximation for
the traveling-microwave magnetic-dipole-field
interaction is obtained from the wave equation

( 82 TI2 82 - - -
(vza'*"a? tz _872—>Ht =4n[VEM - V(V* M)], (A1)
where V2= 82/6x%+82/5y2. With 0, defined by (1),
the constraint of a single mode function £(x,y) is
obtained by taking the dot product of complex con-
jugate £*(x,y) with (A1), integrating over the mode
cross section (dA =dx dy), and applying mode nor-
malization [Eq. (7)]. Equation (A1) reduces to the
first-order forward-traveling wave equation

" dh, mnw?dh
-9 e;(wt-k;z)<_t + 2t
the 9z | kg o,

=4nffdA£*-[v21V[-V(v-1\71)]. (A2)

The basic TE,, mode for an empty guide is not
seriously distorted in the presence of a sample.
We may therefore apply it in order to illustrate
the field components peculiar to a waveguide in the
rotating frame. At a point x,v, the mode vector
function £ must also express the microwave-field
dependence upon the elliptical polarization deter-
mined by components 4, and &, in the vz plane.
Therefore,

Elr,y) =R+ DE,+ 285,

h,=t,=0,

hy=hE,= - (hk,dC /1) sin(ry/d),

h,=h&,= —iC cos(ry/d),

p) 1/2
c= (sd(l + dzkf;frz)) ’

The imaginary axis is defined along z; d and s are

the waveguide internal dimensional width and
height, respectively.

The transverse induced magnetization is defined
as

M=9M, +EM, = (M, +iM)§_+ (M, - iM,)gj,,
where §,=9 +i2.

Electron-spin precession for y,= —y corresponds
to the choice of

1\7[: ﬁ*,: (M,,+ iMz)a-= a_(u+ iv)ei(wt-kz*w) = q_Qe((wt-kz)

as the rotating magnetization applicable to (A2),
where @ is defined in Eq. (4). In (A2) therefore
the first term on the right-hand side reduces to

VM, = (8%/0y% = kDM, = — (Y2 + kDM, . (A3)

Since M, has the spatial dependence e~i%°. The re-
sult (A3) follows from the mode condition (Sec. II)

(V3+y2)M, = (92/0y2 +¥2)M, =0,
where
y2+ k2= nPw?/c? .

The second term on the right-hand side is an inte-
gral over

-

8V - 8V - M
M +EF M .
2z oy
This canbe reduced by assuming a z dependence of M

of e~**%Z and using the relationship between the
components of the mode!°

E*e9(V- 1_\./[)-: £X

FINL S
Yoy 8y

Integration by parts using the mode relation for
32M /3y?, and reversing the order of the deriva-
tives results in a cancellation of all but the surface
term

ik, 9t} -
- g 22 7. 4
4 b an By Mlo .

This term is identically zero by the boundary con-
dition defining a TE mode'’

9B,
o

s=0.

Thus, the second term on the right-hand side of

(A2) reduces identically to zero. Equation (A2)

becomes

ohy 1w Ohy (%in%f) dAt*eq.
s

2
8z RgC at

« [ @pe)as .

(A4)
The rotating microwave-field modulus is
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h(y)=h(E*q.)

= 13_‘ _E&‘_i i ﬂ
hC[cos<d> - sm<d>]

at regions y of the rectangular sample between y,
and y,. Empirical expressions for k(y) as given by
Egs. (20) or (22) take into account distortion of the
ideal TE,, mode. Where the guide is not occupied
by the sample, the form of the mode is of no im-
portance in computer evaluations of areas 6,(z) or
of field amplitudes k(z,¢) at the output (z =L) of the
guide. All areas contain the common normaliza-
tion factor C or CC’; and the empirically measured
absorption coefficient @, allows a measurement of
this factor.

In the absence of a sample (K/I: 0) the pulse ve-
locity in the waveguide is

c?k k c
=—£—=——gﬁ‘ — .
4 wn? (BP+72)1 %7

At sample EPR resonance the effect of the mode
upon SIT is to cause a spread of component-like
pulse delay times from different regions of the
sample.

APPENDIX B

By considering an input pulse shape of the form
7, (0,8)= Ryt /7)™t

where n=0,1,2,..., the pulse energy is obtained®
from a linear analysis in terms of the pulse Four-
ier transform h,(z,v) as

©

Te)= | Tole Wiz, v) v

-0

_hin1)? Joavexp[-az/(1+v T ]
Tz’l (V2+ T‘2)ﬂ"l *

(B1)

The effective absorption coefficient «, is applied
here which includes the effect of the waveguide
mode. For the case T ~T7, substitution of tan¢
=yTY into Eq. (B1) gives

+1/2
T,(2)=hi(n! )sz*f dt(cos®*t) exp(—a,z cos®t) .

-71/2

(B2)

From Eq. (B2) the analytic expression for n=0 has
been obtained®:

where I, (3 z) is the zero-order Bessel function
with an imaginary argument. In addition, we ob-
tain the analytic pulse energy expression for n=1
by noting first that Eq. (B2) can be written as

5@)= 01 (-5) 727 {7e)} - (B4)
Combining (B1) and (B3) with (B4) gives

=I"—(—(—)-)(L!)22—2"<_ 1>"dn

7.(2) 201 =~ @[9'%2/21050‘33] ,
* e

(B5)
where 7,(0) is given by Eq. (B1) defined at z = 0.
Forn=1, Eq. (B5) becomes

7,(z)= T,(0)e™e* [ (30 2) -1, (3az)] ,

which now involves I,(;a,z) as the first-order Bes-
sel function of imaginary argument. For large z
the asymptotic behavior of I (3 ,z) given by

IO(%an)-e-an/z/(?/rran)l/z .

leading to the asymptotic pulses energy behavior
of Eq. (B5) as

T,(2)~ T,(0m! V7 (1/az)™ 2,
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FIG. 10. Nonlinear output pulse shapes in the time
domain, identical to conditions of Fig. 4, except that
7~ T5 here. Spontaneous zero-area pulse oscillations
are evident for 8,=0.17 and 1.2,
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FIG. 11. Corresponding pulse Fourier spectra of
Fig. 10 pulse time domain pulse shapes (20 MHz full
scale). For small 8,, the hole filling of the spectrum at
Aw,~ 0 indicates spontaneous zero-area pulse disappear-
ance as SIT develops for increasing 6,. Frequency shift
in the dip of the spectrum is caused by effects of magne-
tron frequency modulation and slight asymmetry in BDPA
spin-resonance line shape.



MIX: SIGNAL(RANDOM PHASE)
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FIG. 14. Approach of propagating pulse toward a
spontaneous zero-area pulse in the time domain (0.05
psec/div) for 'T/Ték‘“‘ 4. TFor larger absorption lengths
L, the buildup of zero-area oscillations occurs. In-
put and output pulse shapes are compared. For «,L
=1.7 and 5, a constant reference signal mixed with the
output pulse shows interference at random phase with
respect to the output pulse indicating 180° phase shifts
between absorption and emission portions of the pulse.
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FIG. 15. Spectral behavior of spontaneous zero-area
pulse propagation (20 MHz full scale). Corresponding to
Fig. 14, the output pulse spectra develop a deeper cusp
at Aw,# 0 for increasing a, L.



FIG. 16. Change of output pulse in time domain (0.05 psec/div) from spontaneous zero area to classical absorption,
as 7/T is increased. These spectral outputs correspond to the time-domain outputs of Fig. 9.
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FIG. 17. Small zero-area constructed input pulses
compared to the output (0.05 psec/div). A single input
pulse shows the usual spontaneous zero-area output,
with /Ty~ 1,5, Two such pulses in succession (bottom)
with no 180° phase shift at center (T/TZ*RS roughly) ex-
hibit more absorption than the center output signal that
results from the constructed 180° phase shift between
two successive pulses at the input.



FIG. 18. Output pulse spectral shapes from input pulses applied off-resonance (Aw,= 0). Spectral sweep: 11 MHz
full scale, with 8,=1.3 for all input pulses, and &, L = 6.5 (on-resonance). Arrows indicate spin-resonance line center
atw,, not assigned to plots for Aw,/2=-41 MHz and +59 MHz far off-resonance.
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FIG. 3. Nonlinear output pulses at exact resonance
(Aw,=0) in the time domain (0.05 usec/div) for the tube
waveguide geometry with a,L~ 5,5. Vertical output
signals from the diode (Fig. 2) are proportional to
h(L ,t), which determine @, and are labeled by input
areas 6, from which 6 evolves. All 8, obtain from the
input pulse shape %(0,t) shown at the top left. All out-
put signals k(L ,t) obtain from input signals h(0,t) ad-
justed to the same amplitude on the oscilloscope. Mul-
tiple-pulse break-up characteristic of SIT appears for
the highest input areas. With no NBPF (Fig. 2), ragged
pulse edges in the output are caused mostly by non-
resonant spectral wings, frequency modulation in the
magnetron pulse input, and deviation from exact sample
resonance because of H, spatial variations over the
helix geometry.
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FIG. 4, Nonlinear output pulses with narrow-band
pass filter (NBPF, Fig. 2) switched in. The conditions
otherwise are the same as in Fig. 3 except for a differ-
ent sequence of input areas 6. SIT characteristics are
seen as in Fig, 3 with pulse symmetrization more evi-
dent. Signals corresponding to 0,=0.7m, 1.97, and 2.57
are multiplied by a gain factor 2.8 relative to the re-
maining normalized signals.
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FIG. 7. Spectral pulse shape of output vs input pulse.
At left the pulse shape on- and off-resonance (0.05 psec/
div) shows the on-resonance pulse symmetrized and
shorter than the superimposed off-resonance pulse. The
Gaussian character of the input (off-resonance) pulse is
altered toward the Lorentzian character of the on-
resonance pulse, These pulses show spectral amplitudes
in the wings proportional to e~ (linear) and ¢ (log), re-
spectively.
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FIG. 8. Nonlinear output pulses in the time domain
for the half-filled waveguide geometry with «,L =4.5.
Conditions otherwise are similar to those of Fig. 4, with
pulse break-up evident.
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FIG. 9. Input and output weak-pulse spectra compared
for various ratios of pulse width to inverse spin spectrum
width (7/T5). For increasing 7/T 5 the change from
spontaneous zero-area regime to the Beer’s-law regime

occurs. (Corresponding time-domain plots are shown
later in Fig, 16.) a,L =2.2 for all signals,
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