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Quantum electrodynamics of intense photon beams. New approximation method
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We develop a new approximation method for determining resonance properties of atomic systems interacting
with intense photon beams. This method, based on an improved iteration procedure, leads to analytic

expressions for the atomic density matrix from which positions of the resonances are determined. Our iteration

procedure is more rapidly convergent than the continued-fraction method, and already in its second step
reproduces the Bloch-Siegert shift of the one-photon resonance within 1 ppm.

I. INTRODUCTION

The purpose of this paper is to derive and apply
a new approximation method (based on an improved
iteration procedure) of ca,lculating resonance pro-
perties of atomic systems interacting with intense
photon beams. Our approximation method can be
most easily described with the use of the phase
representation of state vectors and operators of
the electromagnetic field. This representation,
described in Sec. II, is very well suited for the
analysis of all processes in which the number n
of photons in a given mode is very large. It en-
ables us to identify the leading terms in the large-
n asymptotic expansion of various physical quanti-
ties (transition amplitudes, density matrices,
etc.) calculated in quantum electrodynamics and
at the same time it gives precise relationships
between those quantities and their semiclassical
counterparts.

In Sec. III we use the phase representation to
analyze, for large n, the simplest model of quan-
tum electrodynamics: a two-level system inter-
acting with a monochromatic mode of radiation.
This analysis leads to a closed, although formal,
expression for the "relative population" component

p, of the reduced atomic density matrix in the
resonance region.

In Sec. IV we propose an improved iteration
procedure to evaluate p, and we calculate the
Bloch-Siegert shift to test the convergence of our
approximation scheme. From the analytic expres-
sion for p„obtained in the second step of our iter-
ation procedure, we get the Bloch-Siegert shift
at the main resonance with accuracy better than
1 ppm. Numerical results given by our method
coincide with those obtained by Stenholm' with
his many-step computer iteration scheme, but
we believe that our analytic expressions give a
better insight into the dynamics of the system

near resonance.
In Sec. V, our iteration procedure is extended

to transition amplitudes and compared with the
recent version of the continued-fraction method
proposed by Gontier, Bahman, and Trahin. ' It
turns out that even though both methods sum sim-
ilar classes of diagrams, our method is more
rapidly convergent.

II. PHASE REPRESENTATION OF STATE
VECTORS AND OPERATORS

The scalar product is defined by

The photon number states will be represented by
harmonic functions,

n+m -e' ~,

where the reference point n can be, in principle,
arbitrary, but later will be assumed to be a very
large number. The annihilation and creation op-
erators, acting on functions q'(P), can be repre-
sented in the following way:

a-e" n+ —.— (4a)

1 & ']at- n+ —— e (4b)

1 aa'a -n+ —.—.
i 8@

(4c)

Let us consider the quantum description of the
electromagnetic radiation, decomposed into dis-
crete modes. For each mode we will represent
the state vectors by square-integrable wave func-
tions 4'(P), where the phase P varies from 0 to
27t'
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For)nulas (l)-(4) define what will be called the
phase representation. Of course, our phase re-
presentation does not remove known difficulties
connected with the nonexistence of the phase op-
erator. ' In our representation, harmonic functions
e' ~ with m &- n do not represent physical states
and, as a result, the operation of multiplication
by e '~~ is not defined on all wave functions. In
our study we will consider only problems with a
very large number of photons and the multiplica-
tion by e "g (for not too large k's) will be well
defined.

More precisely, in what follows we will restrict
ourselves to a subspace M(ti, m, ) spanned by only
those basis vectors it)+ I& for which lm l- m„
m, and n are fixed, and m, «n. This restriction
is justified in most cases of physical interest,
when an intense photon beam interacts with a
microscopic system whose ability to deplete the
beam is limited. The annihilation and creation
operators in the phase representation, when act-
ing in M(n, mg}, can be approximated by the first
few terms of the expansion with respect to 1)/n,

I (f) —etHgtl H
tHgt

1 8
A(t) =exp i(dt n+ —.—X((j))

2

1 8x exp -j('dt n+ —.—
g 8$

—Ziti(f&-itg+ t(g)+Pg&t(g+ tg)))

= A((j) + (t)t).

It is important to observe that as a result of our
approximation in the Hamiltonian the evolution
operator in the Dirac picture does not contain the
differential operator s(/S(j).

The transition amplitude for an induced emission
(rn & 0) or absorption (m & 0) of

l
m

l
photons, while

the atom undergoes the transition betw'een states

(10)

where
8

0 —e Fn 1+ —+ ~ ee
2tl ls Q' (»)

()(((g(g)] rsvp( Jtv=) ()') x-(g+~i))
0

1a~=Wn 1+ .—+ ~ ~ e'4'.
2)ti ay (5b)

where II, is the Hamiltonian of the atomic system,
j is the current operator, A(Q) is the potential
operator in the phase representation,

A((j)) =on(fe "+ige"),
and t is a mode function. In the formula (6) we
have disregarded all terms which vanish when
n-~. The evolution operator in the Dirac picture
has the standard form (I=1),

()()) )exp( ~ f @i=( )g2(e)},(

where

This expansion will be shown to be most useful
in the study of dynamical resonance properties,
but it can also be applied to other problems (an
example is given in Appendix A). In the study of
the dynamical problems we will assume, for sim-
plicity, that the interaction is linear in the field,
and we will restrict ourselves to a single mode of
radiation. The Hamiltonian for the atom-field
system acting in the subspace M(n, mg) will be
approximated by

1 8
H =So n+ ——+H +I X((j))j 8$

The operator U[t lA((j)}], treated as a, given func-
tion of Q, has the form of the evolution operator
of the atomic system interacting with an external
field (the evolution operator in the semiclassical
theory). The formula (10) for induced transition
amplitudes coincides, therefore, with what we
called in our earlier works' the phase-average
representation of transition amplitudes. Since
formula (10) is valid for every pair

l
i& and

lf&

of atomic states, we can write it in the operator
form in the space of atomic variables,

or equivalently

(f} C {i/h)Hgtphtt(f)H(t/h)Hgt (14)

where phd(f) is the reduced atomic density operator
in the Dirac picture,

W'e will use this expression to study the time evo-
lution of the density matrix reduced to the atomic
system,

p (f) Tr [H (t/h)Htp(0)&(i/h)Ht]f



14 QUANTUM ELECTRODYNAMICS OF INTENSE PHOTON BEAMS. . 1103

prwr(t) =TrgU(t)p(0)U (t)] (15)

p(0) = ln&p. (0)(nl. (16)

In addition we will assume that the changes in the

We will assume that at t =0 the state of the system
is the following product state:

intensity of the photon beam, resulting from the
interaction with the atomic system, are not large.
It means that the transition amplitudes
&n+ ml (f I

U(t& I t&l n& are negligible, unless
I
m

I
~~ n.

We expect also that the Fourier components of
(f I

U[t IA((tr)]li&, as defined by the right-hand side
of Eq. (10), fall off rapidly with the increase of

I
m I. Under these assumptions, we obtain

'
dQ '

d(t&
p.'"'(t)=,', ' g ~ ™""'U[tIA(e, ))p, (0)U"[t IA(y. )),

0 0 m= rf

2r
dQ

tr. (t) =
2 p(4, t),

0
(18)

where

p((t(, t) = e "~"'"orU[t IA((p)]p. (0)U'[t IA(p)]e" ~"'e~r

(19)

The right-hand side of Eq. (18) has the form of the
average over the phase of the field of the atomic
density matrix, whose time evolution is calculated
according to the semiclassical theory.

The avera, ging over the phase of the field (or
equivalently over the initial time} has been often
introduced in the past' as an independent additional
postulate, in order to recover the connection be-
tween the results of the semiclassical theory and
the quantum theory. Here, the averaging over the
phase follows, as a mathematical consequence,
from our choice of the n-photon state as the initial
state.

which, after the summation over m, gives, finally, of Pauli matrices,

p(A, t) = -'+ p(A, t) o. (22)

By differentiation of Eq. (19) with respect to t, we
obtain the differential equations for the coeffi-
cients pr((t(, t),

PZ —-0P2r

p2 = (do p~ —4X Cos($+ (dt&p~,

p, = 4X cos((t(+ (d t)p„

(23a)

(23b)

(23c)

zp, p, (t = 0) —(d(—(p„ (24a)

zp, =p, (t = 0) + (d p, —2A.(e (~6, + e ( ~6 )p, (24b)

zp, =p, (t= 0)+ 2X(e '~A. + e'~a )p„
where

(24c)

(26)

which are equivalent to the following equations for
the Laplace transforms of p s:

III. RESONANCE PROPERTIES OF A TWO-LEVEL SYSTEM

The Hamiltonian of the two-level system inter-
acting with a single mode of radiation will be as-
sumed to have the form

H= —,'K(doo, + h(da a+ Krro, (a+ a ). (2o)

Such a Hamiltonian can be used, for example, in
describing experiments' on the magnetic interac-
tion between two Zeeman levels of an atom and
the radiation field. In order to use the results of
Sec. II. we will write the Hamiltonian (20} in the
phase representation, retaining only the leading
terms in I/n,

1 8
H 2+(J0003+ (0 n+ —. —+ 2AA. 0y COSQ,

z 8
(21)

where A. = ~n.
The density operator p((t(, t) given by Eq. (19) is

a 2 & 2 matrix and can be written as a combination

and where the operators 6, and 4 shift the argu-
ment z by+i(d and -i(d, respectively, according
to the formula

n, f(z) =f(z ~ t~). (26)

We will be interested in the resonance proper-
ties of the two-level system. Such properties
were extensively studied both theoretically and
experimentally. We begin with a new definition
of the resonance, which gives the same results
as those obtained by other authors. We say that
the atomic system is in resonance with the radia-
tion field if the energy fluctuations in the atomic
system reach their maximal value. For a two-
level atom the energy operator is proportional to
03 and theref ore our resonance condition can be
written in the form

((o, —(o,&)'& = 1 —(o,&' = max,

where the averaging symbol denotes both the en-
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semble and the time averaging,

(o,) =- (Tr[p, (t)o,])„,„
1-=lim — dt Tr[p, (t)o,].

0

From Eqs. (18) and (22) we obtain

(g~) =p, = lim — dt —
p3(&j&, t),

Ze~~ T 0 0 27t

(28)

(29)

IV. NEW APPROXIMATION METHOD AND
THE BLOCH-SIEGERT SHIFT

R=A ' A-'(B, +B )R (34)

The solution of this equation, in the form of a
finite number of terms obtained by the simple
iteration

From the definition (32a) of R(P, z) we obta, in
the following operator equation:

and therefore condition (27) means that at the res-
onance, (p, )' attains its lowest value. We will show

in Sec. IV that this minimal value is equal to zero.
The condition p, = 0 has been used by other au-
thors' to determine the position of the resonance.

We will assume that initially there is no coher-
ence in the atomic system,

p, (t = 0) = 0 =p, (t = 0}, (3o)

P, (4, )=R(4, )P.(f=0), (31)

where

R(0, z) = [A(z)+B,(0, z)+B (0, z)] '

A (z) = z+ n.,Fn. + n. Fn, ,

B,(p, z) = e "on.,Fn, ,

B (p, z) = e"~n. Fn, ,

F(z) = 4A.'zl( '
z(+u2O).

(32a)

(32b)

(32c)

(32e)

Since R(y, z) contains the shifting operators 6, ,
the expression (31) can be regarded only as a for-
ma, l solution. In Sec. IV we will develop a sys-
tematic approximation procedure to evaluate
R(p, z). Once we know R(p, z), we can determine
the position of the resonance [p, (t =0) is just a
number] from the formula.

which corresponds to a typical experimental situa, —

tion. With the use of the initial condition (30), we
can write the solution of Eqs. (24) for p, (p, z) in
the form

A-'(B +B )A-'

+A '(B,+ B )A '(B,+ B )A '— (35)

R =R, —R, (B,+B )Ra+ R,(B,ROB, +B ROB )R,

where

R, = (Ro' —B,ROB —B+OB,) '.

(36)

(37)

If we now retain only terms which are explicitly
p independent, we obtain the first approximation
R, to the operator R. The second term on the
right-hand side of Eq. (36) can be dropped be-
cause it will never lead to nonvanishing contribu-
tions to the integral over P in Eq. (33}. The third
term, however, will lead to P-independent con-
tributions to R in higher approximations. To see
this, we iterate Eq. (36) once more and write it
in the form analogous to Eq. (36),

diverges at the resonance. We propose to replace
the simple iteration by an improved iteration pro-
cedure (IIP) which overcomes this difficulty. This
procedure is suggested by the observation that only
terms independent of P contribute to the integral
in Eq. (33). In the IIP, in order to obtain succes-
sive approximate expressions R„ for R(p, z), we

alternately iterate the operator equation for R,
separate the part explicitly independent of p, and
use it as a new "free propagation" term.

In the zeroth approximation we obtain simply
R =A ' as the only part of Eq. (34) which is ex-
plicitly independent of f. Next, we iterate Eq.
(34) once and write it in the form

2$

Res, , 2 R(Q, z) = 0.
0

(33)

R = R2+ R2(B,ROB,R,B,ROB, + B ROBJf,B+OB )R,

(38)

In deriving Eq. (33) we have used the fact' that
the time average of the function (i.e., its time-
independent component) is given as the residue of
its Laplace transform at the point z =0. The fre-
quencies of the time-dependent components of
p, (p, t) are determined by the positions of the
poles of R(g, z) (different than z = 0) and their
amplitudes are given by the corresponding resi-
dues.

where

R2 = (R,' —B,Rj9,R,B ROB —B+OBJf,B,RQ, ) ',

(39)

and we have again dropped the irrelevant p-de-
pendent term. The only explicitly p-independent
term in Eq. (38) is R„which in the IIP serves as
the second approximation to R. The third approxi-
mation to R is



QUANTUM ELECTRODYNAMICS OF INTENSE PHOTON BEAMS. . 1105

B„',~ = B'„R„B„',

B„,~ = B„B„B„",

(41a)

(41b)

(41c)

Bo =B. BO=B (42)

It is important to observe that all A„are ordinary
functions of z, because of the pairwise cancella-
tion of the shifting opera, tors 4, and 4, appearing
in equal number in operators B„' and B„. Obvious-
ly, all R„are p independent, R„(p, z) =R„(z),
whereas the B'„are proportional to e~

To obtain the nth approximation to R we must
set B'„„=0. This means that the nth step of the
IIP consists in restricting the spa, ce of relevant
states to the subspace M(n, 2""—1), defined in
Sec. II.

R, = (R2' —B,RoB,R,B,R0B,RQ+OB+,B+oB

B~~ R,B~,B~~,R,B,R,B,R,B,)-'. (40)

The (n+ 1)th approximation to R can be obtained
with the use of the following recurrence formulas,

R,'(z) = z+ E(z+ i &a)+ F(z —i&u)

= z(I+ 8X (z + (do+ (d )

x [z + 2z ((go+ (P)+ ((go —~ ) ] '], (43)

and the resonance condition (33) has the form

[1+8K, ((do+ (d )(QP —(d ) ] =0 (44)

Equation (44) gives the correct position of the
resonance +02= (d' in the zeroth order in X.

In the first step of the IIP we obtain

The position of the resonance is determined by
locating the pole in ~, of the expression dR '(z)/dz
evaluated at x=0. It ma, y seem at first, when we
look at Eq. (41a), that the (n+ 1)th approximation
will still have poles characteristic of the nth ap-
proximation, coming from R„'. In actual fact (this
is confirmed by a detailed calculation below), the
terms -B'„R„B„—B„R„B'„notonly introduce new
poles at corrected positions, but also cancel ex-
actly the old poles.

Now we will study in detail the results obtained
by the HP. In the zeroth step of the IIP we obtain

R, '(z) =z+E(z+iu)+E(z —uu) —E (z+i&o)[z+2i&o+E(z+i&u)+E(z+3iu&)] '

E'(z -i&a)[z-—2iu)+F(z —i(u)+F(z —3i(u)] ', (45)

which leads to the following expression for the time-independent component of p, (f):

(P,(&))g, „=(Ii', )'([(uP, —(u')(u)', —9(u'+ 6A.')+ 2'((u', —9(u')]'

+ 8X'[((u2+ (o')((u2o —9~'+ 6X')'+ X'((u2O —9uP)'+ 4d((o20+ 9uP) ]}'P, (f = 0).

The resonance condition (33) reads

Ii', = (~', —ur')(ur', —9&v'+ 61')+ 2X'(&@20 —9&@')=0.

and therefore the resonance value of X/ur for the
main resonance (one-photon resonance) is

(47) 1/u& = 0.601 206 389, (50)

Jo(4X/up) = 0, (49)

The solution of Eq. (47),

&o', = 5uP —4X' —4(&u4 —)Pv'+ X4)'~'

reproduces correctly the shift of the position of
the main resonance (the Bloch-Siegert shift) up
to the fourth order in X.

We can also compare (48) with the known exact
result' for the Bloch-Siegert shift obtained for
the vanishing level-splitting field (&u, =O). In this
case, the position of the resonance is found from
the condition

x/(u = 0.612, (51)

in the first step in the IIP. The second solution of
Eq. (47),

&u'=5~'-4~'+4(&'- X2&'+ X')'~' (52)

reproduces the position of the three-photon res-
onance in the zeroth order in X.

In the second step of the IIP we obtain

the exact value. Setting &o, =O in Etl. (48) we ob-
ta,in
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R, '(z) = R,'(z) —E'(z+ i(o)R,(z+ 2iur) —E'(z —i(o)R, (z —2i(o)

—E (z+ ia)E (z+ 3ie)R', (z+ 2 i&a)[Ro'(z + 4ia&) —E2(z+ 3i~)Ro(z + 2 i&a} —E2(z+ 5i&u)RO (z + 6ire}] '

—E'(z —i(o)E'(z —3i(u}RO2(z —2Ao) [R,'(z —4i(o) E'—(z —3i(u)R, (z —2i(o) —E'(z —5i(o)R, (z —6i(o) ] ',

(53)

which leads to

(54)

where D(ur„&u, A) is a positive function of &u„e, and X whose explicit form is given in Appendix B. The
resonance condition reads

8'2 = 1+ 5A. (1} —25(d —50k,4 coo —25(d2 + 2,+, , ((u,' —9uP)+31.' Iv, —18x'((g, —(g') =0.
(do —49 +o —25&~ 0

(55)

As we have previously pointed out, ' the positions
of the one- and three-photon resonances, deter-
mined from our Et(. (55), agree very well with
the numerical results of Stenholm' and also with
the analytic result of Swain. '4 To test the accu-
racy of the second step in our approximation
scheme, we will again compare the resonance
value of 1./u& at &oo =0 with the exact result,

X/~ = 0.601 206 4, (56)

in the second step in the IIP. Since this value differs
from the exact value (50) only by less than 1 ppm,
there is no point of going beyond the second step
in the IIP in the study of the main resonance.

We can also derive from (55) the perturbative
formula for the Bloch-Siegert shift up to the 12th
order in X,

X' 3 X4 21m' 63 X'~-1 2—
(d (d 2 (d 16 (d 64 ur

193 Xlo 4237 Xl2

384 (dlo 110592

The first six terms in this expansion coincide
with the result of Ahmad and Bullough, "but the
12th-order term, to our knowledge, is obtained
here for the first time.

One can also use our approximate analytic for-
mulas for R(z) to determine the time-dependent
components of p3(t). Already from the zeroth-
step expression (43) for R(z) we get four fre-
quencies obtained recently by Ahmad" by a dif-
ferent method.

the recent version of the continued-fraction method

proposed by Gontier, Rahman, and Trahin. " This
method uses the resolvent operator G(E). The
basic etluation obeyed by G(E), in the notation of
Ref. 2q ls

C(E) =G,(&)+C,(E)(v'+ V )G(&)

and it has clearly the same general form as our
Eq. (34) for R(z). Therefore we can apply the IIP
to calculate the diagonal part of the resolvent op-
erator in the photon space. In complete analogy
with formulas (37), (39), and (40} we obtain now

successive approximate expressions, G„G„and
G„ for the diagonal part of the resolvent operator:

c,=(c -v c,v--v-c, v')-',

G2 =(G,' —V'GOV'G, V GOV —V G,V G, V'GOV') ',

(59b)

Gs= (G2' —V'GOV'G, V'GOV'G2V GOV Giv GOV

—V GOV G~v G~v G2V'GOV'G, V'GOV') '.
(59c)

These expressions are to be compared with the
corresponding expressions (denoted by us by G,",
C,", and C,") obtained in the first, second, and

third step of the continued-fraction method of Ref.
2 0

G,' = [1—r]-'c„
1 1

G, = 1-T-Y X-X Y G„60b

V. NET APPROXIMATION METHOD FOR THE

TRANSITION AMPLITUDES

1 al

G3= 1 —T —Y1 —T —Y X X
1 —T

In this section we will show how to extend our
improved iteration procedure to the calculation of
the transition amplitudes, and we compare it with where

1 ~l - l
-X 1 —T-X Y Y G,1 —T

(60c)



14 QUANTUM ELECTRODYNAMICS OF INTENSE PHOTON BEAMS. .

T=GOV'GOV +GOV GOV',

X= G,V'G, V',

F=G,V G,V .

(61a)

(6lb)

(61c)

One can easily check that our expressions G, and
G, coincide with their counterparts G~ and G;,
but beginning with the third step the two methods
differ. Using the notation (61) we write G, in the
form

1 1
G3= 1 —T-X F- F X-X — X 1 —T-X F —F X F

1 -' 1—F F 1 —T-X l-F- -X X X Go. (62)

This is clearly different from G3~, but by simple
algebraic manipulation it can be shown to coincide
with G~~ obtained in the fourth step of the continued-
fraction method. In general, the nth step of our
improved iteration procedure coincides with the
2" 'th step of the continued-fraction method of
Ref. 2.

Our procedure therefore is more rapidly con-
vergent than the continued-fraction method, by
which we mean that the nth step of the IIP auto-
matically includes a summation over many terms
obtained by the continued-fraction method; the
number of these terms grows exponentially with
n. There is a price to be paid for this improved
convergence. For example, in order to calculate
the residue of R„(e) at z =0 we must know all the
functions R2(e), . . . ,R, (e), and not only their
residues at a=0. This complication may render
our method inconvenient for numerical calcula-
tions, but with its use we were able in Sec. IV to
evaluate analytically the Bloch-Siegert shift with
an accuracy exceeding that of all previous authors.¹teadded in Proof. Our improved iteration pro-
cedure, when applied to transition amplitudes in
the simplest, case of the two-level system, is
equivalent to the method developed recently by
P. R. Fontana and P. Thomann [Phys. ftev. A 13,
1512 (19'6}].
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APPENDIX A

Here, as an illustration of the phase represen-
tation method, we will find the wave function %,(p)
of the coherent state in the subspace M(n, )n,).
To this end we solve the differential equation

e "v n 1+ .—4, (g) = a)l, (p).
1 8

2' ef

The normalized solution of this equation is

e.(y) =f,(4n
~

a ~)-'" exp(2Wnae" —22ny). (A2)

This wave function will be a good approximation
of the exact wave function for the coherent state
if and only if

because only then are contributions from higher
terms in the expansion (5a) of a sma. ll. Since n
is assumed to be large, the wave function 4, (p)
is effectively a Gaussian, centered around the
phase of a (a =

~
a

~

e "),

(8&~n
~
a

~

)) /ae 2inee (2 2-)2z))) )-) )-

APPENDIX 8
In this Appendix we give in full detail the func-

tion L)(v„&u, X), which appears in Eg. (54):

D()d„io, y2) —= (lii, )2+ 8y2(id2 +)d2) [18)t4+ C(~2, —Qio2+ 6X2 j'+ 8 X4(i))2, —9&))')C'()d, —9(o'+ 4X')

—192X2(&))22+ Qm )C+ 72X2(&u2 —Qi))2)'+ 288K' (&o)') —QuP)[1+ (&o)') —Qm )(v))+ 25ur )(uP~ —25u)') ']
14k. 10m'

+ 721" -BOX'(&2+ 25&F2)(A&22 —9~2)'()d)') —25~')' 8+ 2 2 +
Q)~- 49(d (dg —25(d

412((o2, + 49(o2) 412(uP, + 25&d')
0 2 ( 2 49 2)2 (

2 25 2)2

14m' 10''
x, 3+ —+

(d -49(d'
Q
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14m' 2

C -=1+5''((g', —25(o') ' —501'((o,'—25(u') ' S+, , +, , ((u,' —9(o')+S).'.
(do —49(d (d() —25(d

The function C is related to W', by

W, = W, C —18k.'(ur,' —ro'). (as)
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