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The Biberman-Holstein integral equation is solved for an infinite cylinder in the limit of large optical
thickness and for a wide class of absorption profiles. Special attention is paid to the Voigt profile.

I. INTRODUCTION

In solving time-dependent and time-independent
problems in the theory of radiative transfer in a
spectral line, an important role is played by the
solutions of the following eigenvalue problem:

A2, 1)¥(F)-A(2,1) fK(lf -F ) F) AT
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In this equation, A(2,1) is the Einstein probabil-
ity per second for the spontaneous transition
2—~1, £(v) is the emission, and k(») is the absorp-
tion profile. The density in state 1 is assumed to
be independent of position. The integration in Eq.
(1) extends over a volume V. The kernel K(|T -7'])
has been introduced by Biberman' and Holstein;?
it is required in order to solve Eq. (1) for the
eigenvalues A(2, 1) and the corresponding eigen-
functions ¥(F). For example, let some spatial
distribution of excited atoms be present in the vol-
ume V at time ¢=0. If no excitation or deexcita-
tion by other mechanisms (e.g., collisions with
electrons) takes place, the solution of the continu-
ity equation for n, (¥, t) for ¢= 0 is given by

> a,¥, (F)exp[-4,(2, )],

where a, =fn2('x")\11,(1") dT and the integration ex-
tends over V. The smallest eigenvalue A,(2, 1) has
been determined from the analysis of such a decay
experiment.?

In stationary—and in particular nonequilibri-
um—problems, when there is also excitation and
deexcitation of atoms by electrons, for instance,
the use of the eigenvalues AI(Z, 1) and the corres-
ponding eigenfunctions makes it possible to reduce
the continuity equation for state 2 to a set of cou-
pled linear equations.* Each of these equations is
formally similar to the continuity equation for the
excited state in the optically {zin case. The solu-
tion of this set is either elementary or can be per-
formed by elementary numerical techniques. We
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have reported on such nonequilibrium calculations
for a slab elsewhere,® using results obtained pre-
viously (paper I of this series®). However, experi-
ments on the nonequilibrium behavior of plasmas
are performed almost exclusively in cylindrical
geometries. Therefore, there is interest in the
solutions of Eq. (1) when V is an infinite cylinder.
We shall give these in Sec. II for the situation
where the optical thickness k, R is large for a wide
class of line shapes. Though the calculations are
more complicated than in the slab case, the prin-
ciple is the same. For the Doppler and Lorentz
profiles, the results will be compared to those of
Payne and Cook,” which have been obtained by a
direct numerical solution of Eq. (1) using essen-
tially the Fredholm method. In many situations
also, the spectral line shape is a Voigt profile.
Section III contains a discussion of the values of
the a parameter and ky R for which the Voigt pro-
file may be replaced by either a Doppler or a
Lorentz profile. Furthermore, approximations

to the solutions of Eq. (1) are derived for those
values of a and k, R where this cannot be done. The
approximations are estimated to be accurate with-
in 10%. We shall repeat a few calculations already
performed in previous papers in order to make
this one self-contained.

II. SOLUTION OF THE EIGENVALUE PROBLEM

In the following, it will be assumed that the sym-
metric line shape £(), normalized to unity, ex-
hibits a power-law dependence in the wings, i.e.,

£W)dv=8u)du~D |u|*/-Vdu

el =2]v—-y,|/Av>1,
(V) =k@)=k,LW),
ko= (2me?/mcn, f/Av.

Here D and @ are parameters, v, is the central

frequency, Av is a half-width, the density in the
state 1 is denoted by n, (independent of position),
and f is the oscillator strength. We have neces-
sarily defined 0< ¢ <1; otherwise £) could not
be normalized. A particular case is a Lorentz

profile which has D=7-! and @ =3. Asymmetric
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line shapes too can be dealt with if some simple
modifications are introduced. (See Sec. II of

Ref. 6). It then follows that the (asymmetric] sta-
tistical line shape has D=1 and a=%. The Dop-
pler profile requires separate treatment. The ap-
propriate expressions for this case will be given
without proof, being a straightforward modifica-
tion of the argument given in the case of Eq. (2).
It will turn out that the formulas for a Doppler
profile have many features of the limit @ =1 from
below in Eq. (2). In Eq. (2) neither D nor ¢ is
affected by possible hyperfine structure (hfs) of
the line. Therefore our formulas invariably apply
in this case [but not® if £@) is a Doppler profile
with hfs]. In solving equations like Eq. (1), an im-
portant role is played by the Fourier transform of
the kernel, and in particular its behavior near
k=0. It has been shown elsewhere® that

L

k(ﬁ)afe‘ﬁx(r)d?q-c%z £2)du, k=0,

uo(k)
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where u (k) is defined as the positive solution for
k=0 of the equation

koL, =k,

and where C is a constant and equal to n/sin(3aw).
In Eq. (3) the integration extends over the entire
three-dimensional space

F'_'(x) y’z)r E=(kx’ky)k:)r k=(k§+ki+kﬁ)l/2 .

No confusion will arise between k&, the absolute
value of the wave vector K, and the absorption
profile £(v) =k() in Eq. (2), since the latter will
always be accompanied by its variable. Equation
(3) has the following physical interpretation: It is
easy to see that the mean free path of a photon at
a frequency v is equal to k(v)~'. It will be shown
below that in solving the eigenvalue problem, that
part of the Fourier spectrum in Eq. (3) is impor-
tant where % is of the order of R-!, R being the
radius of the cylinder. Hence u,(k) is the (dimen-
sionless) frequency at which a photon has a mean
free path of the order R. The integration on the
right-hand side of Eq. (3), therefore, is over all
frequencies at which a photon has a mean free
path longer than R. Hence the behavior of K (k)
near k=0, and (as will be shown) of the solutions
of Eq. (1) for kR > 1, is determined by the be-
havior of £@) in its far wings.

It is a simple matter to calculate the integral in
Eq. (3) if £@) is given by Eq. (2). We have

sy l—a aD'™® (e \* R
RO e () » &0 @

If £() is a Doppler profile,

Tk B, \™? R
K(k) I—ZE (lnﬁ;) ’ k—o"O. (4b)
For a Doppler profile with hfs, see Ref. 6. If V is
the infinite cylinder (x®+3?)!/2<R and ¥(¥) in Eq.
(1) is independent of z, the integration over z can
be carried out. The two-dimensional Fourier
transform of the new kernel is most easily ob-
tained from Eqgs. (3) or (4) by putting £,=0. Let
us now reconsider Eq. (1) where the integration
has been carried out over z. In operator notation
it can be written

(I-K)¥=p¥,

where I is the identity operator and u =A(2,1)/
A(2,1). Widom® has shown how the solutions of
equations of this type can be obtained from the be-
havior of the Fourier transform for k/k,~0 given
in Eq. (4). The procedure is to show that the dif-
ference I-K for ky R~ > becomes proportional to
some other integral operator which is determined
by the exponent @ in the second term in Eq. (4)
[a=1 for Eq. (4b)]. In terms of this new integral
operator, Eq. (1) can be reformulated and we have
the following result: For j, ! fixed and k,R > 1, the
eigenvalues of Eq. (1) are given by

A,,(2,1) 1-a aD'"* \%(a)
A(2,1)  1+a sin(zan) (&R

if Eq. (4a) applies, and if Eq.(4b) holds true, by
A, 42,1 _mai(a=1)

kR \™/?
A2, 1) 4 kR <1“7%'> : (5b)

Here ) ,(a) are the eigenvalues of the following
integral equation®:

(5a)

X @) = fp _EK@G.BRE s, 6

where p = (x/R, y/R); the integers j, I take the
values 0,1,.... The eigenvalues with /=0 cor-
respond to solutions of Eq. (6) where F%@) de-
pends only on p =|p|, and those with I=1,... to
solutions f ,“.",’(5 ) dependent on both p and the angle
¢. Furthermore, the eigenfunctions of Eq. (1) for
koR ~ tend (in mean square) to those of Eq. (6),

¥, ,0)~f9@), b=x/R,y/R). @)

The problem, therefore, is to solve Eq. (6). This
is done in the Appendix, where some useful proper-
ties of the eigenfunctions are also discussed. Here
only the procedure is briefly described and the re-
sults are given. The eigenfunctions f;‘j‘,’(;; ) in Eq.
(6) are expanded in some suitably chosen complete
set of functions which are mutually orthogonal

with respect to some weight function. When this
expansion (with expansion coefficients still un-
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TABLE 1. Lorentz profile values of (2#)’/2/3A,-,0(§).

TABLE II. Doppler profile values of 7/4X,,(1).

j Ref. 2 Ref. 7 This paper Jj Ref. 2 Ref. 7 This paper
0 1.115 1.123 1.12274 0 1.60 1.575 1.57560
1 oee 1.856 1.85472 1 s 3.98 4.02540
2 2.37 2.37251 2 s 6.37 6.487 36
3 e 2.80 2.79641 3 e 8.73 8.95210
4 e 3.17 3.16415 4 s 11.1 11.4179

5 e 3.50 3.49346 5 s 13.3 13.8843

6 e e 3.794 33 6 see see 16.3510

7 e e 4.073 04 7 .. . 18.8178

8 se. . 4.33389 8 e oo 21.2848
=9 ~m(j +iaé)1/2(§ﬁ) >9 .en ~3n%(j +3)

known) is substituted in Eq. (6) and the orthogonal-
ity relation applied, it is then found that all the
integrals can be calculated in closed form. We
are then left with a well-conditioned eigenvalue
problem in matrix form [given in Eq. (A8)], from
which one can calculate as many eigenvalues and
eigenfunctions as one pleases. In Tables I and II
we have displayed our results for the eigenvalues
A, (2,1)/A(2,1) in the cases where £() is a Lor-
entz profile (D=7"', @ =3) and a Doppler profile,
respectively. They are compared with the results
of Holstein? and of Payne and Cook.” It is seen
that the agreement for a Lorentz profile is excel-
lent, and is satisfactory for a Doppler profile.
Note that for a Doppler profile our k,R is equal to
koR/VT as used by Holstein? and Payne and Cook,’
owing to the fact that we have used a normalized
Doppler profile f £@)du =1. The eigenfunctions
can be written in cylindrical coordinates for
O<p<1las

TABLE III. Coefficients of the eigenfunctions for a
Lorentz profile (a=%).

f}t,xt)(f—;) —9-a /2(1 _pz)a /2e¢u<pp1

< T'(m+1) ) s .
XD T +1+a7m) onds P/ =207

m=0
(8)

They vanish for p >1. In Eq. (8), j and [ take the
values 0,1, ..., and P{+*/2)(1 —2p2) is a Jacobi
polynomial.'® The coefficients ¢,(j, ) are the
numerical solutions of the eigenvalue problem,
given in the Appendix [see Eq. (A8)]. They are nor-
malized such that the eigenfunctions are orthonor-
mal, i.e.,

2m 1
f ff,(‘f‘)*(p,w)fﬁ‘?;’:(p, @)pdpde=>5, ;.5 .
() 0

(9
Tables III and IV give the coefficients ¢, (j, 1=0)

for the first three eigenfunctions for o =3 (Lorentz

TABLE IV. Coefficients of the eigenfunctions for a
Doppler profile (¢=1).

m  C,(i=0,l=0) c,(G=11=0) c,(j=21=0) m c,(j=0101=0) c,(i=11=0) c,(j=21=0)
0 0.702 27 0.211281 -0.12049 0 0.947 24 0.33132 -0.19813
1 0.328 22 -1.1791 0.688 36 1 0.37589 -1.9183 1.2177
2 —0.003 36 -1.1106 -0.96341 2 0.00972 -1.63385 -1.8299
3 0.01141 -0.23997 —1.8818 3 0.006 69 ~0.37131 -3.1787
4 -0.006 59 —0.04551 -0.84369 4 —0.00308 —-0.05844 —1.4206
5 0.004 38 0.007 39 -0.21770 5 0.00179 0.00315 -0.35197
6 -0.00311 —0.006 96 -0.01978 6 -0.00112 —0.004 43 —0.041 96
7 0.002 32 0.00512 —0.01053 7 0.000 75 0.002 88 -0.01073
8 0.001 80 -0.003 96 0.00562 8 —0.000 52 -0.002 04 0.003 62
9 0.001 43 0.00315 -0.004 67 9 0.000 38 0.00149 -0.002 98
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profile) and a =1 (Doppler profile), and the same
eigenfunctions are displayed in Figs. 1 and 2. The
rapid convergence of the c¢,(j, I=0) as a function
of m should be noted.

If the radiative transfer problem in this geometry
has cylindrical symmetry, as is usually the case,
then only the eigenfunctions with /=0 are needed.
Therefore we have not displayed the expansion co-
efficients of the eigenfunctions with /#0. A com-
parison of our eigenfunctions with those obtained
by Payne and Cook” reveals a larger discrepancy
than in the case of the eigenvalues, being of the
order of a few percent, and increasing for larger
values of j. These are to be attributed to the ap-
proximations made by these authors.

For later reference, it should be mentioned that
certain asymptotic relations apply to the eigen-
values and eigenfunctions. It can be shown, for
example,!! that in Eqs. (5a) and (5b), for I=0,

AN a) =5, v~ +Grs ), joeo.
This relation is already accurate within 2 and
0.25% for j=0,1, and within four decimals for j

=10. Furthermore, we have for the eigenfunctions
(1=0), j>1,

1 -1/2
fS“)(P)zJo(YjP)<2"f Jzo('}'jp)p dp) . (10)

This relation is valid within a few percent from
j=5 on, everywhere except very near p=1. In Eq.
(10), J,(y;0) is a Bessel function of order zero.

It is not difficult, with the aid of the present re-
sults, to solve the various problems that have
been solved in previous papers for a slab.

IIl. VOIGT PROFILE

In many cases the line shape is neither purely
Lorentz nor purely Doppler but a “mixture” of

+2
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FIG. 1. Eigenfunctions for a =1 (Doppler profile).
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both, that is, a Voigt profile!?:

"2dt . o
"‘f—f t-uyF+a’ =(Av,/Avp)(In2)! /2,

k) =k, LW), ko= (2me/mc)(n,f/Avp)(In2)/2 .

(11)

The limits a=0 and a -~ correspond to a pure
Doppler and a pure Lorentz profile, respectively.
It is well known that regardless of how small a is,
the wings of the Voigt function exhibit a Lorentz
character. Since the photons escape through the
wings, we have (see® Appendix A of Paper I)

R(k)~1 = (2n)%(ak/ko) %, k/ky=0. (12)

This equation is the same as Eq. (4a) for D=7""
and a = 2, i.e., the same as for a Lorentz profile.
The results of the foregoing section, derived in
this case, therefore invariably hold for the Voigt
function. However, two important restrictions
have to be kept in mind. Equation (12) is not valid
for natural broadening because Eq. (1) does not
then apply, the assumption £(v) <k(v) being in-
valid. Furthermore, the higher-order terms in
the asymptotic expansion of K(#) in Eq. (12) depend
on both the parameter a and k/k,. Hence Eq. (12)
is accurate from a certain value of k/k,= (k,R)™*
on, which is dependent on a. In order to see when
Eq. (12) is accurate, we have calculated numer-
ically, as a function of k,/k, the quantity [see
Paper I for the expression® of K()]

K(k)=1- f £u)—£——)arctan<k( )>
(13)

The result is shown in Fig. 3, where the Lorentz
broadening is due to foreign gas atoms (Ay, inde-
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FIG. 2. Eigenfunctions for @ =% (Lorentz profile).
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pendent of n,) together with the asymptotic expres-
sion for 1 - K(k) given in Eqs. (4b) and (12). It
should be recalled from Egs. (5a) and (5b) that
1 - K (k) is essentially equal to the eigenvalues
A;(2,1)/A(2,1) if we put k/ky=2;*/%(k,R)™*. From
Fig. 3 we can readily see the values of a and
ko/k=k,R for which Eqs. (12) and (4b) and there-
fore Egs. (5a) (for @ =3, D=7"') and (5b) apply.
Note in particular that noticeable deviations from
Eq. (12) are already apparent for very small
values of a and moderately large values of k,/k.
As Fig. 3 shows, there is an important range of
values of k/k,=(k,R)™" and of the parameter a to
which neither Eq. (12) nor Eq. (4b) applies and for
which, therefore, the results of Sec. II are invalid.
We shall try to derive expressions for the eigen-
values 4,(2,1)/A(2,1) of Eq. (1) in this intermedi-
ate region.!”® The procedure essentially consists
in smoothing together in some reasonable way the
asymptotic expressions given in Egs. (5a) (o =3,
D=7"1) and (5b). Let us first reconsider Eq. (5a)
for @ =3 and D=7""! and Eq. (5b) for 1=0 (the cylin-
drically symmetric solutions). The equations
have been derived on condition that j remains fixed
and k,R is large. These conditions are essential.
If we keep k,R fixed and let j—=«, for example,
then because of the asymptotic relation

A=y~ [(G+a+s )],

we see that Zi,(z, 1)/A(2,1)—~. This is clearly in-
correct since the decay rates A;(2,1) can at most

10°'% T
R
5.3\:\:\~ 5\
1=K S Sy
AN ~ RS
I 2t \iw\ .3 S \
I A TN
10»2__~“__\\\‘ N \
N <2 w
’> NN R
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[ S ‘-\
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N
2t \
o 1] N
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3 | N
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10" 2 5 102 2 5 10% 2
— = ky/k

FIG. 3. 1—K (k) as a function of #,/k ~ky R, com~
pared with the asymptotic approximations Eqs. (4b) and
(12). Line shape is a Voigt profile with values of the
parameter a as follows: (1) @ =0; (2) a=0.01; 3)a
=0.05; @) a=0.01; (5) a=0.5. Equation (4b) coincides
everywhere with curve (1); solid lines display Eq. (4a),
which coincides for a =0.5 with curve (5).

become equal to A(2,1) for j=<«. In order to cor-
rect this situation, let us write tentatively for
k,R>1, j variable,

A,2,1)/A2,1)=1=K(k=y,R™"), y,=27/*.
(14)

Here K(k) is given by Eq. (13) and £@) is either a
pure Lorentz or a pure Doppler profile (and o =3
or =1, respectively). Now, if y,/k,R is small (i.e.
j fixed, k,R>1), then by Eqs. (4a) (with =3, D
=7-!) and (4b), we immediately recover!? Eqgs. (5a)
and (5b). On the other hand, if y,/k,R is large
(i.e., ByR is large but fixed, j—=), then it is not
difficult to show from Eq. (13) that K(k=y,R ")
tends to zero so that 4,(2,1)/A(2, 1) tends to 1 for
j—, as it should. Equation (14) being correct in
two opposite limiting cases, it cannot be much in
error for all values of y,;/k,R on the sole condi-
tion that 2,R >1 (the condition that j is fixed there
fore having been withdrawn).

There are strong arguments in favor of Eq. (14),
suggesting that it may indeed be possible to prove
it to be exact for all j if k,R >1. These originate
from a closer study of the integral equation in Eq.
(1) but cannot be discussed here.'* We shall ac-
cept in the following pages that, in any case, Eq.
(14) provides a very good approximation to the
eigenvalues 4,(2,1)/A(2,1) of Eq. (1) for j vari-
able, koR >1 if £() is either a Lorentz or a Dop-
pler profile.

Suppose for a moment that the numbers y, are in-
dependent of a, and consider Egs. (13) and (14) in
which £@) is now a Voigt profile. It is then clear
that Eq. (14) with £@) a Lorentz or a Doppler pro-
file can be obtained from the same equation with
L) a Voigt profile, letting a—=~» or a—0. Actual-
ly the y,[= (j + 3 +% a)7] are not independent of a,
but fortunately this dependence is very weak. We
lose at most a few percent accuracy if we replace
the y; by numbers y; which are independent of «.
With the choice

yi=G+3m, =79,

it appears that the numbers in Tables I and II for

j =0 are reproduced within 5% (too large) and 2%
(too small) and with much greater accuracy for
j=1. With a somewhat different choice of y; even
a slightly better fit can be made, but this seems
hardly worthwhile. The reasoning above is now
repeated: Eq. (14) with £@) a Voigt profile and

v} =(j +%)n replacing y;, being valid within a few
percent for k R > 1 and j variable in the two limit-
ing cases a—= = and a=0, we expect it to not be
greatly in error for all values of a. The estimated
error is roughly double the maximum value men-
tioned above; therefore it is of the order of 10%,
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let us say, for j=0, and much less for j=1. In
view of the uncertainties in current experiments,
theories and parameters (cross sections, etc.)
used in building models of plasmas, this value is
quite acceptable. The result also holds true for
resonance broadening, but, as has been mentioned,
not for natural boradening. In the latter case, the
diffusion approximation is appropriate for suffi-
ciently large k,R leading to 4,(2,1)/A(2,1) < (k,R)=>
and therefore considerably more trapping.

The question about the corresponding eigenfunc-
tions is more difficult to answer. Fortunately, as
Figs. 1 and 2 show, the difference between the
cases a =3 (Lorentz) and a =1 (Doppler) is small.
It is of the order of 5% for j=0, except very close
to the wall. It becomes rapidly smaller for larger
values of j, because, as Eq. (10) shows, the eigen-
functions for j large tend to the same limit every-
where except very close to the wall. For most
purposes, therefore, it is rather immaterial
whether in the general Voigt case one uses the
eigenfunctions for o =1 (Doppler) or for a =3 (Lor-

J

2)(a /2)_1(82 _ plz)(a /2)-1(34

entz), provided, of course, one uses the same set
consistently.

IV. CONCLUSION AND REMARKS

It has been shown how the eigenvalues and eigen-
functions of the Biberman-Holstein integral equa-
tion are calculated for a variety of line shapes
when the volume is an infinite cylinder of radius
R. These include the Doppler and Lorentz profiles.
Approximate formulas have been given for the
Voigt profile. The results can be applied to non-
equilibrium calculations in an infinite cylinder'®
in the same manner as in the case of a slab.®

APPENDIX

In this appendix we solve for p —lpl
eigenvalue problem

1 the

Na)f@(p)= | K5, p)f@(p")dp’'. (A1)

p<1

The kernel K®)(p, p’) vanishes for p,p’>1. For
p,p’<1 it is given by®

-p’p”?)ds

[ 21-01 1 sl—a(sz_p
K“(p, ')=—x—~f
(P P "rz(ia) max(p, p’)

It appears convenient to transform Eq. (Al) to
Fourier space. In the following, %= (&, k,) and
Bep =k, &, +k,t,._ We multiply both sides of Eq.
(A1) by (2m)" ‘e‘k'p and integrate over all p with
ps1l.

To the integral with respect to E’, we apply
Parseval’s identity.!” In Fourier space Eq. (Al)
then becomes

A(a)f(“)(k)=fK(°‘)( @@ A, (A2)
with

f("‘)k) f ﬂ? pf(oc)p)dp’

K@K ,k)=(2m)2 ffexp(zk-ﬁ ik’p")

x K(¥(p,p")dp dp’ .

J

s4_2s25.")’/+p2p/2

r

For K (k,K’), we have the following representa-
tion in cylindrical coordinates®:

K®(&,K")

=(kkl)-—ot /2 i

m=0

Z—;cos[m(\lf -¥')]

1
xif ST mio 72(SR) Iy f2(SE') d's .
(]
(A3)
In Eq. (A3), €,=1, €,=2, m=>1, and ¥ - ¥’ is the
angle between the two- d1mens1ona1 vector K and

K’. In the eigenfunctions f (*)(K), the radial and
angular parts are separated by putting

f(a)(E)zileMleAga)(k)' (A4)

Equation (A4) is substituted in Eq. (A2). The inte-
gration over V¥ is trivial, and we are left with the
eigenvalue problem

1 @
N@F P E) =57 [ sTsapa(sB) [ Tiva ol IR
0 0

It has been shown in Ref. 9 that with p(m)=2m +1+1 + 3a,

1 o
k)2 [ 50,7258 T s (58 dis = 200RV A2 D pom )y (B Ty ()
0 m=0

Hence the eigenvalue problem becomes

Ma)f (k) =281 /2 Zp(m Tpemy k)f ToemyB)f (R dR’ . (A5)
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We now expand the radial function as follows: ©
*P [ B0y ®) Ty ) = 260005 (A7)
. 3 0
FiRW) =72 (G, D pimy (R) (A6)
m=0 Equation (A5) is then reduced to the matrix prob-
with coefficients c,(j, I), dependent on «, to be de- lem
termined below. We substitute Eq. (A6) in Eq. Ala)ea(d, )= i Kn,m(Dem(G, 1), n=0,1,...,
(A5), multiply both sides of the resulting equation m=0 (A8)
by k¢ /ZJ,(,,)(k), integrate them over k from zero to
infinity, and apply the orthogonality relation'® with!®
_ ° , Nprelect /2 g T(l+a)2n+l+1+30)T(m+m+1+1)
n,m(D) Zp(n)J; Tom) (B T p(m) (") dk 2°T(l+za+m —n)T(l+xa+n-—m)Tm+n+1l+2+a)
The matrix becomes symmetric upon introducing f§?x)(5) =2-a/2(1 —p?) /2 gtilep!
c,(j, D=2n+1+1+5a)/2cl(j, D). w
" " . YLl o (g - g
Equation (A8) can now be solved by truncating and L Tim+1+3a)
applying standard numerical techniques. The ma- (A10)

trix truns out to be very well conditioned. For
instance, if truncated at order M =8, the first
eigenvalue appears to be accurate to seven deci-
mal places, and the first eigenfunction is correct
to at least four decimal places. From Eqs. (A6)
and (A4) we have the following representation of
the eigenfunction:

F®) =i'e* Y1272 3" ¢ (G, Ddymerars tal®) -

m=0

(A9)

Our primary interest is not in £ (*)(&) but in the
function f(*)(p) in ordinary space. They are re-
lated by the inverse Fourier transformation

FER) = (2m)! fe-‘“-?f‘maz) dr%.

Substitution of Eq. (A9) gives integrals that are all
standard and can be obtained from existing tables.?
The result is that £(®)(p) vanishes for p>1 and
that for p<1 in cylindrical coordinates

In Eq. (A9), P& /2)(1 - 2p?) is a Jacobi polyno-
mial.?! The solutions c,(l, j) of Eq. (A8) are unique,
apart from a multiplication constant. The con-
stant is fixed by requiring that the eigenfunctions,
in addition to being orthogonal [which they are,
since the kernel in Eq. (Al) is symmetric], also

be orthonormal, i.e.,

I N ERE) dF =8y 00 (ALD

P
By Parseval’s relation,!” Eq. (Al1) is equivalent
to
ffgft,)*(ﬁ)fge),,(ﬁ) k=5, 6, . (A12)

1 order to determine the orthonormality rela-
tion for the coefficients c,(j, ) in explicit form,
Eq. (A9) is substituted in the left-hand side of
Eq. (A12). The integration over the angle yields
276, ;». The left-hand side of Eq. (A12) becomes
with p(m)=2m +1+1 + 3a,

276, 10 i;ocm(j’l)cm'(i,’l)i: Ipemy ()T pemry (IR =72 d R
m,m'=

o

=210, 2, Cmld, DAmM+214+2+a) Ky i (D (G2 D) .

The summation over m’ is carried out by Eq. (A8).
Comparing the result with the right-hand side of
Eq. (Al12), it is seen that the c,(j, ) must obey

2may(@) Y (m +21+2+a) " cp(d, Denli’s D=5, ;-

m=0

(A13)

m,m’=0

r

That the coefficients (4m +21+2+a)~*/2c,(j, I) are
orthogonal also follows, of course, from the fact
that the matrix problem of Eq. (A8) is symmetric
for these quantities. Another useful orthogonality
relation follows from the fact that the kernel in
Eq. (A5) can be expanded in terms of its eigen-
functions normalized to unity on the interval (0, )
as follows [p(m)=2m +1+1 +3a]:
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2(kk’)-1 - /2 i Pm) pimy(R) T p(my(R")
m=0

©
~

=@M Y N f R fy k).

’
i=o0

We substitute Eq. (A6), multiply both sides by
(k") /ZJ,(,,)(k)J,(,,,)(k’), integrate over % and k'

from 0 to «, and apply Eq. (A7). We obtain

21 D NyCald, Denild, D= (An +2142 + )5, 0 -
j=0

(A14)

Finally, it should be noted that a number of
integrals can be expressed directly in terms of
the expansion coefficients. For example,

1 = I'(m+1 . !
f P”f,,o(P)P dp=2'°‘ /2 Z I“(m(+1+5)a) m(]’ 0) f pz’“(l—pz)"‘ /2P,(,.°'a/2)(1-2p2) dp. (A15)
0 m=0 0

By Rodrigues’s formula we have?!

(1 _pz)a /2P$no,a /z)(l _ zpz)zr__1_< d )mpz"'(l _pz)m-m /2 .

(m+1) \do®

After substituting this formula into Eq. (A15) and applying integration by parts, we obtain

! = (=1)"c(4,0)
2p —9=-a/2 m
fo p* f;.0(p)p dp=2 ,,Z;;,—I_I‘(m+1+§a)

(—l)mcm(j; l: 0)

1 d \™
j(; p2m+1(1_p2)m+m/2<a?_> pzp dp

JDpa1) s
9a /2+1 r(p_m+1)1"(m+p+2+%a)'

m=0

(A16)

Integrals containing an eigenfunction and a function which is expressible as a convergent power series can
be evaluated in terms of the expansion coefficients by means of Eq. (A16).
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