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The multiple-linear-time-scale method is used to construct a perturbation theory for N-
level quantum systems subjected to time-dependent perturbations. The secular and small-
denominator terms which plague conventional time-dependent perturbation theory are avoided;
consequently, the theory is useful for treating long-term behavior and resonant interactions.
The introduction of a self-energy operator allows the shifts in energy levels to be displayed
explicitly. When the perturbation is the dipole interaction with an electromagnetic field, the
successive approximations yield the well-known rotating-wave approximation, corrections
due to counter rotating terms, and the Bloch-Siegert frequency shift. The formalism is ap-
plicable to arbitrary pulse shapes, provided that | H,|| <« #@, where | H,| represents the inter-
action strength and @ is a characteristic frequency of the field. Rabi oscillations induced by
multiphoton resonances are automatically included, and this effect is demonstrated in the case
of a square pulse with frequency approximately one half the resonance frequency for a transi-
tion between two vibrational levels of a molecule. These calculations are compared to an ex-
act numerical solution in order to find the limits of validity of the approximation. Even at
high intensities (I ~10'* W/cm?) the shifted resonance frequency is quite accurate; however,
the approximate and exact solutions are slightly out of phase, so that the approximate solution
can only be trusted for a few Rabi cycles. For much lower intensities (I ~10!% W/cm?), the

approximate solution is valid for many thousands of Rabi cycles.

I. INTRODUCTION

The advent of high-power lasers capable of
stable operation over relatively long periods of
time has made possible the experimental investi-
gation of coherent resonant excitation (Rabi oscil-
lations) of atoms and molecules by optical and
infrared light; consequently it is desirable to de-
velop approximation schemes suitable for the theo-
retical description of such experiments. One such
technique, the rotating-wave approximation; has
been in existence for a long time, and the purpose
of this paper is to present a scheme which justifies
and extends this method. We will show that the
rotating-wave approximation appears in the lead-
ing order of a systematic approximation scheme
which automatically generates the Bloch-Siegert
shifts in the energy levels, describes Rabi oscilla-
tions caused by multiphoton resonances, and gives
the corrections to the wave function caused by the
high-frequency (counterrotating) terms in the
Hamiltonian.

In order to motivate our method we first briefly
review the difficulties encountered in using con-
ventional time-dependent perturbation theory to
describe the resonant interactions and long-term
behavior of quantum systems.

Consider a system governed by the Hamiltonian
H,+\H,(t), where H, is the unperturbed Hamilton-
ian, H,(¢) represents the effect of a time-dependent
perturbation, and A is a formal expansion param-
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eter. The usual perturbation theory describes the
effects of H, in terms of transitions between eigen-
states of H,. It is well known that this description
becomes valid only after a time sufficiently long
so that the uncertainty principle allows a sharp
definition of the final-state energy. It is also
known, but not usually emphasized, that for suf-
ficiently long times conventional perturbation theo-
ry fails no matter how weak the perturbation.

Thus if we expand the wave function in the basis

of the eigenstates of H,

Y)Y = ColtletBaty,

and then expand C, in powers of x,
Ca=D CEN,
n=0

we will find that some of the coefficients contain
terms linear in ¢. This always happens for C®)
even if the external field is not resonant with any
transition of the system. Consequently after a
time t~0O(x~2) we would find | X2C® ()|~ |C(O(¢)].
Terms of this sort are called secular because of
a similar problem which occurs in the perturba-
tion theory for planetary orbits. Near a resonance
a closely related difficulty arises which is due to
the appearance of small energy denominators.

For example, if the external field is purely sinus-
oidal with frequency w and the system is initially
in its ground state we have the familiar result
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C(l)___i(et(xa_so-w):_l ei(Ed-Eo+w)t_1> )
@ Ey,-E,-w E,-E,+w 1o

From this expression we see that a near-resonance
[i.e., Eq —E,—w=0()] yields |AC§’|=1 for times
tz O(r7'). These small denominator terms will be
referred to as quasisecular.

Difficulties of the sort just mentioned occur in
several areas such as planetary orbit theory,?
nonlinear mechanics,® and the derivation of kinetic
equations from statistical mechanics.**® Of the
various techniques developed to deal with these
problems we have chosen to use the method of
multiple linear time scales which has been em-
ployed in derivations of the kinetic equations.* It
is interesting to note that the idea of a many-body
wave function depending on many time variables
was introduced by Dirac® in his relativistically
covariant version of the Schrodinger equation.
This theory was later generalized by Tomonaga’ in
his work on quantum field theory. Dirac’s many-
time quantum mechanics formally resembles the
method described below. A version of the multiple-
time-scale method closely related to ours has
been applied to the problem of coherent spontane-
ous emission from many-body systems.”?

The method of multiple linear time scales is
based on the existence of several time or frequency
scales related by a small parameter. The physical
time ¢ is then replaced by (or extended to) a multi-
component variable (¢, ¢, ...) in which the #,’s
represent the distinct time scales involved. By
using the extra degrees of freedom thus introduced
we can construct a solution, in the form of an ex-
pansion in the small parameter, which is free of
secular and quasisecular terms. In our problem
the presence of different time scales follows from
the assumption that the response frequency of the
system is small compared to the characteristic
frequency of the external perturbation. Let ||H, ||
be a suitable measure of the strength of H,; then
the response frequency is roughly ||H, || #. ¥ @ is
the average frequency contained in the external
field, the small parameter of the theory is ||H, ||/
hw. The estimate presented in Sec. V shows that
the smallness of this parameter does not impose
severe restrictions on the iaser intensity.

The plan of the paper is as follows: In Sec. II we
develop the multiple-time-scale method, give a
simple example, and finally give the general pre-
scription for finding the solution. We show, in
Sec. III, that unitarity (conservation of probabil-
ity) is guaranteed to each order uniformly in time.
In Sec. IV we use the method to generalize the
Bloch-Siegert theory of field-dependent frequency
shifts. In Sec. V we demonstrate a two-photon
coherent resonance, and we investigate the limits

of validity of the theory by comparing the approx-
imate results for the two-photon problem with an
exact numerical solution. Finally in Sec. VI we
summarize and discuss the results.

II. MULTIPLE TIME SCALES

In order to have something definite in mind, let
us think of an atom or molecule interacting with
an electromagnetic field in the dipole approxima-
tion. We will not consider ionization or dissocia-
tion processes; consequently the continuum levels
will be ignored and we only have to deal with N-
level quantum systems. The interaction Hamil-
tonian has the form

H,()=-8(t)d,

where d is the dipole operator and & (¢) is the elec-
tric field. LetH, be the Hamiltonian for the un-
perturbed system, and let M be a Hermitian opera-
tor that commutes with H,. We write the Schr6-
dinger equation as

igti=(Ho+M)z/)+(hH1—M)zp.

The operator M is not required for the elimination
of secularities and quasisecularities; however, we
will see that a judicious choice for M allows us to
exhibit very clearly the shifts in the unperturbed
energy levels caused by the external field. These
shifts may be regarded as self-energy effects, so
we will call M a self-energy operator. Since M
must vanish in the absence of an external field,

we assume for it an expansion with no constant
term,

M=) NMM®,
k=1

where each M® commutes with H,,.

For our purposes it is convenient to work in the
basis provided by the eigenfunctions {¢,} of H;
they are simultaneously eigenfunctions of M and of
the combination K =H ,+M. Thus we have

Hobog =EL ¢y MP oy =EP ¢y, Kdo=Eqdo,
and

Eq=) NEM.
n=0

If we expand the exact time-dependent wave func-
tion y as

Y= Z Ccc(t)e-‘xa‘d)a ’

then the Schrodinger equation leads to a set of
equations for C, which we write in matrix notation
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as

i%f—=[w“’(t)—M]c, (2.1)
where

H{}= e'Fab' (¢, H, (t) dp)
and

Ew=E, -Eg.

We now seek a solution of (2.1) having the form
C()= N"C™(, t, A, 08, ...),
n=0

where the dependence on the combinations A\*¢ rep-
resents the effects of the various time scales.
The idea of the multiple-time-scale method is to
replace ¢ by a multicomponent variable
(foy t1s byy - - - ) - In this extended space the physical
time axis is represented by the line ¢, =*¢ for
k=0, which we call the physical line, and the op-
erator 8/8¢ is represented by the directional der-
ivative along this line,

0 = 9
n=0
As a shorthand notation we put &, = (b, tesyy - - - ),
and denote the evaluation of F(fo) on the physical
line by F(f,)|,. The Schrodinger equation is ex-
tended to

3 20 =30 NIe™0, T -MIeE),

(2.2)

where the Q™’s satisfy

Q(l)(h, J('-Po)h’L=H(l)(t) )
(2.3)
Q(h)()\,ro)lPL=0, k?Z.

The definition of the physical line and the proper-
ties of Q™ guarantee that every solution C(f,) of
(2.2) generates a solution C(t) =C(,)|p. of the
physical Schrodinger equation. Our task is to use
the extra freedom obtained by the extension to ob-
tain a secularity-free solution in the form

CE) =3 vCm, ).

Note that the “expansion” coefficients must be al-
lowed to depend on A; this is necessary because
the @*’s must depend on X in order to satisfy the
conditions (2.3). This complication could be
avoided by setting @) =H™)(¢,) and Q¥ =0, k=2
but we will see later that the @*)’s are needed for
the elimination of quasisecular behavior. Substi-
tuting the expansion for C into (2.2) and equating
coefficients of equal powers of the explicit \’s, we

obtain an infinite set of equations for the C(™’s. If
the expansion converges, these C(™’s determine a
solution to (2.2) which leads to a solution of the
Schrodinger equation by restriction to the physical
line. We assume the convergence of the expansion,
provided only that there are no secularities or
quasisecularities in the coefficients C(™. The
equations are

2 i9,C"-™ = Z QP —mM)ct-H (2.4)

m=0 1=1

where 8,=9/8t, and C® =0 for £<0.

Before giving the general prescription for de-
termining a suitable solution to (2.4), it may be
useful to illustrate the avoidance of secular be-
havior by an example which, although grossly
oversimplified, has the virtue that it can be solved
exactly. Consider a “one-level” quantum system;
i.e., H,is anumber which we take to be time indepen-
dent. The Schrddinger equationhas the solution

ct)=e-Mec(0),
and conventional perturbation theory gives
C=[1-ixHMt+1/21)(=ixHDtR2 +...]C(0),

which plainly displays the secularity problem. In
this case no quasisecular behavior can arise and
we are not interested in the level shift so we can
take QW =g® @® =0, k=2 and M =0. The first
two equations of the set (2.4) are then

18, =0,

z'aoc(l) + ialc(o) =g ®c
The first equation simply tells us that C(® is inde-
pendent of ¢,; we denote this by C(®)=C(%!) where
in general C™™) is a part of the nth-order coeffi-
cient that depends on T,, only. Integration of the
second equation with respect to £, yields

CO=(1/i)t,H™ - ia,)COM) ),

Thus C™*) exhibits secularity in ¢,; this must be
prevented by imposing the auxiliary condition

(I!(l) - ial)c(o:l) =0 ,
with the solution

o) 2 =Mty (0i2)

At this stage the function C*:!) is unknown; it is
determined by the next equation
18,0 +48,CM 4+ 49,C(O =g Wc™),

Inserting the solutions for C(® and C*) and inte-
grating with respect to ¢, yields

C®=_ it @M - d8,)Ct) -e"”m‘liazc(“m]

+C@)
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To prevent the ¢, secularity in C®) we set the coef-
ficient of ¢, equal to zero; this yields

i, (et ety 4 1a,c02) =0,

This equation produces a ¢, secularity in C*
which is eliminated by the condition

8,000 =0,
At this stage we have, on the physical line,
—ixa(W¢ (o
C(0) = g-iNA tc(o.s),
c(x):e_ixﬂ(l)tc(x;z)’
c® =21

The unknown functions C(*#?) and C©@') will be de-
termined by the next equation in the series; how-
ever, if we are willing to neglect the ﬂ dependence
and corrections to the amplitudes of O(A?), then
we can set C(*32)=0 and C(°®) =C(0) to get

Cc(t)=e=™MPtC(0)+0002).

In this simple example the multiple-time-scale
method yields an essentially exact solution. In a
more complicated problem we hope to get a good
approximation to the exact solution.

We now turn to the general problem of obtaining
solutions to (2.4) which are free of secular and
quasisecular terms. At the same time we will
choose the quantities E{* so as to extract the
level shifts. The basic idea is to choose the quan-
tities @™ so that all quasisecular terms are
turned into secular terms which are then removed
by the mechanism outlined in the example. For
this purpose we need to isolate the terms that are
independent of ¢, and lead to ¢, secularities as well
as the terms that contain frequencies of O(x) and
lead to quasisecularities. We can conveniently
pick out the ¢,-independent terms by using the £,
average, defined by

T
A,=tim= [ aAl),
o=l J
and we denote the nonconstant part by A’'(,) =A(¢,)
—(A),. The part of A that leads to quasisecular
behavior, after ¢, integration, is denoted by ®A;
it is defined by the following procedure:

(1) Decompose A’ into high- and low-frequency
parts,

A'(L,) = Jg—‘:e(wz - N@P)A (w)etWtr
+ | = 02E? - WA (w)e~ it
where A’ is the Fourier transform with respect to

t,, 0 is the unit step function, and w is a suitable
unit of frequency.

(2) For |w|< @ write A’ as
A =Al+A],
where /i(; is O(1) and AAI' is O(x) (or smaller). Note
that this is an order-of-magnitude analysis rather

than a formal expansion in powers of A.
(3) Define ®A as

CA=(A),+ f g—: B2 - w?)Al(w)e Wtk .

This procedure discards the high-frequency part
of A, which obviously cannot lead to quasiseculari-
ties, and it also discards those terms in the low-
frequency part that are sufficiently small to cancel
the small denominators produced by ¢, integration;
therefore, ®A contains all terms that can lead to
quasisecular behavior. A special class of opera-
tors satisfying ®A =0 is defined by

A=y B, (2.5)

where A|B|< 1 or, equivalently, by
A=wB, (2.6)

where B satisfies
dw, ~
A E;IB(w)l«l .

Any operator of the form (2.5) has (A),=0, and the
equivalent definition (2.6) guarantees that A/ =0;
therefore ®A =0. Operators of this form occur in
the general discussion and in the applications dis-
cussed in Secs. IV and V. It also follows from the
definition of ®A that ((1 —®)A),=0 for any A.

The application of these ideas to Egs. (2.4) can
begin with the n=1 equation since the n=0 equa-
tion simply gives C(®=C(%"), We will carry out
the procedure through »=2 in order to illustrate
the problems involved in the general case. The
n=1 equation can be written as

iaoc“)+ialc‘°="=(11“) —M“)+R(l))C(°“),
(2.7)

where we have satisfied (2.3) by setting @*) =g ")
+R®™), with

RM|, =0. (2.8)

A sufficient condition for the absence of ¢, seculari-
ties in C™ is (8,1, =0; therefore the auxiliary
condition for eliminating ¢, secularity from C*) is
obtained by imposing this condition on the ¢, aver-
age of (2.7) to find

ialc(o:l)___«H(l))o_M(1)+(R(l)>o)c(0:l)_ (2.9)

The proper choice for M) becomes evident if
we use M{y =E{6,4 and write out (2.9) in com-
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ponent notation,
19,00 = (H Do - EEICL™ + 30 HID LF™

B=o
+ 20 RENLY™D.
8

If £{) and the off-diagonal coupling terms are
temporarily suppressed, it is clear that the con-
stant (4 (1)), plays the role of an energy eigenvalue
associated with 8,. There is another diagonal
term (R{),, but it cannot be considered an eigen-
value since it necessarily depends on some of the
variables ¢,,¢,,.... This follows from (2.8),
which can only be satisfied by functions depending
on at least two of the variables ¢,,¢,... . By the
choice

ED =@,
we remove the ¢, eigenvalue from the perturbation

and include it in the zeroth-order Hamiltonian k.
From the definition (2.1) of H{Y) we have

E = = (g, Ade)4E to)o;

therefore E{!) =0 for fields that have no static
component. This is true for the fields of interest
to us, and M) =0 will be assumed from now on.

We must now choose R(*) so that quasisecular
behavior in C(V) is prohibited. The equation for
c®) is, after substituting (2.9) into (2.7),

iaoc(l)z(H(l) +RM _<H(1)+R(1)>O)C(0:l) .

The troublesome terms are in H () so we choose
RW as

RMW=@H MO (\'t) -CHM(¢t,),

which satisfies (2.8) and has the effect of substi-
tuting A='¢, for ¢, in the low-frequency part of
H®™. Thus

HO+RMW = (1 =@HV(t,) +CH (A1),
and

HD+RW) =CH M (1"¢,) .

This choice for R*) replaces the low-frequency
part of H "), which is the source of quasisecular
behavior, by an operator independent of {,. The
t, quasisecularities are thereby turned into ¢, sec-
ularities which are automatically eliminated.

With the notation

H(“O)(to) =(1 —(P)H(”(to) s
H(l;l)(tl):(pH(l)(A-ltl)’ (2.10)

the equations for C*) and C(® become

ialc(ozl)zg(l:l)clo:l)’ (2.11)
iaoc<1>=11<1=°>c<°=”, (2.12)

where we have used M) =0. The Schrodinger
equation (2.11) with effective Hamiltonian H ") is
the same as the equation obtained by neglecting the
counterrotating terms in the language of the con-
ventional rotating-wave approximation. The solu-
tion of (2.11) is conveniently described by the usu-
al unitary time-evolution operator U®(¢,):

con) — g (o:2) , ialU(l) =g WDy ,

U0)=1. (2.13)

Thus the ¢, dependence is entirely contained in
U™ since C°2) depends only on f,. We now sub-
stitute this result in (2.12) and solve for C):

to
cW=ctm +%f dtsH (0 (gg)C 0L (2.14)
(o}

Integrals of this form will occur repeatedly in
the later stages of the solution so it is useful to
introduce a general notation at this point. In
solving the »th equation we will construct opera-
tors H"*®) (0< s <7) analogous to H ") and H 9,
for each of these we define the operators

t
1<'=s>z%f ST,
0

4w 1 5 ris)()e-twts
27 w ’

J(Tis) =

which are related by
I(r:S) =J(738) _J(()f:S) , J(()T:S) :J("s)(O) .

We should emphasize that H ("**) will be constructed
so that it is independent of ¢, (##s). Now consider
the n =2 equation of (2.4) which determines the un-
known functions C(®*?) and C**!) appearing in the
solution of the n =1 equation:

18,03 +48,CM) 4+ 49,0
=(QW) = MINCM (@) —M@)C(®

Substitution of the previous results into this equa-
tion yields

iaoc(Z) +(9, —H @0 _g@scWwy 45 c(0:1)
=(W?) - p @ L))o , (2.15)
where
w®@) =g (1:0)y(1:0) +[H(1:1)’ 1(1:0)]

= (1:0) y(1:0) _H(l:O)Jl()l ;0)

+[H(l;l)’J(l:0)]_[H(l:l),J(()l:O)]. (2.16)

In this expression only the first term can be a
source of {, quasisecularity, since the second and
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third terms contain no low frequencies and the
fourth term is independent of ¢{,. The quasisecular
behavior of the first term is eliminated by choosing

QP =@ H 1:0J(1:0)(3-1¢ ) —@EGOJON ¢V +R®@) |
where R ) satisfies (2.3); this yields

H 30700 4, 9@) = (1 — @)@ F:07 )¢,

+@HOJEO) (W) +RP)

The dependence of the third term in (2.16) on both
t, and ¢,, would cause some difficulties later. To
prevent this we put

R® =[H‘””(MO),J“’O)OO)]

—[HO(), JEO,)] +8P),

where S) satisfies (2.3). Thus the ¢, dependence
of the third term is changed back to a {, depen-
dence. In order to see that this procedure does

not produce any new quasisecularities, we write
out the resulting term:

[ ¢ (M), 719 (8,)]

f dw 1 H(l (@), A 10)() e~ e e,
21 w

The definitions, (2.10), of H®:") and H*:® guaran-

tee that the integral is constrained to a region

with w’ < @ and w> \w; consequently no small

denominator can arise from ¢, integration. At this

point we have

w®) +Q(2) =g (2:0) ; x() 4 g() ,
H@0 = (1 - @)(H (:0g1:0)) g (1:0)7(150)
+[H(1:1)(M0)’J(1 0],
x@) =(PGI(1’°)J(1‘°))(7\'1t1) _[H(lzl)’J(()l:o)] .
(2.17)

Note that X?) when regarded as a function of the
physical time ¢ has no Fourier components for
frequencies exceeding Aw. Substitution of these
results into (2.15) gives us

iBOC(z) +(i9, —H @0 _gs)ycs) iazc(ou)
- (H(2:0) +X(2) -M® +S(2))c(0:1) .

Since H ¢ has no static part, the static part of
X§2) plays the same role for the =2 equation that
the static part of Hyy () played for the n =1 equation;
therefore we define M(Z) by

E@ =(x2), . (2.19)

We will show later that E{?) is real. With this
choice for M®) we impose (8,C?),=0 on the ¢, av-
erage of (2.18) in order to eliminate ¢, secularity;
this yields

(2.18)

(1'31 _H(l:l))c(l:l) + iazc(o:x)
:(X(Z)_M(2)+S(2))c(0;1)’ (2.20)

where we have used (H®:?) =(H ") =0, together
with the assumption that $'® is independent of #,. A
further simplification results from introducing

D(I:l)zU(l)Tc(l:l)
using (2.13), and then rewriting (2.20) as
18, D) 4 4p,C(02)
'—‘U“”(X(z) -M® +S(2))U(1)C(0:2) . (2.21)

At this stage we are faced with possible ¢, quasi-
secularities which are eliminated by the final
choice

SO =yWe[uMT(x® -Mm@)M](x-14,)
_(?[U(l)"‘(X(Z) _M(Z))U(l)](tl)}U(l)f ,
which allows (2.21) to be cast in the form

ialD(“l) + iazc(o:z) =H D +H @2 Cl02) |

(2.22)

where
H(2:1) - (1 _(P)[U(l)f(X(Z) _M(Z))U(l)](tl) , (2.23)
HED =@[UMOT (X - p@)ypy®ja-tt,). (2.24)

The operator H ?*?) when regarded as a function of
the physical time ¢ has no Fourier components for
frequencies exceeding \>w

The condition which prohibits ¢, secularities
comes from the ¢, average of (2.22) together with
H @) =0; it is

iBZC(°72)=H(2:2)C(°’2). (2.25)

Thus H (%2 is an effective Hamiltonian determining
the ¢, dependence of C(®). This interpretation re-
quires that H @i2) pe Hermitian; unfortunately thisis
not obvious from an inspection of the definition, in
contrast to the case of H**¥), From (2.24) we see
that H ?%?) is Hermitian whenever X®) is, and from
(2.17) together with the fact that J*:® is anti-
Hermitian it is easily seen that the anti-Hermitian
part of X*) comes entirely from the first term:

Xﬁf) =x@ _x@* =G’(H(”°)J(“°))A(A“tl) .

We proceed by showing that @# (397 (*:9), is anni-
hilated by the @ operation. Again using anti-Her-
miticity of J:°) we have
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(H(I:O)J(l:o))A =H (1;0)y(130) o g1 :O)H(I:O)

d dw’ [~ . 77 (130)(, .7 ﬁ(l;o) ’ .
- (& l<H("°)(cu)H w’(w)+ wsw )H("o)(w)>e"(“’“‘")’o

“Jaon ) 2

d dw’ H®i0) B (10!
- ﬁ % w = w’(w )(w +w’)e~Hwreto
- gﬁw( dw’ A (w - w) ﬁ(l:o)(w')>9_wto

27 27 w-w' w ; )

The last equation shows that the Fourier transform
of (H®°)g(1:9) ig of the form (2.6); therefore,
®H(:9g(1:9) =0, The Hermiticity of X(®) guaran-
tees the reality of E{?) and the Hermiticity of
H®?) This allows us to express the solution of
(2.25) by

c(0:2) :U(Z)C(O:a) , i32U<2) =H (2:2)U(2) ,

U®0)=1. (2.26)

Returning to (2.21) we solve for D*:!) and get
c =U(1)(D(1:2) +I(2:1)C(0:2)) .

The last step in the solution of the » =2 equation

is to determine the ¢, dependence of C*) by inte-
grating (2.18), after substitution of the various re-
sults obtained above. The solution is

c® =c@) (1(2:0) +I(I:O)U(I)I(Z:I)U(l)T)C(O:I)
+1(1:0)U(1)D(1:2),

where the functions C(°*®), C() and D are
still undetermined.

We have carried out this rather elaborate argu-
ment in order to illustrate in detail the mechan-
isms involved in the elimination of secularities
and quasisecularities and also the proper choice
of the level shifts; having done so, we can now
state the prescription for determining the solution
to any required accuracy. In the first place, the
only purpose served by the @™’s is to switch de-
pendence from one time variable to another;
therefore we can replace the explicit choices for
the Q™’s by the following rule:

Substitution vule: In any of the operators occur-
ring in the Eqgs. (2.4) a dependence on £, may be
replaced by a dependence on A\*~'¢,.

Now suppose we want the solution correct to
O(A*) with the time dependence correct through ¢,
[we will call this the (A% ¢,) order]; the procedure
is as follows:

(1) Truncate (2.4) at =k +! and impose the
boundary conditions

C("'”)=0,
cN =¢(0),

lsms<kpk, j=21l+1

j=1l+1.

-
(2) Solve the set of # +1 equations recursively:

(a) Assuming that equations 0, 1,..., » -1 have

been solved, write their solutions in the form

CE=CEir=) y FOCON - 1<gsyr -1
cO-yr-1) pclon ,

and substitute into equation » to get
r-1
8,C(M 4+ Z a,_,cU"-” +U-D . yWe,c@
i=1
=(W™ = p™)C® 4+ HM - yO)Ccr-1)

r=1
- Z M lr=1:4)
=2

(b) Choose M(™ as the static diagonal part of W ™.
(¢) Successively eliminate secularities and quasi-
secularities in ¢y, ¢,..., ¢ _, from the rth equa-
tion. (i) Assuming this has been done for ¢,, ...,
t,_, we are left with an equation having 9, as the
lowest-order time derivative. Use the substitu-
tion rule to eliminate ¢; quasisecularities and
terms depending jointly on ¢, and f;,,. (ii) Impose
the auxiliary condition to eliminate ¢, secularities.
(iii) Iterate (i) and (ii) until the final equation

a'c(o:r) =g (rin)c(osr)

is obtained. (d) Iterate (a), (b), and (c) up to
r=k+l

Finally we would like to point out that the rather
complicated appearance of the multiple-time-scale
method is largely due to the fact that we have dealt
with the most general case. In particular, we
have made no assumptions regarding the shape of
the laser pulse; i.e., the form of the function 3.
In the specific examples discussed in Secs. IV and
V, where a simple square pulse is assumed, we
will see that this technique is really straightfor-
ward in practice.

III. CONSERVATION OF PROBABILITY

In this section we will show that the inner prod-
uct between two solutions of (2.2), both calculated
to order A", is conserved in time with an error of
order \"*!. Let B and C be solutions of (2.2), then
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8 & )
1B_t'(By c)" g A-"Zan(By C)IPL_

o
n=0

k=0

(B, i8,C) - (i9,B, C)]pL

k=0

© R o R
(B0 By ee)- B )]

Now we can use (2.4) to get

i:—t(B, C) =[i A® (B, Zk (Qk-m™ —M““’”)C“") _ i A“( zk: (Qr=m) _ py(x=m)g(m) C)} .

k=0 m=0

After substituting the expansion for B in the first
term, for C in the second, and suitably renaming
the summation variables we find

8 00
j— = (n) (mt -
57 (8,0)= 2 N(B,[Q -QTIC)y =0,
where the last equality follows from the conditions
(2.3) and the Hermiticity of M(™. Thus we have
established that

>3 (B, €M) =(B(0), C(0).

o
n=0 m=0

Since the zeroth-order coefficients B(®) and C(®
develop in time by a product of unitary operators
UMy®, .. the n=0 term on the left-hand side
cancels the initial value on the right-hand side.
However, we must recall that the coefficients C(™
depend on A; therefore we cannot set to zero the
coefficient of each A" for n> 1. Fortunately we
can do something just as satisfactory. We have a
condition of the form

o

DoA™ =o, (3.1)
where
FPM= 3 B, c)., (3.2)

m=0
The method used to generate the solutions guaran-
tees that the amplitudes C(™ (and B(™) are bounded
by
IciMl <G,

where G is a constant satisfying A\G < 1; therefore
7™ is bounded by

| f™] <NG*n+1), (3.3)
where N is the number of components of C,. From
(3.1) we have

DoABM == AR, (3.4)

k =1 R=n+1

and by (3.3) the sum on the right-hand side is
bounded by

=0 m=0

2\ N2 (n+2) A >n+
NG k;m(ku)x"-NG <1_)\ VIR 1
=0(\"*1). (3.5)

Combining (3.4) with (3.5) and the definition of
we arrive at the conclusion stated at the beginning
of this section:

( z": ARB(®) Z": A‘C‘”) =(B(0), C(0)) +O(A"!).
k=0 1=0

IV. BLOCH-SIEGERT THEORY

We now use the method presented in Sec. II to
construct a generalization of the Bloch-Siegert
theory of the Rabi oscillations and resonance
shift for a two-level system. Since our method is
applicable to any N-level system, we do not make
use of the isomorphism between spin-% and two-
level systems which is required for the applica-
tion of the original Bloch-Siegert theory.! Conse-
quently, the contributions of nonresonant levels to
the frequency shifts are automatically included.

A treatment of the two-level problem using a tech-
nique closely related to ours has been given by
Shirley.®

Consider an N-level system interacting with the

field 3(¢) =&, coswt through the Hamiltonian

H Y = Vyge'Fas® coswt,

Vap = (00> = 8o dpg) - @1
We assume that w satisfies

£ -wl=0Mw
and (4.2)

|EY) —nw|>»w),

for all other combinations @B and »> 1. In other
words the only resonance is the single photon res-
onance with the 0 =1 transition. We will solve this
problem in the (A ¢,) order; i.e., we neglect C®
for £= 1 and determine C(® as a function of ¢,, ¢,
and ¢,. The ¢, dependence is required for the cor-
rect description of the Bloch-Siegert level shifts.
The first step is to split #*) into high- and low-
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frequency parts and thereby calculate H **) and
H®9, Since §(¢) has a vanishing time average we
have E{})=0; consequently,

Egg-w=EQ -w+NEZ+...,

so that the conditions (4.2) are also satisfied when
E(Y is replaced by the exact £,5. Thus we can
pick out the low-frequency terms despite the fact
that E{’ is not yet determined. From (4.1) and
(4.2) with E{Q) = E .5 we see that the low-frequency
part H*) defined by (2.10), has the matrix ele-
ments

Hg:l)(h) = %Vmei“1 =[H(()iu)]* ,

H{V =0, {o,pt#{0,1},
where

vedTHE  —w).

The remaining high-frequency terms give the oper-
ator H(:39 | defined by (2.10), as

= 1,0~ B0to= [ (0],

{a,8t#{0,1}. (4.4)

The Schrddinger equation (2.11) with this # ¢)
reduces the problem to a pure two-level system
described in the rotating-wave approximation.

The nonresonant levels and the shifts in the ener-
gies of the resonant levels are neglected in this
approximation. Since the unitary operator U®) is
the identity except for the subspace spanned by ¢,
and ¢,, it is convenient to represent the nontrivial
part of U*) in terms of Pauli matrices,

H{GO=HSY,

U® ==/t cos(nt,) - i sin(nt,)F],
F= (_V/zn)os + (Vlo/zn)al s
2n=(1Vyol2+2)1 72,

(4.5)

where 0,,0,,0, are the standard Pauli matrices.
In deriving this result we have made the simplify-
ing, but not essential, assumption that the matrix
elements Vg are real.

In order to obtain the Bloch-Siegert shift in the
resonance frequency we have to find the ¢, depen-
dence of C(® from (2.26). The second-order shift
E?) and the effective Hamiltonian H ?*) are both
determined by the quantity X, defined by (2.17);
this in turn involves J® which, in the present
case, is given by
1 e"(‘”‘"xm)‘o

oS — -,

J(’- 30) —
1o w+E,

J
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and

. 1
J((xlﬁ'O) =3 Vas (

for all other aB. Since H*:® and J*:% both have
nonvanishing matrix elements between resonant
and nonresonant states, the nonresonant states
can contribute to the low-frequency part of the
product. From (4.4) and (4.6) it is easy to verify
that only the diagonal elements of the product can
have low-frequency behavior; in fact we find

O ) =3B+ A)) + 38— A, ~28)0,
for the (00) and (11) elements, and
(P(H(l :O)J(l:O))aB=5aBAB

e (Baptty  i(Bqg-w)t,

>, (4.6)

+
Ejp+w Eyp-w

for all other o, where

LA
w+E, "’

el 5 Ballaal
2 B (Eaﬂ) -W

and )’ means to omit any term with a resonant de-
nominator. Since the commutator term in (2.17)
contains H @) it has no matrix elements except for
those connecting the resonant levels. The rele-
vant part of J{!'® is given by

J(no):lﬂo_
° 2w+E,, 2’

while H @) can be expressed as
H®V =3V, [cos(ut,)o, +sin(vt,)o,],
so that
[HOD g9 =_2¢cos(ut,)o,,
X® =38, +A) +3(8,- A, = 2£)0, +2£ cos(ut,)o,
(4.8)

for {a, B} ={0, 1}, and X&) =6,5A, for all other ap.
Combining (4.8) and (2.19) we find the second-order
level shift

(4.7)

E@=A,-t, E®=2+5, ER=48,, a=2.

In order to get H ?:®) from (2.24) we first need
X® -M®) which is given by

X® M@ =2¢cos(vt,)o,,

with all other matrix elements vanishing. Using
(4.5) for U™ we then have

VlO

UMDNX® @)™ =2¢ [2 (ﬁ)os —%—7901} =~ cos(ut,) + ETUZ cos(vt,) sin(2nt,)

2n

14

2
+2¢ l:l -2 (ﬁ) Oy +5— g—;}%l} cos(ut,) cos(2nt,) .

2n
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The first term satisfies (2.6) and is discarded by
the ® operation. The other terms could contribute
only if (2n)® =17, but this is impossible since
(2n)? =12 = |V, 2. Thus we find that H ?*?) vanishes,
and U® is the identity.

This completes the calculation in the (A% ¢,) or-
der; the solution is

c(o:1) =U(1’U(2)C(0) ,

where U is given by (4.5) and U®) =1, With the
assumption that the system is initially in the ¢,
state we can easily calculate the occupation proba-
bility n, = |C{®*) . This expression must be eval-
uated on the physical line by setting £, = A¢; the
strength parameter A can then be recombined with
V.o to give

2n =[] Vil +(Eyo- w)z]l/z s
(4.9)

WV P,
nlzﬁ——smznt,

Er=E{+E().

In this approximation the population oscillates be-
tween levels 0 and 1 with frequency 27. The ampli-
tude for this oscillation has its maximum when
w=E,, however, E,, is itself a function of w, so
this is really a dispersion relation for w, which
can be written as

w=E{Q+2£+A, -4,

—p© L 1Viol +l "EplViP
2E10+°~’ 2 (£ 16)2"“’2
1

1 Z Qﬁlvgﬂl

2 & (Egf-u®’
The solution will be denoted by w*. The lowest-
order correction to the bare resonance frequency
E(Q is obtained by putting E.z=£'Y and w=E{? on
the right-hand side:

EQ\V,gF
=¥ (0) |VyoP 1 ’ l 18
bw=wt - Eio S350 13 & O - (EDF

1 ’ E<°)|V F
T2 Z; EY %)2—(15535)2'

The first term is the standard Bloch-Siegert shift,
and the other terms give the contributions due to
the nonresonant levels. Corrections to the ampli-
tude due to the counterrotating terms could be
calculated by evaluating (2.14) to get C*) but we
will not pursue this matter here.

V. COHERENT TWO-PHOTON RESONANCES

The coherent resonant excitation, or Rabi oscil-
lation, discussed in Sec. IV is associated with the
microscopic processes of resonant emission and
absorption of single photons. In this section the
Rabi oscillation associated with resonant two-

photon® emission and absorption will be calculated
in the (A% ¢,) order. In addition to demonstrating
the effect we will use this calculation as a test
case by comparing the results to an exact numeri-
cal computation.

The notation of Sec. IV will be used, but the
condition (4.2) is replaced by

|E{Y -2wl=0()w, (5.1)

which is the two-photon resonance condition. To
simplify matters we assume that only this reso-
nance is present. In this case it is easy to see

that the ¢, Hamiltonian H ***) must vanish so that
UM is the identity. Consequently H i =H®) and
J®:9 ig given by (4.6), which is now valid for all
aB. We proceed to the calculation of U®). Accord-
ing to (2.24) we have

H@:2) =(P(X(2) —M(z))()\"tz) ,
and by (2.17)
xX@ =(P(H(1)J(1:°))()\'1t1) .

By using the explieit expressions for H®) and
J19) we get

Oy = _% 3 <(_2E.7_‘i_ze‘8aa'o
Y

E gl -w
ei(EaB+2w)to ei(EaB_zw )¢0>V v
+ o 8-
Eg+w Ep-w vy

According to the general result proved in Sec. IT
we can replace this expression by its Hermitian
part before applying the ® operation. The result
is

X(2)=Aa;
(2)_ Z )VmVa_q ¢[(Blo-zw)/x]:1
(w+EBl)(w EBO)
=[x,

with all other matrix elements vanishing. The
level shifts are given by

E&Z) :(thzcbl =8y
consequently only the (01) and (10) elements of
X®) — 3@ are nonvanishing. By virtue of the res-
onance condition (5.1), we have (E,,-2w)/A

=0(\)w; therefore the @ operation does nothing
to X®, and H®%?) can be written as

H®®) =3T[cos(pt,)0, +sin(pt,)o, ],
with

=l 2E E Eo)VmVBo
rez 2! @B (@~ By (5.2)

pE( 10—20))/)3.
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It should be emphasized that the resonance condi-
tion (5.1) for the two-photon case is more stringent
than the corresponding condition (4.2) for the one-
photon case. If we were to use the weaker condi-
tion £{ - 2w=0()) [so that (E{9 - 2w)/x=0(1)]
there would be no low-frequency term in X®)(¢,).
This would in turn give H??2)=0; consequently
C® would be independent of time. In this case the
oscillations between levels 0 and 1 would first oc-
cur in C™); therefore the amplitude of n, would be
0(A%), rather than O(1).

The two-photon problem has now been cast in the
same form as the one-photon problem; in fact
H®?) ig obtained from Eq. (4.7) for H ') by
v=p and V,,~I'. This transformation applied to
(4.9) gives the solution for n,(¢):

n, =|T/2n|2sin’pt, 2n=[T%+(E,,-2w)?]*/?,
E,=EQ+A, -A,. (5.3)

The resonance frequency w* is defined as the solu-
tion of w =3E,,(w); thus the lowest-order shift in
the resonance is given by

1
dw* =w* - 3£(9

glz E@|Vil> 1 ER | Vpl®

EO = (g% O (IETO

24 (B -GER Y 2 4 (Eg )V -(GER )V
2

-2 gl eag-ag, (5.4)

where A/, Al are obtained from A, A, by dropping
the 0 and 1 terms from the summations and putting
w=3E{J’. The first term in (5.4) evidently repre-
sents the resonance shift for a pure two-level sys-
tem, and the remaining terms give the corrections
due to the nonresonant levels. In connection with
the nonresonant levels, it is interesting to observe
that a two-photon Rabi oscillation can occur even
in the absence of nonresonant intermediate states.
If the nonresonant terms are omitted from I we
find

- 1 EEO) Vu -

1EP (Vi = V) Vio
F'4—‘fl’_w(w-glg°)l , (5.5)

which is nonzero if V;, # V,,. Nonvanishing diagonal
elements V,, are possible for molecules and for
atoms exposed to a static electric or magnetic
field.

In order to get an idea of the size and importance
of these effects, we have applied the theory to a
simplified model of the HF molecule. This mole-
cule was chosen because its large dipole moment
gives a strong interaction with the field, and be-
cause of the availability of a computed electronic
ground-state potential and nuclear dipole moment
d(r).'® The simplifications used are the neglect of

C. GARRISON, AND T. H. EINWOHNER 13

excited electronic states and the rotational sub-
structure of the vibrational spectrum. Approxi-
mate wave functions ¢, are obtained by fitting the
potential with a Poeschl-Teller'! potential and
d(r) by the expression dy(1 +3?)=°, where y
=sinha(r —7,) is the Poeschl-Teller variable, d,
=1.94 D, ando=1.11. The small parameter is
taken to be

r=8,d/fw,

where d is the average of the absolute values of
the transition matrix elements d,g (@ # B), and w
is the laser frequency. The resonance condition
(5.1) requires w = 3E{3 =2046.97 cm™, so we use
this value in computing A:

r=1.368x10"8VT (5.6)

where I is measured in W/cm?. Thus A=1 corre-
sponds to I =10'* W/em?. We conclude that the
condition A <1 does not impose a serious con-
straint on the laser intensity.

In evaluating the resonance shift 6w*, and the
Rabi frequency 27, it was found that only the first
five levels made significant contributions to the
sums; this allows us to treat the molecule as a
five-level system. Since only two of these levels
are resonantly coupled, it might be thought that
the model could be reduced to a two-level system.
We investigate this possibility by evaluating (5.4)
to obtain dw*/w*=-0.178A%. In the two-level mod-
el only the first term in (5.4) would remain; this
yields dw*/w* =0.504)2. Thus we see that the non-
resonant levels make a significant contribution to
the resonance shift. The quantity T" which enters
into the Rabi frequency is not so sensitive to the
nonresonant levels. Evaluating I' by (5.2) gives
T'/w*=0.796A%, and the two-level formula (5.5)
gives I'/w* =0.815)%2. However, the correct calcu-
lation of T" is important since it directly determines
two essential experimental parameters. The first
is the rise time, the time between minimum and
maximum values of #,(¢); for w=w* this is given
by 7=n/I'. By using (5.6) we can express 7 in
terms of the intensity I (W/cm?): 7=5.464x10'°r-!
nsec. This gives a lower bound for the pulse length
to be used in the investigation of the two-photon
Rabi oscillation. The second property determined
by T is the line shape, which is given by the maxi-
mum probability 7, (w). According to (5.3) this can
be written as

XD I S wa—
) o = + (T/27 °

therefore I is the full width at half-maximum. The
fractional linewidth is very small for reasonable
intensities [I'/w*=1.49%x10"'°](W/cm?)]; conse-
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quently the experimental observation of the two-
photon Rabi oscillation will require either high
intensities (I > 10'° W/cm?) or a very monochro-
matic laser (6w/w~10"%). In considering the first
option it is important to remember that the proces-
ses of ionization and dissociation which are ne-
glected in our model will become important at high
intensities. However, if these rates are not too
large and if the laser can be tuned sufficiently ac-
curately to the resonance frequency, then the res-
onant oscillation may still be observable. Finally
we should point out that the choice of the HF mole-
cule was made without regard for the existence of
a laser with the correct frequency. However we
do not expect that a different choice will change
the order of magnitude of the results given above
for the resonance shift, the rise time, and the
linewidth.

As a test of the limits of validity of the multiple-
time-scale technique, we have carried out a nu-
merical solution of the differential equations (2.1)
for the five-level system considered above. In an
exact solution, the effects of M must cancel out;
therefore we set M =0 in solving (2.1). Since we
are trying to determine when the theory fails, we
use values of A corresponding to extremely high
intensities (I ~10'® W/cm?). A comparison of the
approximate and exact results for »,(¢) is shown
in the figures. The numerical solution exhibits
small-amplitude, high-frequency structrue which
is neglected in the (A% ¢,) approximation. Since it
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FIG. 1. ny(t) vst. The unit of time is 10%/D =433/w,
=1.123%x 10712 sec, where D=5.86 €V is the dissociation
energy and w,=3.86x 10! sec™! is the bare resonance
frequency for HF. The solid curve is the approximate
solution and the band is the envelope of the numerical
solution for w=w* (the shifted resonance frequency) and
A=0.045 (I=08x 10'3 W/cm?).

is not possible to show these rapid oscillations in
a small scale graph, we have instead represented
the numerical solution by the envelope of the high-
frequency part, which is shown as a lightly shaded
band. The approximate analytical solution is
shown as a solid curve. In Fig. 1 we see the re-
sults for the case w=w*, A=0.045. In the second
half-period of the oscillation, not shown on the
graph, the numerical solution lies above rather
than below the solid curve. This feature is clearly
visible in Fig. 2, which represents the case w=w*,
A=0.090. In Fig. 2 we can also see that both nu-
merical and analytical solutions have a maximum
amplitude of 1. This is to be expected when the
system is driven at the correct resonance fre-
quency; consequently, the second-order calcula-
tion of w* is quite adequate. It is interesting to
observe that the width of the band in Fig. 2 is twice
that in Fig. 1. This is predicted by the theory from
the fact that the value of A for Fig. 2 is twice that
for Fig. 1. An improved calculation of C, would
have the form C, =C{® +aC{") +0()?), with a cor-
responding occupation probability n, =|C{%)|?

+ 22 ReC@*C{ + O(A?); therefore the correction to
the (A% ¢,) approximation is linear in A.

In Fig. 3 we exhibit an off-resonance calculation
with w=3E{J, A=0.09. The departure from exact
resonance, dw*/w*=1.45%x10"3, prevents #,(t)
from reaching unity; this is to be expected since
the width is I'/w*=6.5%10"2%, The dashed curve in
Fig. 3 shows the result of an analytical calculation
in which the nonresonant levels were neglected.
The large errors in amplitude and Rabi frequency
which occur in this case can be traced to the large

T
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FIG. 2. n(t) versus t. The units are the same as in
Fig. 1. The solid curve is the approximate solution and

the band is the envelope of the numerical solution for
w=w* and A= 0.09 (I=4.32x10" W/cm?).
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FIG. 3. ny (t) versus ¢. The units are the same as in
Fig. 1. The solid curve is the approximate solution in-
cluding nonresonant levels and the dashed curve is the
approximate solution obtained by neglecting the non-
resonant levels. The band is the numerical solution for
w=w, (the bare resonance frequency) and A=0.09
(I=4.32x 10" W/cm?).

error in computing w* from the two-level formula.
This emphasizes the importance of retaining a suf-
ficient number of nonresonant levels in the calcula-
tion.

The results shown in the figures cover at most
one complete cycle of the Rabi oscillation. We
have also studied the long-term behavior of »,(¢)
by following the numerical solution shown in Fig.

2 through many cycles. The low-frequency struc-
ture, indicated by the band in the graph, turns out
to be quite accurately periodic; but this period 7’
differs from the theoretical period 7 by 7/ -7
=0.027. This is consistent with the estimate

7/ = 7=0(A?)T which can be derived from the theo-
ry. For this high intensity (A=0.09, I ~10'* W/
cm?) the two curves will be out of step by 0.17
after only five Rabi cycles. For much smaller in-
tensities (A~10-3%, I ~10'° W/cm?) the two curves
would stay in step for many thousands of Rabi
cycles.

As a final check on the accuracy of the analytical
solution we observe that in the (A% ¢,) approxima-
tion only the resonant levels 0 and 1 are populated.
On the other hand, the numerical solution exhibits
nonzero populations for the nonresonant levels.
For the case shown in Fig. 2 we find 7, =0.03, with
negligible populations for the other nonresonant
levels. This value of 7, is consistent with the es-
timate %, = 0(A*) which follows from the theory.
For larger values of the coupling constant the nu-
merical solution gives substantial populations in

the nonresonant levels; in this case it would be
necessary to compute higher-order corrections
cH), c, ... tothe amplitudes in order to achieve
agreement between the theory and the exact solu-
tion.

VI. SUMMARY AND DISCUSSION

QOur objective in this paper has been to show that
the method of multiple time scales, when applied
to the Schrddinger equation for an N-level system
interacting with a time-dependent external field,
provides a systematic and natural approximation
scheme which incorporates the virtues of the ro-
tating-wave approximation. The validity of the
general formalism worked out in Sec. II depends
on the assumption that the characteristic frequency
@ of the external field &§(¢) is large compared to the
response frequency |H || #, but the formalism
does not require any further assumptions about the
form of §(¢). Thus the method can be used to des-
cribe the response of an N-level system to laser
pulses of arbitrary shape. In a separate publica-
tion we will present some applications of the for-
malism to realistic laser pulse shapes, in particu-
lar, chirped pulses.

The method used to generate the solution as a
modified power series in the coupling constant A
eliminates the truly secular terms which appear
in perturbation theory; and it also avoids the ap-
pearance of quasisecular terms associated with
energy denominators of O(A). The order-by-order
definition of the self-energy operator allows the
field-dependent level shifts to be extracted in a
systematic and explicit way. As a result of this
construction the rotating-wave approximation ap-
pears in the lowest nontrivial order. More pre-
cisely, if we compute the wave function correct
to O(A°) and include the time dependences on ¢, and
¢, [this is the (A ¢,) order], then we obtain the
conventional rotating-wave approximation for a
Rabi oscillation driven by a one-photon resonance.
The (!, ¢,) approximation would incorporate cor-
rections due to the counterrotating terms. The
(7% t,) approximation yields a generalization of the
Bloch-Siegert theory of intensity-dependent level
shifts which includes the effects of nonresonant
levels.

The theory automatically includes multiphoton
effects as seen in Sec. V, where a Rabi oscillation
due to a two-photon resonance is demonstrated.

In this case the nonresonant levels play a vital role
in determining the shifted resonance frequency.
For the model of HF considered here the fractional
line width [T/w*~10-'% I (W/cm?)] is quite small
for moderate intensities, but the rise time
(7~10'°r-! nsec) is reasonably short. At higher
intensities it would be necessary to estimate the



rates of ionization and dissociation with a more
complicated model. Thus it would probably be
best to attempt the fine tuning of the laser required
for experiments at I~10'° W/cm?.

The comparison of the (1° ¢,) approximation with
an exact numerical solution shows that the calcula-
tion of the resonance frequency correct to O(\?) is
quite adequate even for rather large values of A.
However, at these values of A the approximate
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time dependence of #,(¢) is reliable for only a few
Rabi periods. At moderate intensities (A ~10-%)
this is not a problem.
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Population of the excited level
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FIG. 1. ny(f) vst. The unit of time is 10%/D =433/,
=1.123% 10712 sec, where D=5.86 €V is the dissociation
energy and w)=3.86x 10!4 sec™! is the bare resonance
frequency for HF. The solid curve is the approximate
solution and the band is the envelope of the numerical
golution for w=w* (the shifted resonance frequency) and
A=0.045 ([=08x 10! W/em?).
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FIG. 2. n,(t) versus £. The units are the same as in
Fig. 1. The solid curve is the approximate solution and
the band is the envelope of the numerical solution for
w=w* and A= 0.09 (I=4.32x 10" W/cm?).
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FIG. 3. ny (¢} versus £. The units are the same as in
Fig. 1. The solid curve is the approximate solution in-
cluding nonresonant levels and the dashed curve is the
approximate solution obtained by neglecting the non-
resonant levels. The band is the numerical solution for
w=wj {the bare resonance frequency) and A=0.09
(I=4.32x 10" W/em?).



