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We have developed an analytic perturbation theory for screened Coulomb radial wave functions, based on an
expansion of the potential of the form V(r) = — (a/r)[1 + ViAr + V,(Ar)? + Vs(Ar)® + -], where A~a Z'/?
is a small parameter characterizing the screening. The coefficients V), may be chosen such that the above
form converges rapidly and gives a good approximation to realistic numerical potentials, such as those of
Herman and Skillman, in the interior of the atom. The screened radial wave functions are obtained as a series
in A with simple analytic coefficients, owing to the special symmetries of the unperturbed Coulomb problem.
Both bound and continuum shapes are correctly treated in the region Ar < 1. For inner bound states, this
includes all of the region where the wave function is large. Similarly, high-energy continuum wave functions
will have completed several oscillations in this interval so that by r~A~! one has reached the asymptotic
region. Consequently, expressions for bound-state normalizations can be given as series in A, which are
accurate, in general, for the K shell and for other low-lying levels of high- Z elements. The continuum
normalizations which we obtain are valid for energies on the order of the K-shell binding energy above
threshold. Bound-state energies and continuum phase shifts are also obtained in these circumstances.

I. INTRODUCTION

The purpose of this paper is to present an ana-
lytic perturbation theory for the calculation of
nonrelativistic screened Coulomb wave functions,
based on the behavior of the potential in the inter-
ior of the atom. In addition to bound and continuum
radial wave-function shapes, we derive analytic
expressions for their normalizations, for bound-
state energy eigenvalues, and for continuum phase
shifts. We find that the wave-function shapes
which we obtain agree with exact solutions to the
Schrddinger equation in the region Ax» <1, where 1
is a small parameter characterizing the screening
(A~ aZ'/%). Thus for low-lying bound states (the
K shell for most Z and the L shell for high Z), we
obtain all of the region where the wave function is
large. Similarly, for high-energy continuum
states in this interval, the wave function will have
completed several oscillations so that by »=~x"!
we have reached, essentially, the asymptotic re-
gion. Hence we also find that our expressions for
normalizations and phase shifts give a good ap-
proximation to the exact values for reasonably
high energies. Thus we obtain analytically a com-
plete description of the solutions of the Schrodin-
ger equation in the interior of an atom character-
ized by a screened Coulomb potential.

It is known® that at distances which are small
on the atomic scale (Compton-wavelength distan-
ces), but still outside the nucleus, the primary
effect of atomic screening, insofar as it can be
described by a central potential, is to modify the
normalization of the electron wave function. The
shape of the wave function is essentially Coulom-
bic. It is only at somewhat larger distances that

13

modifications of the shape of the wave function due
to screening become appreciable. These conclu-
sions of Ref. 1 have been extended in the present
work, and the results have been explicitly incor-
porated into a perturbation theory which is espe-
cially convenient for the calculation of interior
screened Coulomb wave functions.

There are essentially two features of our ap-
proach which differ from the usual Rayleigh-
Schrodinger perturbation theory. First, since it
makes use of certain special properties of the
Coulomb wave function, our method is limited to
problems involving screened atomic potentials
which are Coulombic at the origin. Second, since
it is based on an approximation to the potential
which is valid only in the interior of the atom, it
will yield wave functions which are likewise cor-
rect only in this region. Because of this speciali-
zation, however, we are able to derive easily,
simple analytic expressions for screened electron
wave functions which are accurate in the interior
of the atom.

It has long been recognized that there are many
atomic and nuclear processes which are character-
ized by the behavior of an electron wave function
at the origin. (However, nuclear size effects
usually must also be included.) One such process
is orbital electron capture, since only the region
of overlap between electron and nuclear wave func-
tions contributes. Another is ordinary g decay. In
electron capture, screening effects can be quite
important, while in 8 decay the energy of the
emitted electron is usually large enough so that
screening effects are relatively unimportant.
Wave-function normalizations are also needed for
the interpretation of fine-structure and hyperfine-
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structure splittings, isotope shifts, etc.

Somewhat more recently it has been realized
that there are other processes which, although oc-
curring outside the nucleus, are dominated by dis-
tances which are small onthe atomic scale. In
atomic photoeffect, for example, Pratt and Tseng!
have argued that for a wide range of photon ener-
gies electron Compton-wavelength distances are of
primary importance. Here, not only normaliza-
tions, but the actual screened wave function, at
least for small 7, would be desirable in order to
fully include the effects of screening. Internal
conversion,? threshold pair production,® and sin-
gle-quantum annihilation® are also processes
characterized by small distances on the atomic
scale. In all these situations, it is often possible
to simply relate the screened matrix elements to
the corresponding point Coulomb matrix element.
Since the shape of the screened wave function is
Coulombic near the origin, to a good approxima-
tion, atomic electron screening may be ignored
except as an external multiplicative factor deter-
mined by the ratio of screened to point Coulomb
normalizations. This normalization screening
theory has enjoyed considerable success. In this
way, for example, the anomalously large photoef-
fect cross section in molecular hydrogen has re-
cently been explained.® Thus there is a growing
appreciation of the importance of the small-dis-
tance properties of screened electron wave func-
tions in the analysis of many processes of physi-
cal interest. One of the results of the present
work will be to allow a systematic improvement
in these predictions of normalization screening
theory.

Even for processes in which the dominant region
is not near the origin, but is still within the inter-
ior of the atom, a simple calculational scheme
which yields tractable analytic wave functions for
screened Coulomb potentials will be useful since,
in any case, the Schrodinger equation cannot be
solved exactly and either numerical methods or
some form of perturbation theory is required. In
the nonrelativistic case, the usual Rayleigh-
Schrodinger perturbation theory, with the use of
the closed-form expressions for the Coulomb
Green’s function, can be used to obtain expres-
sions for the energy shifts and wave functions.
The results, however, are generally rather com-
plicated, require numerical work, and cannot
easily be generalized to the relativistic case. Di-
rect numerical calculations are often too time
consuming for systematic studies and very often
fail to give insight into the mechanisms of a pro-
cess. Thus it is desirable to consider possible
alternatives.

One of the simplest (and oldest) procedures for

constructing wave functions for general potentials
is the WKBJ method.® Because it is based on an
analysis of the behavior of the wave function at
large distances, the WKBJ method is complemen-
tary to the approach to be presented here. It is,
then, somewhat ironic that one of the more useful
sources of information concerning the wave func-
tion at small distances, the Fermi-Segré formu-
1a’ for the square of the wave function of an S
electron at the origin, is based on an application
of the WKBJ method. It is, of course, true that
the normalization involves the value of the wave
function over all space. One hence understands
that the Fermi-Segré formula is more accurate
for outer electrons, since it relates the normali-
zation to the behavior at large distances. On the
other hand, our approach to the normalization is
based on an analysis of the smaller-distance be-
havior of the wave function and is valid for inner
electrons. Thus the two methods should supple-
ment each other.

There are, in fact, a number of approaches to
the construction of screened Coulomb wave func-
tions which are based on large-distance properties
of the potential. The quantum-defect method,® for
example, is useful for the construction of screened
wave functions for outer electrons at energies near
threshold. This method takes advantage of the fact
that for large », the potential seen by an electron
is essentially Coulombic. The effect of inner-
electron screening, then, is only to change the
normalization and phase of the exterior Coulomb
wave function. For bound states, the energy shift
is obtained by analytically continuing the phase
shift to negative energies. The parameter which
results is then identified as the quantum defect,

i, and the energy is simply E, = - 3a®/(n — u)?,
where mu=56(E,). Of course, the normalization
and phase shift must be obtained by matching to
the appropriate solution of the Schrddinger equa-
tion in the interior region, or by semiempirical
methods. If, for example, the experimental ener-
gies are known, then pu(E) may be analytically con-
tinued to positive energies—giving directly the
low-energy phase shift. Again, this approach and
our own should supplement each other.

Our method for the construction of screened
Coulomb wave functions is motivated by the dis-
cussion of Pratt and Tseng,! which should be
viewed as an introduction to this paper. Follow-
ing their example, we consider central potentials
for which it is possible to write an expansion of
the form

V(r) == (a/P)1+V ar+ V(02 + V,(r)3 ++ -+ ],
(1)

where X is a small parameter characterizing the
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screening (usually, A=~ aZ'/3). The coefficients
V, are then of order unity and, in general, alter-
nate in sign and decrease with increasing k2. As
noted in Ref. 1, this assumption, (1), is not par-
ticularly restrictive, since the coefficients V, can
be chosen to fit realistic numerical potentials such
as the Herman-Skillman Hartree-Fock-Slater po-
tentials. However, some care must be exercised
in the choice of fitting procedure for nonanalytic
potentials; a discussion of the procedure we have
adopted and its philosophy will be found in Sec.
IV. With Eq. (1) as a basis we will construct wave
functions, energies, normalizations, and phase
shifts® which are characterized by an expansion in
powers of . We note that the analysis of Pratt
and Tseng indicates that if only low orders of the
series in A are retained, the resulting wave func-
tions should then be accurate for small ». In fact,
we find that our wave functions are valid wherever
the expansion (1) gives a good approximation to the
potential, and it is in this sense that our analysis
gives screened Coulomb wave functions in the in-
terior of the atom. This differs considerably
from the usual perturbation theory in which the ex-
pansion is in powers of the perturbation. Because
our approach is limited to potentials of the form
(1), our results can be expressed in an especially
compact form. Whereas Rayleigh-Schrédinger
wave functions are expanded in an infinite sum of
Coulomb wave functions, our results are given as
a finite sum of functions which are essentially the
configuration-space realization of the “tilted”
wave functions used in calculations involving the
SO(4, 2) dynamical group.!®

There are certain aspects of our perturbation
theory which can be compared with other recent
investigations of screened Coulomb potentials.
Sherstyuk,'* for example, has developed a pertur-
bation theory for bound states which contains ele-
ments of the theory presented here and of the usual
Rayleigh-Schrddinger perturbation theory. This
approach has been applied to the Dirac equation
with a central potential, and, for certain poten-
tials, the wave function (at least to first order)
can be obtained in closed form, the result being
used to give the energy correct to third order. In
general, however, in this approach, the wave
function can be expressed only as an infinite (dis-
crete) sum of the eigenfunctions of a certain
Sturm-Liouville operator, while in our approach,
owing to the restriction to small 7, the wave func-
tion is expressed as a finite sum. Moreover, the
Sherstyuk approach is not directly applicable to
continuum states.

Bedndr'?‘® has considered an algebraic approach
to the construction of screened Coulomb wave
functions which is based on the SO(4,2) dynamical

group. This treatment is similar to our procedure
in that the results are expressed as a finite sum of
Coulomb-like states, but the generalization to the
relativistic case is not straightforward and con-
tinuum states are not treated. Moreover, it would
be difficult to determine the region of validity of
the wave functions in this theory. His approach
can, however, be applied to certain noncentral
potentials, whereas our approach cannot. Other
recent considerations of analytic screened poten-
tials are due to Green'?®) and to McGuire,2(®)
while Fano, Theodosiou, and Dehmer'?‘® have
used phase-amplitude and numerical results to
discuss small-distance properties of continuum
wave functions in the zero-energy limit. Finally,
in addition to those more general methods, there
have also appeared analytic treatments for special
cases of modified Coulomb potentials, which ex-
ploit various symmetries or generating functions
to sum the results of perturbation theory.3~1®
These results for the bound-state wave functions
are of somewhat limited usefulness, however, ex-
cept as a check on the more general procedures,
since the potentials are rather specialized.

In Sec. II we will outline our procedure for con-
structing nonrelativistic screened bound-state
wave functions, including energy shifts and nor-
malizations. In Sec. III we will consider continuum
radial wave functions. We will also derive ex-
pressions for normalizations and phase shifts. In
order to assess the range of validity of our ap-
proach, we present in Sec. IV a rather extensive
comparison of our results with exact analytic and
numerical solutions for screened Coulomb poten-
tials. In separate papers we will apply our results
to an analytic screened calculation of nonrelativis-
tic photoeffect in dipole approximation'” and we
will describe the extension of our theory to the
relativistic case.!®

II. BOUND STATES

Consider the radial Schrddinger equation

d’R 2dR 1(l+1) =
2t 55,7 R+2AT-VR=0. (2)

We use natural units, % =c=m, =1, so that distances
are measured in electron Compton wavelengths
and energies in units of the electron rest-mass
energy. V(r) is the screened central potential and
T is the energy of the (bound) electron. We now
define a function s(#) through the relation

R(r)=Nr'exp[- (- 2T ) /*r]s(») 3)

and make a change of variable, x=2(- 2T )'/?r,
where T,=- a?/2n® is the unperturbed Coulomb
energy (n is the principal quantum number). N is
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a normalization constant and will be discussed
later. Here a= aZ, where «a is the fine-structure
constant and Z the nuclear charge. We find that
s(x) satisfies

xs”(x) +[21+2 = x]s’(x) + (n = I - 1)s(x)
=(x/4T )(6T - 6V)s(x), (4)
where
8T =T = T,= AT, + NPT, +\3T 3+ (5)
and
dV=V=-V,==aV, r=aV, oy —aV 37* -+,
(6)

(The notation is essentially that of Ref. 1.) For
convenience, we standardize s(x) such that s(0)=1.
Equation (4) is the basic equation which we have

to solve. We will show that it is possible to ar-
range the solution so that, to any finite order in

A, it can be expressed as a finite sum of eigen-
functions of the differential operator which appears
on the left-hand side of (4). To proceed, we as-
sume a solution of the form

S(x) =8 (x) + XA (x) + XA, (x) + A () + o, (T)

where s (x) is the unperturbed Coulomb solution
standardized such that s (0)=1. In order to illus-
trate our approach and also simplify the subse-
quent discussion, we will consider first the low-
est-order correction to the energy and wave func-
tion. If we substitute (7) into (4) and equate like
powers of A, then for the first two terms we have

<xd%:—2+ (21+2 - x)% tln—1- 1)>sc(x) -, ,5.(x)=0,
(82)

J

2
P(x) = —2%'7(T1 + Vla)<ﬁ’_L M(I+1=n+1,21+2;x)

- MI+1-n-1,21+2;x)+p5;

where G(x,x’) is the Green’s function for the op-
erator O, ;. The boundary condition on the wave
function, that R(») be square integrable, implies
C,=0. The CHF’s M(l+1-n+1,2l+2;x) behave
asymptotically as xs.(x), so that they are consis-
tent with this boundary condition. However, it

can be shown that the last term on the right-hand
side of (13) is of order e* for large x. Thus the
coefficient of this term must vanish.?° Since S;#0,
we must have T, =- V,a. This determines the
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9, ,A,(x) == (xn®/2a%)(T, + V,a)s (x) . (8Db)

The right-hand side of (8b) is rather simple, as it
is proportional to s (x), the unperturbed Coulomb
solution, which is the regular solution of (8a) and
is given by

S(x)=M(I+1-n,2l+2;x). (9)

In Eq. (9), M(a,b,x) is a regular confluent hyper-
geometric function (CHF). (The notation is that of
Handbook of Mathematical Functions.*®) Using the
relation between contiguous CHF’s

xM(a,b;x)=aM(a+1,b;x)+ (b — 2a)M(a,b;x)

+(a-b)M(a-1,b;x), (10)

Eq. (8b) for A,(x) can be rewritten in the form

n?
D, 1A (x) == ZIE(Tl +V,a)

1
XE B, )M(I+1-n+s,21+2;x),

s==1

1)

where, in general, none of the B is zero.

The general solution of (11), following the usual
procedure for linear differential equations, can
be written

A, (x)=C;s (x)+C,U(x) + P(x) , (12)

where U, is the irregular Coulomb solution and
P(x) is a particular solution of the inhomogeneous
equation. We see that P(x) can be written

00

dx’G(x,x’)M(l+1—n,2l+2;x’)> , (13)

o

r

first-order energy shift. Since s(0)=s_0)=1, we
must also impose the condition that A,(0)=0. This
implies C, =0, and hence the entire first-order
correction to the wave function vanishes. This re-
sult is also found in the work of Pratt and Tseng,
and will considerably simplify the following dis-
cussion.

We note for future reference the following fea-
tures of the considerations presented above: (i)
The inhomogeneous part of the equation for A, (x)
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can be expanded in terms of associated CHF’s;
(ii) These CHF’s are eigenfunctions of D, ,, i.e.,

D, Ml+1-n-s,2l+2;x)
=—~sM(l+1~-n-s,21+2;x); (14)

(iii) The coefficient of the CHF with eigenvalue
zero in this expansion, i.e., the unperturbed
Coulomb solution, must vanish if we are to satis-
fy the boundary condition that the wave function be
square integrable. This requirement determines
the correction to the energy eigenvalue in this or-
der. These are general features, and we will find
that provided T, is properly chosen each A (x) can
be expressed as a finite sum of eigenfunctions of
the operator D ;.

Let us now consider the higher-order terms.
Taking cognizance of the fact that the first-order
correction to the wave function vanishes, we write

S(x) =5,(x) + N2A,(x) + N3A,(x)+* . (15)

The boundary conditions on the coefficients A ,(x)
are that they be polynomially bounded and that
A,(0)=0. [The work of Pratt and Tseng also shows
that in the nonrelativistic case s(x) - s (x) = 0(x%)
for small x. Thus we should also find A;(0)=0,
which gives a convenient check on our results.]
Substituting (15) into (4) and equating like powers
of A, we find, through fourth order,

(xgz;z-+ (21+2-~ x)zd; t(n-1- 1)>sc(x) =D, ,s.(x)

=0, (16a)
5),,' 1Ay (x) == (xn?/2a%) (T, + 3Vnx)s (x),  (16b)
D, A5(x) = = (xn?/2a®)[ T, + (V,/4a)n®s?]s (x) ,
(16¢)
D, ,A,(x) == (xn?/2a?)[T, + (V,/8a*m3x°]s (x)

+(T,+2V,nx)A, (%)},
(16d)

with similar results for the higher-order terms.

The set of equations which we have obtained yields

a hierarchy for the coefficients A,(x). The equa-

tion for each A,(x) depends only on the solutions

to the preceding equations. In particular, the

equations for A,(x) and A,(x) are especially simple

since the inhomogeneous parts involve only s (x).
To solve the set of equations (16), we proceed

by induction as follows: We assume that for

j<k we can write

J
Ayx)= D e, DM(I+1 —n~s,20+2;x), (17)

s=~§

where the CHF’s M(l+1~n-s,2]+2;x) are eigen-
functions of the operator D, , with integer eigen-
values [cf. Eq. (14)]. Inspection of the set of equa-
tions (16) shows that if (17) is true for j<k, then
by repeated use of the relation (10), the equation
for A,(x) can be written in the form

R
D, A )= Y B, DM(I+1—n—s,20+2;x).

s=k

(18)

Employing Eq. (14), we can immediately write
the solution to (18) in the form

R
A)= Y0 0¥, DM(I+1 - n~s,21+2;%), (19)

s==Fk

where

A(n, 1) =~ Bn,l)/s, (20)

provided the coefficient of the CHF with eigenvalue
zero on the right-hand side of (18) vanishes, that
is, if

B3(n,1)=0. (21)

(We note that this is equivalent to the usual per-
turbation theory requirement that the perturbation
have no component in the subspace spanned by the
unperturbed solution.) As we established previ-
ously, this condition is necessary if our bound-
state wave function is to be square integrable.
Since the kth order correction to the energy has
not been determined, T, can be fixed such that
the condition (21) is satisfied. To complete our
argument, we note that the form (17) holds for
k=2 [cf. Eq. (9)], so that by induction the result
(19) is valid for all k.

Because of the particular form of the recursion
relation (10), we find that only terms with I+1-n
- s =0 will contribute to (19) if » is an integer.
Thus in the bound-state case, each of the coeffi-
cients A,(x) will be a polynomial of degree k+n
—1-1. In order to satisfy the remaining boundary
condition, A,(0)=0, we note that since Eqgs. (16)
are linear, we are free to add a solution of the
homogeneous equation, s (x), with arbitrary coef-
ficient to (19). [Another way to say this is to point
out that because of (21), o,(n,?) is indeterminate.
Thus we are free to choose it such that 4,(0)=0.]

The explicit forms of the solutions to (16),
through third order, are given below:

T,(n,1)==V,a, (22a)
Ty(n,1) = 3V,[= 3n® +1(1+1)], (22b)
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Ay(n,1;x) =02V, /48~ snn = 1 = 2)(n = 1 = V)M(= 2,x) + (n = L = 1)[n(n - 2) + (I +1) M (-1, x)
+([3n® +20(1+1)2]M(0,x) = (e +1+1)[n(n+2) + 11+ 1) ]M(1, x) + 3n(n + 1+ 2)(n + 1 + 1)M (2, x)},

(22¢)
T,(n,1) = - n*V,/2a)[5a® +1 - 31(1 +1)], (22d)
Ayln, 1;0) =V /4a® 2 (n = 1= 3)(n =1 = 2)(n = 1 = 1)M(=3,x) = 3(n = 1)(n— 1 = 2)(n = L = 1)M(~ 2, x)
+3(0n—1-1)[5n(n - 3)+31(1+1) +4]M(= 1,x) +[102% + 21(I +1)(20 +1)]M(0, x)
- 3(m+1+1)[5n(n+3)+31(I+1)+4]M(1,x) + 3+ 1) (n + 1+ 2)(n +1 +1)M(2, x)
—-;—(n+l+3)(n+l+2)(n+l+1)M(3,x)}, (22¢)

where M(s,x)=M(+1-n-s,21+2;x).
For future reference, we note that the coeffi-
cients o satisfy the relation

a¥(n,l) = of (-n,1), (23)
while the coefficients T, satisfy
T,n,l)=T,(-n,l). (24)

We also find that A,(x) and A,(x) defined by (20) are
of order x? for small x, so that our results are
consistent with those of Pratt and Tseng. Explicit-
ly, neglecting higher-order terms in x,

Ay(0)—s (22V,/8a%)[3n - 11 + 1) /(21 + 3) ,

Ay(x)—% (n*V,/8a%)[5n% - 31(1+1) +1]x%/ (20 +3) .

r

From (25), we see that for given x the effective
expansion parameter for our bound-state wave
functions is essentially An?/a. From Eq. (20), we
note that the energy shift is also, effectively, an
expansion in %/a. Since A is a number of the
order of aZ'/3 we find that our bound-state wave
functions and energy shifts are given, essentially,
as expansions in n®Z"%/3, Thus we expect them to
be valid for the K shell of all but the lowest-Z
elements and for other low-lying levels of high-Z
elements. At small distances the wave-function
shapes for all n,Z will have the validity indicated
in Eq. (25).

Although the corrections to the wave function
(22) are given in terms of linear combinations of
CHF’s, for small values of » and ! these expres-
sions can be more simply expressed as polynomi-
als in x. In particular, for K- and L-shell elec-

(25) trons we have, through third order in A,
)
_ . LU NV, MV,
n=1, 1=0: s(x)~1+wx t IS X (1+2x),
2 3
n=2, 1=0: s(x)=1-3x+ 222V2x2(1-ix)+2’;—svix2(7-§x-%x2), (26)

2 3
n=2, I=1: s(x)=1+-)\—a£2x2+2)\a:/3x2(3+%x)~

We recall that x =2ar/n. For completeness, we
also give the K- and L-shell binding energies.
Through third order,

n=1, 1=0: T==3a°-AV,a- 32V, -3\3V,a"?,

n=2, 1=0: T=-1d®-2AV,a-6)2V,- 42 V,a" !,

n=2, 1=1: T==2a*-\V,a-53V,-30A*V,a'.
(27

To summarize, in general the correction to the
Coulomb wave function of order 2 will have the
form A*rle™*/24,(x), where A,(x) is a linear com-
bination of 22+1 CHF’s. For a bound state, the

r
CHF’s which appear are generalized Laguerre
polynomials, so that the solution to each order
will be proportional to a finite polynomial. It
should be noted, however, that these correction
terms are not linear combinations of Coulomb
wave functions. Instead, they are related to Cou-
lomb wave functions by a scale transformation,
so that if f (n+s,1;7) is a Coulomb solution with
principal quantum number n +s, then

fnts,l;7)

=Nrle™/2mOM(1+1 —n—-s,21+2;[n/(n +5s)]x).
(28)
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FIG. 1. Unnormalized radial functionu @) =N "R ¢)
for the 1S state of aluminum (Z =13). The unbroken
line is the numerical shape, obtained using our analytic
fit to the HS-HFS potential, while the dashed line gives
the analytic result. The dotted line is the point Coulomb
shape for the same Z. Distances are in electron Comp-
ton wavelengths.

It is easily seen, then, that our nonrelativistic
wave functions are, in fact, expanded in terms of
the (unnormalized) tilted wave functions which
form a basis for the SO(4, 2) dynamical group.'®
The wave functions given above are standardized
so that s(0)=1. For completeness, we must also
consider their normalization. Since our solutions
are square integrable, the determination of the
normalization is straightforward. Of course, one
might question the validity of the normalization
constant obtained from an analytic wave function
which is presumed most accurate at small dis-
tances. However, in fact, our wave-function
shapes, like our representation of the potential,
are accurate over nearly the entire interior of the
atom (cf. Figs. 1 and 2). In particular, for the K

Coulomb

Series O\ ., >

Numerical

FIG. 2. Unnormalized radial function« &) =N~"'7R ()
for the 2S state of gold (Z="79), assuming a Yukawa
potential V *) = —@/¥)e~*" . A is the Thomas-Fermi
radius. The unbroken line gives the exact numerical
shape, while the dashed line gives the analytic result.
The dotted line is the point Coulomb shape for the same
Z . Distances are in electron Compton wavelengths.

low values of » and high Z, they are valid in the
region which gives the principal contribution to
the normalization integral. Hence at least for
tightly bound inner electrons the normalization
should be nearly exact. A comparison of our ana-
lytic normalization with exact numerical results
is given in Sec. IV.

In order to determine the normalization, we
consider the following:

R(r)=Nvle ¥ /ns(2ar/n)
=Nr'e /"[s (2ar/n) + N*A,(2ar/n) + =+ ] (29)

or

R(x) =N(n/2a)'x'e™*'*[s (x) + \24,(x) + -+ ].

shell of all but very-low-Z elements and for other (30)
Let
© n\ [ 2 MNTP (7 arez e 2 2
1=f PR} ) dr=\5_ f R (x)dx =N*\o- f %21 2072 (x) + 204, (x)s [(x) +* * * |dx . (31)
(o) (o 0

We note that the CHF’s (Laguerre polynomials) which appear in (31) are orthogonal with respect to the

21+1 ,=x

weight function ¥3'*'e™* in the interval [0, =]; that is,
f PG4T =, 2+ 2 )M +1 —m, 20425 %) dx =5, |
0

The weight function which appears in (31), however, is x*'*2%e

(m=-1-1)1Q21+1)IP
(m+I)! :

Since we wish to use the orthogonality of

(32)

21+2 =x

the CHF’s to evaluate the normalization, we associate a factor of x with one of the factors in each term of
the expression in square brackets in (31) so that we have

I=N? (ﬁ)ahwaxz'”e"‘[sc(x)xsc(x) + 2024, (x)xs (x) +++ ]dx . (33)
(4]

2a



13 ANALYTIC PERTURBATION THEORY FOR SCREENED... 539

It is easily seen that a general term of the expression in square brackets will be given by A,_,(x)xA (x),
with 2 <s-k%. Using Eq. (10), the factor xA,(x) can be expanded in terms of associated CHF’s, after which
the integral (32) can be employed. In this way, we find that I(n, I) can be written in the form

I=N <2a>2“32n(n—l—1)'[(2l+1)'] <1+2)\2n Vz[

(n+1)!

+2>\3n Vs

=N2NZE[1+20%y, + 222y, + -+ ]

where

<2a)“3/2 1 [ (n+)!

N7 R D\enm -1

)”2 35)

is the unperturbed Coulomb bound-state normali-
zation and T =~ a*/2n®. The v, are defined impli-
citly by (34). We find thus that the normalization
factor is given by

N(, D) =N (0, DX(T 1) =N [1 = Noyy = NPy = =0+ ]
(36)

From the explicit result for the normalization
integral (34), we see that the effective expansion
parameter is essentially n*A/a. This is the same
as for the energy, so that, again, for the K shell
(other than for very low Z) and for other low-lying
levels of sufficiently-high-Z elements, the series
(36) should be valid.

For K- and L-shell electrons, in particular, we
have the following simple forms for the normali-
zation constants. Through third order we find

n=1, [=0: N= _(2 )3/2 1_§7\2V2__1_1 7\3V3

’ z_a 5 a ,
n=2, 1=0: N—-—\[%am(l g X V2_328x Vs)
= =1: 1_1_ 5/2 V
n=2, 1=1: N= 5750 >

(G
III. CONTINUUM STATES

We want to find solutions to the radial Schrddin-
ger equation (2) with 7>0, which, for distances
well inside the atom, give analytic screening cor-
rections to the unperturbed Coulomb shape. We
have shown that for bound states such wave func-
tions can be constructed relatively easily in terms
of the eigenfunctions of a certain differential op-
erator, owing to the special symmetries of the
Coulomb problem and the expansion (1) we have
assumed for the potential. We will now extend
these results to the continuum case. However,
instead of simply repeating the derivation of Sec.

=N2N;3n, l)x'z(Tc’ D,

r

6n®+1(1+1)(21+1)]

2[20n% + 111 +1)(101 - 13) + 2]+ - )

(34)

II, we will show that in this instance the positive-
energy solutions to the Schrddinger equation can
be obtained explicitly, by means of an analytic
continuation, from the corresponding bound-state
expressions (22). This considerably simplifies
the discussion of the continuum case since the
relevant formulas already have essentially been
written down.

We note that because of our expansion of the poten-
tial, our analytic wave function, to any finite order
in X, will not have the correct asymptotic behav-
ior, (Nkv) !sin[kr — 37l+6,]. Thus it is not possi-
ble to obtain directly an analytic expression for
the normalization or phase shifts from our regular
solution. However, comparison with numerical
results indicates that our wave function is a good
approximation to the exact screened solution in the
interior of the atom. In particular, since the ef-
fective expansion parameter becomes a)\/7 in the
continuum case, our expressions improve with
increasing energy. At sufficiently high energy,
the wave function will have achieved its asymp-
totic form in the region in which our expansion is
valid. In such circumstances, it would appear
that our knowledge of the wave function in the in-
terior region should be sufficient to determine the
normalization and phase shifts. One way to ex-
tract this information on normalization and phases
is through the Jost function. Since the Jost func-
tion is determined by the behavior of the irregular
(Jost) wave function at the origin, it should be
possible, in this way, to determine the normaliza-
tion and phase from the behavior of the wave func-
tion in the interior of the atom.

Thus in addition to the regular (scattering) solu-
tion, we will also consider the irregular (Jost)
solutions. By decomposing our regular wave func-
tion into parts which are, asymptotically, purely
incoming or outgoing waves, we obtain, up to a
phase, explicit expressions for the screened Jost
solutions which are valid in the interior of the
atom. The residual phase, which is nonanalytic
in A, is a well-known feature of screened Coulomb
wave functions and arises from the difference in
asymptotic behavior of the screened and point
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Coulomb solutions. By considering the asymptotic
behavior of our Jost solution, we obtain some (but
not complete) information on this exterior phase.
From the Jost solutions determined in this way,
we obtain analytic expressions for the Jost func-
tions and hence the normalization and phase shifts.
Our final results for the screened Coulomb nor-
malization and phase shifts are in good agreement
with numerical values.

For both the regular and irregular solutions,
our approach differs from the usual perturbation
theory in that we introduce a parameter 7 >0
which, for convenience, we call the unperturbed
Coulomb energy, since it plays a role analogous
to that played by the Coulomb bound-state energy
in the construction of screened bound-state wave
functions. (For example, in the limit A\~0, T ,~T)
Although the difference 6T=T - T is a specified
function of T, in our approach, no quantization is
implied, since T, is arbitrary, and T can assume
any positive value.?® On the other hand, in the
usual Rayleigh-Schrddinger perturbation theory,
one sets §7°=0 in the continuum case. We note,
however, that the work of Pratt and Tseng indi-
cates that 677=0 is not necessarily the best physi-
cal choice. For many processes, the matrix ele-
ment may be substantially improved if one em-
ploys energy-shifted Coulomb wave functions.
Moreover, we will see that considerable mathe-
matical simplification results from the introduc-
tion of a continuum unperturbed Coulomb wave
function whose energy is not equal to the energy
eigenvalue which appears in the Schrddinger equa-
tion. Of course, in general, the selection of a
specific form for 67 is arbitrary. Our particular
choice results in an especially simple and con-
venient form for the screened continuum wave
function. The final justification of this choice,
however, must come from the agreement of our
analytic wave functions with the exact numerical
results in the region of interest.

A. Regular solution

To proceed, we define the function s(7) as in
Sec. II by means of the relation

R(¥)=Nr'e t*"s(r) (38)

and substitute x =2ik 7, where T =3k% and R(7) is
the radial continuum wave function. We find that
s(x) satisfies the equation

<x£_22_+(2l+2_x)£—(+(—iu—l—1)>8(x)

=D_,, ,s(x) = (/4T )(6T - 6V)s(x), (39)

where v=a/k,and 6T =T - T,=\T, + X*T, + \°T,

++++. (We assume throughout that the potential

is attractive. For a repulsive potential it is nec-
essary to replace a by —a wherever it appears.??)
The boundary condition on s(x) is that it be regular
at the origin. Again for convenience, we stan-
dardize s(x) such that s(0)=1. In order to com-
pletely characterize Eq. (39), the form of 67 must
be specified. We choose 67T such that it is given
by the expression for the bound-state energy

shift with the subsitution » - —-iv. That is, we
define®

dT=T-T,
3a?
= >\V1a+%>\2V2<2_Tc+l(l + 1))
arx’Vs(-5d° 40
+ it <2Tc _Sl(l+1)+1>+ . (40)

It is evident from (24) that 67 will be real for real
T,. We note that the right-hand side of (40) de-
pends explicitly on . Thus for any given energy
T, the corresponding unperturbed Coulomb ener-
gy T, will necessarily be different for each radial
wave function and must be chosen appropriately.
With this choice (40) for the energy shift Eq. (39)
for the continuum solution is identical to the Eq.
(4) for the bound state, with the substitution
n--1iv. Moreover, the boundary condition that
s(x) be regular at the origin is the same in each
case.?* It then follows from a theorem of Poin-
caré® that the solution of (39) can be obtained
from the solution of (4) with the substitution
n—iv. Thus we can immediately write

s(x)=s(x) + XA, (x) + A (x) + 0, (41)

where s (x) is the unperturbed Coulomb continuum
solution with energy 7. That is,

s () =M(I+1+iv,20+2;x) . (42)

The correction terms A,(x) can be written
kR
Ax) =" aM=iv, DML +1+iv-s,21+2;x),

s==k
(43)

where the coefficients ai(— iv,l) are obtained from
the corresponding bound-state expressions (22) by
means of the substitution n - —i{v. We note that
the CHF’s which appear in (43) are not polynomials
in the continuum case. Their properties, how-
ever, are similar to those of continuum Coulomb
wave functions. In particular, for any process in
which the point Coulomb results can be obtained
explicitly, one can also evaluate the corrections
owing to screening analytically, using our wave
functions, since the integrals involved are formal-
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ly the same.

The fact that our continuum solution can be
written in the form (43) if we choose the expres-
sion (40) for the energy shift is the motivation for
our selection of this form for 67. With a different
expression for the energy shift, our continuum
solution would contain terms involving integrals
which depend on the radial Coulomb Green’s func-
tion, as in Eq. (13). Thus we would probably not
be able to obtain an explicit form for the continu-
um wave function, since the integrals are rather
complicated. Moreover, since this choice for the
energy shift allows us to use a simple analytic
continuation to obtain the continuum solution from
the corresponding bound-state solution, it guar-
antees that for each order in ) our continuum
radial wave function reduces to the correct
bound-state wave function when 7T is analytically
continued to a physical bound-state energy eigen-
value. This is a necessary condition on any valid
scattering solution of the Schrédinger equation,
and it is trivially satisfied by our solution (41).
Of course, it is not entirely novel that the continu-
um wave function can be obtained from the bound-
state solution by analytic continuation. It has long
been known explicity for the Coulomb wave function,

—J

and it is true, in general, that the regular solu-
tion of the Schrddinger equation, as an analytic
function of energy, gives both bound and continu-
um states as special cases.?® However, it should
be noted that with the choice (40) for 67, one
could also obtain the same result, Eq. (41), di-
rectly by means of the analysis of Sec. II. In this
case, the use of analytic continuation to obtain
the continuum radial wave function serves merely
to avoid unnecessary duplication of effort.

Certain properties of the radial wave functions
defined by (38) and (41)-(43) follow immediately
from those of the CHF’s and of the coefficients
a*(=iv,1). In particular, we note that R(7) is real
since, from Krummer’s identity,

le"* M +1+iv - s,21+2,2ik 7)]*
=e RM(I+1+iv+s,2l+2; 2k ¥), (44)
and from (23),

[a¥(=iv,D)]* = a? (~iv,1), (45)
(the asterisk denotes complex conjugation) and
the sum (43) is symmetric about s =0. The as-
ymptotic behavior of our screened continuum

radial wave functions, including terms of order
A%, is given by

YR(¥) - 'ch(*r)r—‘::Z ™ ZB’:’)’S sin[kcr+ vin2k v - zm(l+s)+ 6xos] ’ (46)

3
m=2 s=0

where the By are constants which depend on &, I,
and the potential, and 5,, ;=argl'(l+s+1-iv).

I'(z) is the Euler gamma function. It is evident
from (46) that our continuum wave function does
not have the correct asymptotic behavior to any
finite order in A. Thus it is not possible to evalu-
ate the normalization and phase shifts directly
from the asymptotic form (46). This sort of be-
havior is to be expected, since the expansion (1)
we have assumed for the potential is correct only
in the interior of the atom. In this region, how-
ever, our screened wave functions give a very
good approximation to the exact numerical re-
sults. (see Figs. 3 and 4). Evidently, our solu-
tions are valid interior solutions to the Schrddin-
ger equation with a screened Coulomb potential.
Moreover, we will see subsequently, when we con-
sider the irregular solutions, that the most diver-
gent parts, at least, of the expression (46) in each
order of X do sum up to cancel the Coulomb loga-
rithmic phase v1In2k ». Thus we will find that our
final expressions for the normalization and phase
shifts, which we will obtain from the Jost func-
tion, are in good agreement with the exact numer-
ical values.

B. Irregular solutions

We now consider the irregular solutions of the
radial Schrddinger equation. Our motivation is to
obtain an expression for the screened Coulomb
Jost functions and hence the normalization and
phase shifts. To obtain the Jost functions, it is
convenient to work directly with the Jost solutions,
which are related to the irregular Schrédinger
wave functions as follows: Let v(+k,l;7) be two
linearly independent irregular solutions of Eq. (2)
which behave asymptotically as pure incoming
(outgoing) spherical waves. The Jost solution
f(zk,l;7) are then defined by the relation

f(xk, ;7)) =ru(zk,1;7) . (47)

The phase of v(+%,l;r) is fixed, conventionally,
by requiring that f(+k,l;r) satisfy the boundary
condition

}i_rge*‘k’f(:tk, Lr)=1. (48)

Given the Jost solutions, the Jost functions
f(+k,1) are defined by the relation

f(ik,l)=1}_r¥)1(2l+1)r’f(:k,l;r). (49)
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Coulomb Numericol

Series N

N

| R ! I LN |
(o] 10.5 2I.0 31.5 42.0 52.6 63.1 73,6 84.1 946 1050

FIG. 3. 10-keV continuum S-wave radial function #(r) /&
=N ¥R (v) for aluminum (Z =13), using our analytic fit
to the HS-HFS potential. The solid curve is the numer-
ical shape, the dashed curve gives our analytic result,
and the dotted curve is the point Coulomb shape for the

same Z. Distances are in electron Compton wavelengths.

From the definitions (47)-(49) it follows that the
regular solution of (2) can be written in the form

N-YwR(r) == (1/2k) f(=R)f(k,7) = F(R)f (= k,7)],
(50)

where we omit the angular momentum quantum
number [ for simplicity. We also note that for
real k f(—=k,7)=f*(k,7).2° For convenience, we
will refer to f(k,r) as the Jost solution, since the
properties of f(- k,7) can be inferred from those
of f(k,7). Similarly, f(-k,1)=f*(k,!) for real k.

From (50) and (48) we can determine the nor-
malization and phase shifts in terms of the Jost
function. For example, assuming an asymptotic
behavior of the form?’

yR(r)~k™!sin(ky - 37l +5,) as r—, (51)
the continuum normalization can be written
N, 1) =| f(e,0) |, (52)

while the phase shift is essentially the phase of
f(k,1), that is,

fk,0)=| f(k,1)| explid(k, 1) — 3inl]. (53)

In order to illustrate our procedure for deter-
mining the irregular screened solutions and also
to introduce some results which will be needed
later, we will consider first the unperturbed Cou-
lomb Jost solutions. Of course, owing to the long
range of the Coulomb potential, the definition of
the Jost solution must be modified somewhat,
since it is not possible to obtain solutions of the
radial Schrodinger equation which behave asymp-
totically as pure spherical waves. In particular,

Numerical Coulomb EX

| | 1 | | | 1 | | J
(o] 6.18 124 18.5 247 309 371 433 494 556 6.8

FIG. 4. 30-keV continuum P -wave radial function u(r) /2
=N~ R (7) for krypton (Z = 36) assuming a Yukawa po-
tential V(7)=—(a/r)e~*" . A is the Thomas-Fermi ra-
dius. The unbroken curve is the exact numerical shape,
the dashed curve is our analytic result, and the dotted
curve is the point Coulomb shape for this Z. Distances
are in electron Compton wavelengths.

for the Coulomb case, the boundary condition (48)
becomes

limlexp + (ik 7 +ivin2k ) |f (tk ,7)=1, (54)
P
where v1n2k  is the usual logarithmic Coulomb
phase.
To proceed, we write the regular Coulomb solu-
tion in the form

N'7R (r) =7 e PM(1+1+iv,21+2;x),  (55)

where x=2ik . This solution can be separated
into incoming and outgoing parts by means of the
identity®®
M(a,b;x)=[T(®)/T(® -a)le’™(a,b;x)
+[T(®)/T(@)]e! De*y(b - a,b; - x)
(56)
where ¥(a,b;x) and e*)(b — a,b;~ x) are linearly
independent irregular solutions of the confluent
hypergeometric equation. The properties of
¥(a,b;x) which are relevant for our purposes are

the following: At large x, we have the asymptotic
behavior

Wa,b;x)=x"% asx—=, (57)
while, at the origin,
111’{)1 (b =1)x>y(a,b;x)=T(b)/T(a) . (58)
P

Using (56), we can write the regular solution (55)
in the form
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(21 +2)
T(l+1-iv)

(21 +2)
T(+1+iv)

. -1 Yy Nel -
NCITRC(’}’) =§;k— ((—szc) lgmm
c

- (2ik ) 'e™™

where from (57) we see that the first term of (59)
is the incoming part, while the second term is
outgoing. We can now identify the incoming part
of (59) with the incoming part of (50) to obtain

Fol= k) kg, 7) = (=2ik ) e ™ [D(20+2)/T(1 +1 = iv)]
xxt e 2yl +1+iv, 21+ 2; x)
(60)

for the Coulomb Jost solution. We note that this
equation determines the Jost solution only up to

a phase factor, since it involves the product
F{=k)f (k7). Using the property of the irregular
CHF (58) and the definition (49) we can determine
the magnitude of f (%,) from (60). Using that re-
sult, we can write the Jost solution in the form

fc(kc7 y):eloe-ru/2xl+le-x/2¢(l+1+iy’2l+2;x) ,
(61)

where, at this point, the phase ¢ is arbitrary.
The corresponding Jost function is given by

I(21+2)

-rv/2
I"(l+1+iu)e ’ (62)

fok)=e'®(2ik)?

The phase of f (%, 7) can now be determined from
the boundary condition (54). Using (57), we find
that this condition, Eq. (54), is satisfied if ¢ =0.
As a final check, we note that »"*f (k_, ») defined
by (61) is, indeed, a solution of the Schrddinger
equation (2) since ¥(a,b;x) satisfies the same
equation as M(a,b;x). Thus by separating the reg-
ular solution into parts which are asymptotically
incoming or outgoing, we can determine the Jost
solution up to a phase. By imposing the asymp-
totic boundary condition, one determines this
phase factor and hence the complete Jost solution.

Finally, we remark that the result (62) for the
Coulomb Jost function gives the correct Coulomb
normalization

\1"(l+1+iu)le,,,,2

T@I+2) (63)

N=[fle) "t =@k

and the usual Coulomb phase shifts
6,(k,, 1) =argf (k) +zml=arglT(l+1—iv). (64)

We will now derive an expression for the
screened Jost solution from our regular solution
(41) using the same procedure as that outlined
above for the Coulomb case. To proceed, we as-

2 e 2P +1 +iv, 21+ 2; x)

(_x)blex/Zd)(l-*-l_iy,2l+2;—9f)> s (%9)

r

sume that the screened Jost solution can be writ-
ten in the form

fle,7)=e'® I (R/R )P f (ke oy ) + N, (ks 7)
35k, v)+ 0], (65)

with the corresponding Jost function given by

e, 1) =1im (20 + 1)r'(, 7)

=0t (/b Y2 £ (k1) +N2F (R, )

A ke, D+ ], (66)

where the factor (k/k.)'/? is chosen for consistency
with Eq. (41) [cf. Eq. (71).]. In (65), f (k,,7) is the
unperturbed Coulomb Jost solution of shifted en-
ergy. We have not included terms of first order
in X in this expansion, since our Jost solution is
derived from the regular solution (41) in which,
as we have shown, the first-order term vanishes.
In order to satisfy the condition f(-%,%) =f *(&,7),
we assume that ¢(—k,)=— ¢ (k,) and f,(—&,, )= ¥ (k,, ).
We must verify later that this leads toanacceptable
solution.?® The additional (arbitrary) phase ¢(k,)
allows for the fact that the screened and point
Coulomb Jost solutions do not coincide in the limit
A—0. In this limit, as is well known, the screened
Jost solution is equal to the point Coulomb Jost
solution multiplied by a divergent phase. Thus
¢(k,) must contain terms which are nonanalytic

in A. We also find that our procedure for
constructing f(k,7), as in the Coulomb case, de-
termines the screened Jost solution only up to an
overall phase, which we incorporate in ¢(k_). To
see this, we note that if #"f (&, 7) and " 'f'(k,*)
are two solutions of the radial Schrédinger equa-
tion and, moreover, each satisfies incoming
boundary conditions, then since the incoming and
outgoing solutions are linearly independent, we
must have

fk,v)=Af(k,7), (67)

where A is an arbitrary constant. This result is
well known. However, if the quantity N"'¥R(7) is
given, and if we also require that these solutions
satisfy the relation

N-'wR(r) = (=1/2iR) f(=k) (k, 7) - f(R) (=%, 7)]
(68)
with f(~%,7) =f*(k,r), thenitfollows thatfor real 2
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[F(=R)Y (e, ) - fR) (=F,7)]
= |A 2L f(=RY (e, V) - F(RY (=R, 7)] . (69)
Hence |A|?=1 and
(e, 7) =€t Bf(, 7). (70)

Thus with N-'7R(r) specified, the expression (68)
determines the Jost solution up to an overall
phase. Since we incorporate this arbitrary phase
into the phase ¢(k,) which appears in (65), it is
sufficient to find a particular incoming solution
which satisfies (68). We will thus ignore possible

—J

N"'7R(r) = (=1/2ik) f(=R) (&, 7) = f(R)f (=, 7)]

= (=1/2ik,) ([ f =k Y oy 7) =F (kY (=05 7)]

additional phase contributions in the subsequent
discussion. Finally, of course, the resulting
phase factor e*®‘*c’ must be determined by requir-
ing that our screened Jost solution satisfy the
asymptotic boundary condition (48). It is, how-
ever, important to note that the magnitude of the
Jost function is determined unambiguously by the
particular method we use to evaluate f(k, 7).
Hence for the solution which we will construct it
is only the value of ¢(k,) which must be determined
from the large-distance behavior of the wave
function.

If we substitute (65) and (66) into the relation
(68), we obtain

[ £ (=R Yol o 7) o=k ()] = [ (e Y=oy V) 4 ol oY o=k s )]}
N[ £ (=R Yol V) + (=R Y (ke V)] = [ F ok Y s(=Fgy ¥) +f5 (R ) (=R, M)]}+ 2 0) , (T1)

where the first term on the right-hand side of the second equation of (71) is just the unperturbed Coulomb
wave function of shifted energy. It was to obtain this result that the factor (k/k,)*/* was introduced in
(65). The remaining terms give the corrections to the regular Coulomb solution owing to screening. Note
that the phase ¢(k,) does not appear in (71). If we write the regular solution N “1¥R(7) in the form

N YyR(r)=N"*7[R (r) + N°R,(r) + °Ry(r) +* ],

(12)

where R (7) is the unperturbed Coulomb wave function, then from (38), (41), and (43) we obtain explicit
expressions for the correction terms R, (). For n=2,3, we have

n
N-YR, ()= ail=iv, Dy e PM(I+1+iv—s,21+2;x). (73)

8§==n

As in the Coulomb case, we can separate the incoming and outgoing parts of (73) by means of the identity

(56). Thus for n=2,3,

n

- . - I"(2l+2)
1 = a(- P+l =x/2( A7 S/
N rR"('r) E 3( 'w,l)r e <1"(l 1-3 )

s==n

+ (21 +2)
T(+1+iv-s)

l+1-iv+s)

et leiv=ly(1 + 1 +4p— 5,20 +2;x)

e iUl ony (141 — jy+s,20+2; —x)>

-1 I T(I+1-iv) , -~ /2, 141 =5 /2 ; .
—2—i7e—c<f°(-k°) 2——P oli(=iv, I)(=1)%e"™ 2x ! e Yl + 1 +iv -5, 20 +2; )

T(l+1+iv)

-k Z m’0‘2<—iv,z)(-1)8e""’2(-x)'“e“’2w(l+1—z‘v+s,2l+2;—")) , (19)

8==n

where in the second equation of (74) we have used
the definition (62) of the Coulomb Jost function to
extract the factors f (+k,). This decomposition,
Eq. (74), into incoming and outgoing portions is
unique, since the ¢ functions which appear are
linearly independent. If we equate the right-hand

—

sides of (71) and (72), the result must then hold
for each order in \. Moreover, to any given or-
der in A, the incoming and outgoing parts must
separately be equal, owing to the uniqueness of
this decomposition. In this way, using the result
(74) we find, for n=2,3, the relation
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Fol=R ol s V) + (=R ) (R, 7)

T+ l-dv) . . s
(k)s-z-y:yr(l+1 lV+s)a(-“’!l)(—1)e /

xxe 2yl +1+iv—-s,2l+2;x) ,

(75)
or

fal=ko)

“Ficry o)

ol v)=

~_T(@+1-iv) ) o oz
* Y TOricioes) T(+l—iv+ts) ¢ a(=iv,1)(-1)%

8==n

Xxttle/Zy(l+1+iv—s,20+2;x) .

(76)

Equation (76), which defines implicitly the second-
and third-order corrections to the Coulomb Jost
solution, represents the first two equations in a
hierarchy of equations for the correction terms

J

fak,7). For n>3, similar, albeit more compli-
cated, expressions would be obtained. In general,
the expression for f,(k,,r) would involve contribu-
tions from all lower-order corrections to folkg, 7).
For n=2,3, however, the situation is once again
rather simple, since the only lower-order term
which appears is the unperturbed Coulomb solution

f(k,,7). For our purposes, Eq. (76) is the basic

equation we have to consider.
In order to solve this equation, we define ,(k,)
such that

Falko) =f (R xa(R,) - (1)
Expression (76) then becomes

Foll, 7)== X, (=R ) (&, 7)

n r(l+1—zy) n s o ewla
E I"(l+1 -zV+S) as(—iVsl)(—l) e

x e (1l 1+iv—s, 21+ 2; %)

Multiplying (78) by (21+1)»?! and taking the limit » -0, we find

Fall ) =f e Xall ) = = Xo(=R Y () +fc(kc)< Do (-1)

8==n

+ E (-1)°

8==n

where we define

— "(—f +0
an(eiv, )= {aa( iv,l), s#0, (80)

3af(=iv,l), s=0.

In the last term of (79), we have used the relation
(45) to rearrange the sum. From (79) we find the
particular solution

, T@+1-iv) T(@+1+iv)
Xq(B) = }:(—1) T(+1-iv+s) DI +1+iv—s)

8==n

x a(=iv,l). (81)

With this result, Eq. (81), the correction f,(%,,7)
to the Coulomb Jost solution is given by (78).

Having derived an expression for the corrections
to the Coulomb Jost solution, it is essentially
trivial to verify that the functions »~ f(x%,v) de-
fined by (65) and (78) are in fact the irregular
solutions to the Schrddinger equation to the order
considered. We note that the functions
¥(a,b;x)/T(b - a) satisfy the relation

(78)
T(l+1-14v) T'(I+1+4iv) 5 ]
TU+icivts) T+ 1tiv—s) 210D
'(+1+iv) T(@+1-iv) 1
Tl+1+iv+s) I(l+1-dv - s) S, l)> (79)

zp(a b; x) z/)(a+1 b;x) Y(a,b; x
*Th-a) ~°Th-a-1 T~ 2075_
¢(a_19b;x)
—(a—b)—l:,m, (82)

which is the analog of the relation (10), and that
D, Wl +1+iv—s,20+2;x)
=—sP(l+1+iv-5s,21+2;x), (83)

where D_,,; is the differential operator defined by
Eq. (39). One may then verify by direct substitu-
tion after eliminating the factor »'e”**¢" that Eq.
(39) is satisfied to the order considered. We have
thus found two linearly independent solutions to
the screened Schrddinger equation which for A -0
give, except for a phase factor, the correct point
Coulomb Jost solutions.*

Although the expression we have given for f(2,7)
is in terms of a purely incoming (irregular) solu-
tion of the Schrbdinger equation, our specification
of the screened Coulomb Jost solution is not yet
complete. We must also impose the asymptotic
boundary condition (48) and hence determine the



546 JAMES McENNAN, LYNN KISSEL, AND R. H. PRATT 13

phase ¢(k,). At this point, however, we can only
give a heuristic derivation of this quantity. This
is because of the fact that to any finite order in A
our solution explicitly violates the asymptotic
boundary condition (48). It is only by generalizing
the behavior of the lowest-order terms which we
have obtained to all orders in A that we are able
to gain some information on the phase of f(&, 7).
Thus we do not obtain an exact analytic expression
for the phase shifts. By means of this heuristic
argument, however, we can write down an explicit
expression for the major part of the screened
Coulomb phase shifts, including the correct non-
analytic part, which had previously been deter-
mined by Taylor.®® Our final result for the phase
shifts is in good agreement with exact numerical
values. At the same time, it should again be
noted that our result for the magnitude of the Jost
function is independent of ¢(%,). As we have
shown, using our procedure the quantity [f(k) | is
determined unambiguously from our regular solu-
tion. Hence our expression for the normalization,
to the order considered, should be exact.

If we consider the asymptotic behavior of our ex-
pression (65) using the result (78), then to order
A" we have

limet* f(k, )

y=co

n m
=lime‘°‘kC’e""1“2”'='<1+ A" cw) (84)

where the C_ are constants which depend on %, I,
and the potential. In addition to the Coulomb log-
arithmic phase v1n2k », there are additional pow-
ers of » which diverge at large distances. Thus
to any finite order in A the form (84) will violate
the asymptotic boundary condition (48). However,
if we consider only the most divergent terms for
each order in A, and insert the explicit values of
the C,, which we obtain from the result (78), using
(57), then to the same order in X we have

n
e~V Inzker <1 + 3 C,,,(Mf)"')
m=1

=exP[E‘: J:o';—‘,l<1+ Z;VM(M’)"'> dr'] , (85)

where 7,=3 Ikc[‘1 +0()\) . We recognize that the
argument of the exponential on the right-hand side
of Eq. (85) is just the integral of our expansion
(1) for the potential. Returning now to (84), using
the result (85) we conjecture that if the right-hand
side of this equation could be calculated to all or-
ders in A and summed, then neglecting terms of
relative order 1/7 we would have for the asymp-
totic behavior of our solution

lime!* f(k,7)=1lim exp<i¢(kc) + L fr V(r') dr’) ,
p et k. J,,

(86)
where

ro=%|k |t+OM) . (87)

Unfortunately, at this time we do not have a pro-
cedure for calculating the higher-order correc-
tions to 7,, since we are not able to write an un-
ambiguous expression for the sum of the nonlead-
ing terms in (84). We note, however, that these
higher-order terms will be analytic in . Hence
we do obtain all of the nonanalytic part of ¢(%,).
In any case, the expression (86) will yield a con-
venient representation for ¢(&,).

Assuming (86) is correct, there are two possi-
bilities which must be considered: that of a neu-
tral atom, and the ionic case. If V(») goes to
zero faster than 1/7 at large 7, corresponding to
a neutral atom, then from (86) we can immediately
write

o(k,) =%l fw V') ar'. (88)

In this case, the right-hand side of (86) is equal to
unity and the boundary condition (48) will be sat-
isfied. We see explicitly that the integral (88) is
not defined in the limit X~ 0, so that ¢(2,) deter-
mined in this way is nonanalytic in A. In fact, with
7, defined by (87), the expression (86) gives pre-
cisely the result of Taylor® for the nonanalytic
part of the screened Coulomb phase shift. In the
other case, we consider an electron which is re-
moved from a neutral atom so that V(»)~-1/7 at
large distances. For this ionic case, the screened
Jost solution must satisfy the boundary condition
(54), with the logarithmic Coulomb phase v’ In2% »
corresponding to a unit point charge. In this sit-
uation, we subtract from V(r) the asymptotic
Coulomb tail, and write

(k) =-‘k—i f °(V(r')+ ri> ar'. (89)

Then, neglecting higher-order terms, (86) be-
comes

e“"f(k,r) —- e-iu' 12k r R (90)

where 1’ =1/k,. Hence (86) will give an asymptotic
behavior which is appropriate for this case.

For certain potentials, the integral (88) can be
evaluated explicitly. An example is the Yukawa
potential, V(»)=-ae /7. In this case, we obtain

o(k)=vE,(\rg) == yw+vin |28, /x| +O(0\), (91)

where E,(x) is the exponential integral'® and y
=0.57722 is the Euler constant. The logarithmic
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dependence on X in (91) seems to be characteristic
of screened Coulomb problems although potentials
can be written which have more singular terms.

C. Normalizations and phase shifts

Having, finally, obtained an expression for the
screened Coulomb Jost function, we can write im-
mediately the continuum normalization and phase
shifts. Collecting our results, we have the follow-
ing contributions to the screened Jost function
through third order in X:

flk,l)=et** (/R ) 12f (R, 1)
X[1+X2x, (R, 1) + X3 x5(k,, 1], (92)

where, from (81),
xe (P, l)=;—IT/3{l(l +1)(21+1) +zv[VA - 1(1 - 1)]},

(93)

V
Xs(ler 1) = {1673’2{%1(l+ 1)(20+1)

-5 -1)0-4)- 1A +D)]},

and ¢(%,) is given by (88) or (89). The unperturbed
Coulomb Jost function is given by (62). Employing
(52), the continuum normalization is given through
third order in X by

N(k,1)=N [(k,,1)(k/R) *[1 = N Rex,(k,, 1) = X* Rex,(k,,1)]

=N (g, Dk /R) 2[1+22(V,/8T )I(1+1)(21 +1) = \3(5aV,/48T2)I(1+1)(21+1)], (94)

where N,(k, !) is the point Coulomb normalization of shifted energy, Eq. (63).

The factor (k,/k)Y? can also

be expanded in powers of A. Using (40), we find, through third order,

)tVla A2

T ((V2 3V2) —Vl(l+1)>

2k

c

With this result, (94) can be rewritten in the form

Vla

N, 1) =N (k, 1)[1+

a?x
16T2

<4(V3—2V1V +4V)

Although the expression (96) is rather compli-
cated, we note from (94) that the ratio

2N (E, 1) 2 Vz
k‘c/ch(kc,l) =1+\ l(l+1)(2l+1)
5aV3
97
481el(l+1)(2l+1) (97)

is considerably simpler and differs from unity
only at second order in A. In fact, for /=0 the
correction terms vanish. Thus the entity
E*/2N(k,1), compared to the corresponding point
Coulomb quantity of shifted energy, is essentially
independent of screening except at very low ener-
gy. This result, Eq. (97), verifies a conjecture
made by Pratt and Tseng' based on empirical ob-
servations, and is of considerable importance to
the normalization screening theory of processes
such as photoeffect. This is because of the fact
that for our particular normalization the matrix
element is multiplied by the phase space factor
k'/2 for each final continuum electron. Since the

<(V° 3V, V,+5V,) = -(V1V2—3V3)l(l+1)—V3>. (95)

8T<(5V 67 = +2V12(z+1))

FVVRII+ D(1=4) = 3V, 01+ 1)(101 - 4) - va)] . (96)

r

shape of the continuum wave function is largely
independent of screening, it is the multiplicative
factor #'/2N which gives the major correction for
the effects of continuum electron screening. Our
result (97) gives a simple means of obtaining this
quantity from the corresponding point Coulomb
expression. In fact, this simple result for the
continuum normalization suggests that a more ap-
propriate normalization for screened Coulomb
wave functions is #!/2N(k,1), which corresponds
to the asymptotic behavior

YR(r) =~k /2 sinkr - 37l +6,], asr—c. (98)

This normalization is equivalent to the energy
5-function normalization of radial continuum
states; that is, the asymptotic form (98) implies

[ ParRE IR =318E - E). (99)

Since this normalization gives the simplest result
for the ratio of screened to point Coulomb normal-
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izations, it is especially attractive from the point
of view of normalization screening theory and

may also clarify the discussion of other properties
of screened Coulomb wave functions.

As a final note, we remark that it is also possi-
ble to obtain the bound-state normalization from
the Jost function f(k,1) by analytic continuation to
negative energies. If the bound-state energy is
written in the form T =- 3«®, then the normaliza-
tion is given by?®

(2x)

AT T 10
where
f’(—i’(, l) =df(-d7l/'cKy l) .

If we use our result (92) in (100), then we find,
using the fact that £ (-ik_, 1) =0, where k_,=a/n,
that to third order®

(2k,)* -« dk
folikg, 1) f (=ik,,1) k, dK,

NE(k,1)=

X[1 - A2Reyx,(~ik 1) = \* Rex;(=ik,, ) J?
=Ni[1 - X27’2(”, l) - 7\373("7 l)]z ’ (101)

where this expression (101) is identical to the ex-
pression (36) which we obtained directly from the
bound-state wave function. Hence our expression
for the Jost function, Eq. (92), also gives the cor-
rect bound-state normalization when analytically
continued to negative energies. This result is
necessary if our expression for the screened Jost
function is to be consistent with our previous re-
sults.

An expression for the screened Coulomb phase
shifts can be derived from (92), using the relation
(53). Through third order in A, we have

6(k,1) = d(k,)+ 8.(k,, 1)

A2 Imy,(k,, 1)+ X3 Imy, (%, 1)
1+22Rey,(k,, 1)+ 2’ Rex,(k,, 1)

+tan™?!

Ve
16T,

- 1)(1-4)- 207 +1)],
(102)

= (k) + 5 (k. 1) = 22

v -1(1-1)]

3 aV3

~ N 3377

where 5.(%,,1) is the unperturbed Coulomb phase
shift of shifted energy. As we have pointed out,
our knowledge of the value of ¢(%,) is incomplete.
In particular, we can give only a heuristic deriva-
tion of the nonanalytic part of ¢(2); at this point
we have not been able to evaluate the contributions
to this term which vanish in the limit A - 0. This
is because ¢(k,) is determined essentially by the

KISSEL, AND R. H. PRATT 13

large-distance behavior of the wave function. Be-
cause of our expansion of the potential, we are
not able to obtain sufficient information in this
asymptotic region to determine the exterior phase
¢(k,) exactly. For many applications, however,
this uncertainty in the value of ¢(%,) is unimpor-
tant. Since this part of the phase shift stems from
the large-distance behavior of the wave function,
and since the angular momentum term in the Ham-
iltonian is negligible in this region, ¢(%,) is es-
sentially independent of [. It is well known, in
fact, that the difference between screened and
point Coulomb wave functions, in the limit A -0,
is only an infinite unobservable (I-independent)
overall phase. And it is certainly true that the
nonanalytic part of ¢(k.) which we have obtained
does not depend on the angular momentum. On
this basis, we conjecture that the exterior part

of the phase shift is essentially independent of .
The [ dependence of the phase shift is then given
by the interior. phase

Sunt(, 1) = 6,(k,, 1) + N2 (V,/16 T Jv[v? - (1 - 1)]
= X(aVy/32T2[(1- 1)(I - 4) - 2(A +1)],

(103)
which is determined by the behavior of the wave
function in the interior of the atom. In fact, it
has been noted by Tseng and Ron,* referring to
numerical evaluations of screened Coulomb phase
shifts, that the difference 6(k,!) - 6.(%,,1) is vir-
tually independent of [ at high energy. We also
find, from comparison with numerical results,
that the relative phase 6(&,1) - 6(k,0) is given to
a good approximation by the expression (103)
alone. Since for many processes it is only the
relative phase which is needed, our simple result
(103) should be useful in these circumstances. At
the same time, it should be noted that if we sim-
ply use ¢(k,) defined by (88) or (89), with 7,
=3 |kc|", we also obtain results for the absolute
phase shift which are in good agreement with
numerical results, including energy dependence.
For energies on the order of the K-shell binding
energy above threshold or greater, our analytic
expression for the screened Coulomb phase shifts
agrees with exact numerical results to better than
1%. A comparison of our analytic results for the
normalization and phase shifts is given in Sec. IV.

IV. EVALUATION AND COMPARISON WITH
EXACT RESULTS

In the preceding sections we have given analytic
expressions for screened Coulomb wave functions,
including bound-state energy eigenvalues and
normalizations and continuum normalizations and
phase shifts. In this section we will discuss the
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range of validity of our results. Because it would
be difficult to give theoretically a precise assess-
ment of the accuracy of our expansions, we have
made rather extensive comparisons with numerical
evaluations of the corresponding quantities and
with exact analytic expressions wherever possible.
There are, however, some preliminary remarks
which can be made concerning the relative accura-
cy of our results as we vary the energy, angular
momentum, and atomic number. In the case of
bound -state shapes at fixed x, as well as bound-
state energy shifts and normalizations, for ex-
ample, we have already noted that the effective

expansion parameter is essenitally n*x/a=n?zZ /3,

Thus for a given shell we expect our results to
improve with increasing Z. For a given element,
our expressions will become less reliable as we
go to higher shells. In particular, we expect
that our results will be valid for the K -shell of
all but the lowest-Z elements and for other low-
lying levels of high-Z elements.

In general, our expressions for shapes, at least
at small distances, will be better than the expres-
sions for energy shifts or normalizations. This is
because the corrections to the point Coulomb shape
are of second order in X and behave as 7 for small
. At Compton-wavelength distances, these cor-
rections are negligible and our wave functions re-
duces to the exact Coulomb form. For the bound
state, the explicit form of the correction terms
at small distances is given by

Ay(x) = (1*V,/8a)(3n? - L1+ 1)x2/(21+3),
A (%)~ (n*V,/8a%)[5n% - 3L(1+1) +1]x2/(21+3),
(104)

where x =2ar/n. Since x also depends on Z, at
small distances these shape corrections, as a
function of 7, are in fact essentially independent
of the atomic number. This result was also noted
by Pratt and Tseng.! From (104), we see that for
fixed » within a given shell our expression for
shapes, at least at small distances, should improve
somewhat as [ is increased. This stems not only
from the factor (21+3)~!, but also from cancella-
tion between the terms involving » and [ in the
square brackets. This corresponds to the fact
that the number of nodes, n-1-1, of the wave
function decreases as [ increases for fixed n, so
that the radial wave-function shape becomes sim-
pler as ! increases within a given shell. From our
expression for the energy shift, Eq. (22), we note
the same cancellation between # and 7 in (104).
Thus we also expect our expression for the bound-
state energy to improve slightly as [ is increased
for fixed n. On the other hand, from (34) we see
that there is no cancellation between n and [ in our

expression for bound-state normalizations. Since
the significant part of the wave function moves
away from the origin for higher angular momenta,
we expect that our expansion of the normalization
should become less accurate as [/ is increased
within a given shell.

In the continuum case, the effective expansion
parameter becomes Xa/T. Thus our expressions
for continuum shapes, normalizations, and phase
shifts should improve as the energy is increased.
Physically, this is reasonable since the effects
of atomic electron screening become smaller at
higher energies. For fixed energy, weexpect that
our results will be better for low-Z elements than
for high Z in the continuum case. Again, this is
a reflection of the fact that screening effects on
continuum states are larger for higher Z.

As in the bound-state case, we expect that our
expression for continuum shapes, at least at
small distances, will be better in general than
our expressions for normalizations and phase
shifts. The continuum-shape corrections are of
second order in A and behave as 72 for small 7.
Explicity,

Ay(x) =i (Vo /T ) 36 /T, + U1+ 1) ]x2/(21+3),

Ay(x) =4 (=aVy/TH[2@/T, +31(1+1) —1]x2/(21+3),
(105)

where x=2ik,7. Thus at Compton-wavelength
distances these screening corrections will be neg-
ligible and our wave function reduces to the cor-
rect Coulomb form. For fixed » at a given energy,
using (105), we expect that our expressions for
screened continuum shapes will become less ac-
curate as [ increases. There in no cancellation
between energy and angular momentum terms in
the continuum case. Physically, this is reasonable,
since the centrifugal barrier effect tends to keep
continuum electrons away from the origin when

l is large. From the explicit results (96) and (102)
we also expect that our expressions for the con-
tinuum normalization and phase shifts will become
less accurate as [ increases for a given element
at fixed energy.

For convenience, we summarize the estimates
given above in Table I. In general, the trends ob-
served in comparing our results with exact nu-
merical values agree with these estimates. In
some cases there may be minor variations, but
the overall tendencies are as noted.

Before giving the comparisons of our results
with exact analytic and numerical calculations,
we should discuss the determination of the co-
efficients V, for screened atomic potentials. We
have assumed that in the interior of the atom, the
potential can be written in the form
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TABLE 1. Variation in the relative accuracy of our expressions as a function of energy,
angular momentum, and atomic number. In each case, all parameters are assumed to be

fixed except the one considered.

Case Quantity Parameter Relative accuracy
Bound states Wave function n increases decreases
at fixed x =2ar/n ! increases increases
Zincreases increases
Energy shift n increases decreases
l increases increases
Zincreases increases
Normalization n increases decreases
!l increases decreases
Z increases increases
Continuum states Wave function T increases increases
at fixed |x| =2k, 7 Ll increases decreases
Z increases decreases
Normalization T increases increases
l increases decreases
Z increases decreases
Phase shifts T increases increases
! increases decreases
Z increases decreases

V) == (@/7[1+Var+ V(a2 +V,0n). . ],
(106)

where, of course, it should be recognized that the
determination of x and of the V,, cannot be made inde-
pendently. It is only the product A*V, which has
significance. For concreteness, we have chosen

X such that it is equal to the reciprocal of the
Thomas-Fermi radius of the atom. Thus,

A=2(4/31)2/30z"3 ~1.1302"/3, (107)

and distances such that » <A~! comprise the inter-
ior of the atom, while »>x"! refers to the exter-
ior. Having fixed X, the coefficients V, must be
chosen appropriately. For analytic potentials,
such as the Hulthén, Yukawa, or modified Thomas-
Fermi (TFC) potentials, the assumption (106)
needs little justification. The parameters V, can
be determined explicity by expanding V(r) about
the point » =0, and for »<)x~! the expansion will
give a good approximation to the actual potential.
These analytic potentials, however, are of limited
utility in general. For applications of our theory
we will wish to use more realistic approximations
to the actual potential seen by an electron; for
example, the Hartree-Fock (HF) or Hartree-Fock-
Slater (HFS) approximations or their various
modifications. Since these potentials are not
given as analytic forms (and, in fact, may not
even be analytic functions of 7) but rather in
tabulated form, the determination of the coeffi-
cients V, becomes nontrivial. Moreover, even if
we were to obtain an analytic expansion of the

HF or HFS potentials, based on an analysis of the
self-consistent-field equations at the origin, the
result would not be useful. This is because the
very-short-distance behavior of these potentials
does not characterize the behavior throughout the
interior of the atom. In fact, extrapolating from
the behavior at the origin obtained from the self-
consistent-field equations, one finds rather sharp
disagreement with the actual potential by distances
on the order of one electron Compton wavelength.

For concreteness, the numerical potentials
which we will discuss here are the self-consistent
HFS potentials tabulated by Herman and Skillman
(HS).’* These potentials are readily available and
give reasonable values for energies and wave func-
tions. The use of other realistic potentials may
modify the subsequent development, but the es-
sential features should remain the same. We want
to find an expansion of the form (106) which gives
a good approximation to these potentials through-
out the interior of the atom. There are, however,
several features of the HS-HFS potentials which
must be noted:

(i) These potentials are based on the Slater ap-
proximation to the exchange term. Since this ap-
proximation is not valid at small distances,®5 the
HS potentials do not have the correct behavior
at the origin.

(ii) There is considerable “scatter” in the data
points given in the HS tables. Thus these data
must be smoothed if we are to consider an analytic
fit to the potential and its derivatives.

(iii) There is a discernible fine structure in the
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TABLE II. Potential parameters from least-squares fits to HS-HF'S potentials using the

form V(r)=—(a/7)[Z"1+te™MT +(1— &= Z YeH27], withA=1.13aZ"/3, For comparsion, we

also give the values of V,, for the Yukawa and Hulthén potentials.

z § Ky Ho vy Vs Vs Vy

6 0.1153 0.03520 0.01076 -0.7866 0.5034 -0.2935 0.1543

8 0.0554 0.052 15 0.01368 -0.8689 0.6041 —0.4439 0.3280
10 0.0264 0.079 67 0.016 74 -0.9417 0.6533 —-0.5186 0.4735
12 0.3985 0.031 86 0.018 67 -0.9709 0.6535 -0.3359 0.1371
13 0.5038 0.03028 0.00863 -0.9734 0.6559 -0.3260 0.1256
16 0.4102 0.03915 0.00959 -1.016 0.7842 -0.4659 0.2164
18 0.3335 0.047 42 0.01115 —1.047 0.8842 -0.6012 0.3239
20 0.4116 0.04419 0.00921 -1.034 0.8476 -0.5341 0.2612
26 0.3117 0.056 92 0.01301 -1.072 0.9381 -0.6733 0.3848
36 0.4462 0.050 65 0.012 60 -1.074 0.8285 -0.4875 0.2237
50 0.4317 0.061 59 0.012 92 -1.108 0.9368 —-0.6065 0.3046
54 0.4396 0.063 10 0.012 60 -1.109 0.9453 -0.6141 0.3084
74 0.4557 0.066 58 0.01511 -1.108 0.8934 —0.5477 0.2606
79 0.4290 0.071 64 0.016 17 —-1.124 0.9377 -0.6024 0.3014
86 0.5083 0.066 13 0.01376 -1.105 0.8731 ~0,5123 0.2311
92 0.5336 0.06583 0.01278 -1.100 0.8612 —0.4949 0.2177
Yukawa -1.000 0.5000 —-0.1667 0.0417
Hulthén -0.5000 0.0833 0.000 -0.0014

HS potentials. That is, the general monotonic de-
crease of V(») is modified near the origin by
small-amplitude but short-wavelength (on the
order of one Compton wavelength) oscillations.
This causes the higher derivatives of the potential
to vary rapidly over relatively short distances
when 7 is small. Because of these characteristics
of the HS potentials, it is clear that the V, cannot
be obtained directly by evaluating the derivatives
of V(r) at the origin.

The procedure we have adopted for determining
the coefficients V, is to assume an analytic form
for the atomic potential which has the correct
Coulomb behavior at the origin, the appropriate
asymptotic behavior,?® and which has several free
parameters which may be adjusted to give a least-
squares fit to the HS data in the interior. From
the resulting analytic approximation to the HS
potential, the coefficients V, are obtained by
means of a Taylor expansion about »=0. We have
found that the three-parameter form

Ur)=Vr)/V,r)=Z +Ee™™" + (1 =& = Z 1)e He"
(108)

can reproduce the HS potential to better than 1%
accuracy in the interior of the atom,%” and gives
values for energies and wave functions evaluated
numerically which are likewise accurate at 1%.
Other analytic forms have been investigated to
determine whether the coefficients V, are sensitive
to the particular parametrization employed, but
we have found the expression (108) the simplest
to work with in general.

It is important to note that with the coefficients
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V, determined in the manner described above, it
is really the average behavior of the potential in
the interior of the atom which is being described
by (106), and not, strictly, the behavior close to
the origin.® From a physical point of view, this
makes our results more reasonable since we do

not expect that the extremely-short-distance

behavior of V(r) should have much effect on the
determination of atomic energy levels, etc. The
HS potentials themselves are a good indication of
this. Thus we do not attempt to rigorously deter-
mine the coefficients V, from an analysis of the
HFS equations at the origin, since the result would
certainly not adequately characterize the potential
throughout the interior of the atom. Instead, we
concentrate on the more general behavior of V(7)
in the region A7 <1, since it is this which is sig-
nificant in the determination of atomic properties.
In Table II, we give the results of our analytic
fits to the HS potentials for Z in the range 6-92.
In addition to the coefficients V, we also give the
values of the potential parameters for the form

(108). Since the variation with Z is rather smooth,
reasonable values for the coefficients V, for other
atomic numbers may be obtained by interpolation.
For comparison, we also give values of the V, for
the Yukawa and Hulthén potentials. We note that
the coefficients V, do not decrease as rapidly with
k for realistic potentials as for the Yukawa or
Hulthén potentials. Hence our expressions for
shapes, energies, normalizations, and phase
shifts will, in general, be better for these analytic
potentials than for more realistic atomic poten-
tials. This can be seen explicitly when we com-
pare our analytic results with the exact numerical
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values.

For the comparison of our analytic expressions
for screened electron wave functions with exact
results, it is generally necessary to use numerical
methods. However, in the case of the Hulthén
potential

the Schrodinger equation can be solved exactly

for 1=0.%° Since this screened potential is Cou-
lombic at the origin, it can be treated using our
perturbation theory. Thus in this case we can
make some comparisons analytically. To proceed,
we write the exact bound-state radial function in
the form

Vr)=—are /(1 =e~?"), (109)
_ a n -T'(1-2a/nr+n) . . Ar
rR(r)=Nexp [- <n_ 3 )r} S@/n LT 26/ T ) F(-n,2a/nx; 1+2a/nx —n; e™27), (110)

where F(a, b; c; x) is the Gauss hypergeometric
function. Although this wave function (110) could
probably be expanded in terms of CHF’s to obtain
a result which has the form of our expansion (15),
in fact we have not yet been able to prove this con-
jecture. Hence we will consider here only the re-
sults for bound-state energy eigenvalues and nor-
malizations. Corresponding to the wave function
(110), the exact =0 bound state energies are
given by

T = a@ axn ni?

n __Z_n—2+7—_8—’ (111)

where n=1,2,3,...n, with n, the largest integer
smaller than (2a/))}/2 (the number of bound states
is finite). We see that this agrees with our per-
turbation results (22), with V,=—3, V,=%, V,=0,
to the order calculated. The normalization of the
wave function (110) is given by

1/2a 3/2 nih2 1/2
v =75(%) (-52)

nix?
-, 00 (172 00 ). (12)
a
Again we see that this agrees with our perturba-
tion result (36) to the order considered.
For the S-wave continuum state of the Hulthén
potential, one can also obtain the exact solution.

J

T(1+2ik/\)
T'(1+iv)T(1 +2ik/ X\ = iv)

f(k)=

From this expression we can write the exact
S-wave continuum normalization for the Hulthén
case in the form

N()= ()|
=N (k)1 - 3an/k2+ Za®\?/kA+0(\%)] .

(118)

= iv 1n(2k/2) — e e o e
flko)e [1+4k§ 32k 3265 "

r

If we consider just the Jost solution, we find

fk, )=~

ik i
x F(T -5 (6% - 2002,

lk lk 2 1/2. ./@: _x,)
-)T+T(k — 2a}) ,1+21)\,e .
(113)
The corresponding Jost function is given by
T(1+2ik/2
fik)= (1+2ik/2) (114)

T(1+iv)T(1+2ik /A =iv)’

where v=a/k,. Inwriting (114), we have used the
fact the unperturbed Coulomb energy k,, which
according to our prescription is determined from
(111) by the replacement n-—iv, satisfies the
relation

k=Fk +a)/2k,, (115)

or solving for &, ,

k =3k +5(k = 2a\)/2 . (116)

Using the asymptotic expansion given in Ref. 28 for
the ratio of two I functions, we can expand the
Hulthén-Jost functions (114) to obtain

a?x? g\’ < a*n  ax?  a®a\? s
TR 48k§+48k5)+0(" )} :

(117)

This expression is identical to our perturbation
result (96) to the order considered. Finally, (117)
gives the following result for the Hulthén phase
shifts:

2k a*h  ax? a®\?
= i e, er & 3
5(k) Vln( x > + 6°(k°)+4ki+48k§ 24k_,::+0(7\ ).

(119)
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TABLE IIl. Bound-state wave-function shapes for the Yukawa and HS potentials as a function
of n,1, and Z. Rmax(€), as defined in the text, is the radial distance at which the relative
error € achieves the specified value. All distances are given in terms of electron Compton
wavelengths.
R, .« (€) for Yukawa R max (€) for HS First Bohr = Thomas-Fermi
zZ n 1 €=0.1% €=1.0% €=01% €=1.0% orbit(a™}) radius (A7)
13 1 0 15 34 11 27 10.5 51.6
2 0 4 10 3 7
36 1 0 13 27 9 19 3.8 36.7
2 0 4 22 3 7
2 1 6 16 4 10
3 0 2 5 1 3
3 1 1 4
3 2 2 6
79 1 0 11 21 7 14 1.7 28.3
2 0 10 16 2 11
2 1 6 14 4 9
3 0 2 9 1 3
3 1 3 6 2 4
3 2 4 9 2 5
Although this expression is similar to our result mated the relative error as follows: When there
(102), exact comparison is not possible since at are no nodes, we define
present we are unable to determine the exterior
: = () = 0, (1) |
phase ¢(k,) precisely. €(y)=—Rum- _—Tant o (120)

Since the Hulthén potential is the only known
example of a screened potential which is Coulom-
bic at the origin for which analytic solutions of the
Schrddinger equation can be obtained, we have
made rather extensive comparisons of our analytic
expressions for screened Coulomb wave functions
with exact numerical results. We present below
a summary of these comparisons for three elements,
Al (Z=13), Kr (Z=36), and Au (Z=79), which show
typical results for low, medium, and high Z. For
these elements, we present data for both the
Yukawa [V(»)=- (a/7)e *] and HS potentials. In
the latter case, it should be noted that the numeri-
cal values given were obtained by solving the
Schrédinger equation using our analytic fits to the
HS potentials rather than the actual numerical po-
tentials. The values so obtained will differ from
the HS data by less than 1% and are somewhat
easier to reproduce numerically.

If we consider first the bound-state case, then
Table III gives a comparison of our analytic re-
sults for bound state shapes with exact numerical
values, for both the Yukawa and HS potentials. In
order to characterize the results simply, we have
given the values of the radial distances R, (¢€) (in
Compton wavelengths), at which the relative error
€ of our theoretical shapes compared to the exact
numerical results reaches 0.1% and 1.0%. Be-
cause our expressions for shapes are valid even
when the wave function has nodes, we have esti-

[Ppum () |

where ¥(r) is the appropriate radial wave function.
If ¥(r) has zeroes, then we define

€(,',) = | %num(’r) - an(T)l

( Id)num(r) ')envelone ’ (121)

where the envelope is just the curve obtained by
linear interpolation between peaks of |¢,,.(7)!.
Since a detailed comparison of ¥, (r) and ¥, (7)
indicates that our analytic wave functions give the
positions of the nodes accurately for not-too-high
values of #», and are usually accurate beyond the
first node, this formula, Eq. (121), for the rela-
tive error gives a better estimate of the validity
of our results than the expression (120). In Table
III we also give values in Compton wavelengths
for the first Bohr orbit (=a"!) and the Fermi-
Thomas radius of the atom (=1"!). We see that
our analytic shapes reproduce the numerical re-
sults to an accuracy of better than 1% over nearly
the entire region where the wave function is large
in the case of the inner shells of high-Z elements
and for the K shell of all but the lowest-Z ele-
ments. It is for this reason that we are able to
obtain expressions for bound-state normalizations
which are accurate in these circumstances. We
note that these results go somewhat beyond the
conclusions made by Pratt and Tseng,' so that by
using our analytic expression for screened radial
wave-function shapes, we can considerably extend
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TABLE IV. Bound-state energies (in keV) for the Yukawa and HS potentials as a function of

n,l, and Z. For comparison we also give the point Coulomb results.

Bound-state energy (keV)

Fractional error

Potential zZ n l Numerical Analytic Coulomb Analytic Coulomb
Yukawa 13 1 0 —1.488(0) —1.484(0) —2.999(0) 0.0027 0.55
36 1 0 —1.424(1) —1.424(1) -1.763(1) 0.00016 0.24
2 0 -1.692(0) —-1.615(0) —4.408(0) 0.046 1.6
2 1 —1.566(0) —1.504(0) —4.408(0) 0.039 1.8
79 1 0 —7.495(1) —7.495(1) —8.491(1) 0.000020 0.13
2 0 -1.250(1) —1.245(1) —-2.123(1) 0.0043 0.70
2 1 -1.225(1) -1.221(1) -2.123(1) 0.0035 0.73
HS 13 1 0 —1.544(0) —1.535(0) —2.299(0) 0.0057 0.49
36 1 0 —1.413(1) —1.412(1) -1.763(1) 0.00061 0.25
2 0 -1.833(0) -1.563(0) —4.408(0) 0.15 1.41
2 1 -1.676(0) —1.479(0) —4.408(0) 0.12 1.6
79 1 0 —7.404(1) —7.403(1) —8.491(1) 0.00010 0.15
2 0 -1.237(1) -1.212(1) -2.123(1) 0.020 0.72
2 1 -1.199(1) —1.180(1) -2.123(1) 0.015 0.77

the range of validity of the normalization screen-
ing theory.

In Table IV we evaluate our expression for
bound-state energies. We see that the difference
between analytic and numerical results for the K
shell is somewhat less than 1% even for low Z
and improves as Z increases. For the L shell at
low Z it is not sufficient to retain only the terms
through third order in our expansion of the energy
shift; the result does not give an accurate value
for the bound-state energy. However, for medium
and high Z, our results are generally good to

better than 5% and improve with increasing Z.
There is also some improvement as [ increases
for fixed n,Z. For the M shell, our third-order
results are not adequate except for very high Z.
It is possible that inclusion of higher-order terms
in X may improve our results for the higher shells.
A comparison of our expression for bound-state
normalizations with exact numerical results is
given in Table V. The states considered are the
same as for Table IV. We see that our results
for the K shell are good to better than 1% for
Z 213 and improve with increasing Z. For the

TABLE V. Bound-state normalizations for the Yukawa and HS potentials as a function ofn,
l, and Z. For comparison we also give the point Coulomb results.

Bound-state normalization

Fractional error

Potential ¥4 n l Numerical Analytic Coulomb Analytic Coulomb
Yukawa 13 1 0 5.692(-2) 5.711(~2) 5.844(-2) 0.0033 0.027
36 1 0 2.674(-1) 2.674(-1) 2.693(-1) 0.000 26 0.0073
2 0 8.618(-2) 8.933(-2) 9.521(-2) 0.036 0.10
2 1 6.306(-3) 6.582(—3) 7.220(-3) 0.044 0.15
79 1 0 8.731(-1) 8.731(-1) 8.754(-1) 0.000 035 0.0026
2 0 2.982(-1) 2.999(-1) 3.095(-1) 0.0057 0.038
2 1 4.905(~2) 4.937(-2) 5.151(-2) 0.0067 0.050
HS 13 1 0 5.664(-2) 5.699(-2) 5.844(-2) 0.0061 0.032
36 1 0 2.663(-1) 2.665(—1) 2.693(-1) 0.00083 0.011
2 0 8.394(-2) 9.200(—2) 9.521(-2) 0.096 0.13
2 1 6.008(—3) 6.628(-3) 7.220(-3) 0.10 0.20
79 1 0 8.714(-1) 8.715(—1) 8.754(-1) 0.00015 0.0047
2 0 2.923(-1) 2.981(-1) 3.095(-1) 0.020 0.059
2 1 4.758(-2) 4.861(-2) 5.151(-2) 0.022 0.083
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TABLE VI. Continuum wave-function shapes for the Yukawa and HS potentials as a function of 7', I, and Z. Ry, (€),
as defined in the text, is the radial distance at which the relative error € achieves the specified value. All distances

are given in terms of electron Compton wavelengths.

R« (€) for Yukawa R, ., (€) for HS First Bohr  Thomas-Fermi  de Broglie
Z TkeV) 1 €=01% €=1.0% €=0.1% €=1.0% orbit(a”}) radius (A1) wavelength
13 3 0 16 30 14 28 10.5 51.6 58.0
1 16 25 14 22
2 15 24
10 0 30 57 25 47 31.8
1 21 47 19 39
2 18 29 17 25
4 15 24 13 22
6 13 21 11 19
30 (] 39 72 31 57 18.3
1 33 66 28 54
2 20 51 16 42
4 15 22 13 20
6 13 20 11 18
8 11 19 10 17
36 30 0 17 31 12 24 3.8 36.7 18.3
1 13 27 10 19
2 11 20 9 14
4 10 16 8 13
6 9 14 7 11
100 0 24 44 17 31 10.0
1 21 41 16 30
2 15 34 11 25
4 10 18 8 12
6 9 13 7 11
8 8 13 6 10
79 100 0 12 22 8 16 1.7 28.3 10.0
1 10 20 7 14
2 5 17 6 11
4 7 11 6 9
6 7 10 5 8
8 6 10 4 7

L shell, our third-order expression for the nor-
malization ic generally good to better than 5% for
intermediate Z. For high Z, the relative error
is on the order of 1%. Except at very high Z, in-
cluding only the terms through third order in our
expansion is not sufficient to determine the M-
shell normalization. Again, this situation may
improve somewhat if we consider higher orders
in x.

In the continuum case, our results are summa-
rized in Tables VI-VIII. Again, we consider
Z =13, 36, and 79, in order to cover the range of
low to high atomic numbers, for both the Yukawa
and HS potentials. In Table VI, we present results
for continuum shapes. For convenience, we give
the values of the radial distances R, (¢€) (in Comp-
ton wavelengths) at which the relative error € of
our analytic expression compared to the exact nu-
merical result reaches 0.1% and 1.0%. Because

both the continuum radial wave function itself and

the difference between numerical and analytic re-

sults may have many nodes, we define the relative
error at the point » as follows:

) =<#ﬁum(”)—‘¢m(m>

l d),,..m(r) |)cmvelope

where the envelope is given by linear interpolation
between maxima. This expression for the relative
error is simple to evaluate numerically and gives
a result which is essentially monotonic in ». In
addition, it gives a more accurate characteriza-
tion of the validity of our results than would the
simple form (120), as we have determined by a
detailed comparison of our analytic results with
the exact numerical values. In the continuum
case, from Table VI we see that for energies on
the order of the K-shell binding energy above
threshold, our analytic expression for radial

) (122)

envelope
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TABLE VII. Continuum normalizations for the Yukawa and HS potentials as a function of T,
1, and Z. For comparison we also give the point Coulomb results.

Continuum normalizations

Fractional error

Point Point
Potential Z T (keV) ! Numerical Analytic Coulomb  Analytic = Coulomb
Yukawa 13 3 0 2.346(0) 2.347(0) 2.350(0) 0.00026  0.0018
1 1.027(-1) 1.027(-~1) 1.128(-1) 0.00030 0.099
2 2.147(-3) 2.135(=3) 2.669(-3) 0.0055 0.24
10 0 1.773(0) 1.773(0) 1.780(0) 0.000 00 0.0040
1 1.249(-1) 1.249(~1) 1.302(-1) 0.00001 0.042
2 4.875(-3) 4.874(-3) 5.297(-3) 0.00021 0.087
4 2.863(—6) 2.808(~-6) 3.356(—6) 0.019 0.17
30 0 1.448(0) 1.448(0) 1.453(0) 0.000 00 0.0032
1 1.692(-1) 1.692(~1) 1.722(-1) 0.00000 0.017
2 1.154(-2) 1.154(~2) 1.191(-2) 0.00003 0.032
4 2.106(-5) 2.102(=5) 2.235(=5) 0.0019 0.061
6 1.691(-38) 1.658(—8) 1.840(—8) 0.019 0.088
36 30 0 2.201(0) 2.201(0) 2.204(0) 0.000 00 0.0012
1 3.047(-1) 3.047(-1) 3.172(-1) 0.00000 0.041
2 2.124(-2) 2.124(-2) 2.328(-2) 0.00008 0.096
4 3.754(-5) 3.722(-5) 4.559(-5) 0.0086 0.21
100 0 1.683(0) 1.683(0) 1.686(0) 0.000 00 0.0016
1 3.747(-1) 3.747(-1) 3.813(-1) 0.00000 0.018
2 4.710(-2) 4.710(-2) 4.874(-2) 0.00001 0.035
4 2.875(-4) 2.873(~4) 3.075(—4) 0.00066 0.069
6  7.673(=17) 7.619(=7) 8.465(—7) 0.0070 0.10
79 100 0 2.409(0) 2.409(0) 2.410(0) 0.000 00 0.000 45
1 6.638(—1) 6.638(~1) 6.834(—1) 0.00000 0.030
2 8.764(-2) 8.764(-2) 9.415(-2) 0.00002 0.074
4 5.340(-4) 5.329(-4) 6.279(—4) 0.0021 0.18
6  1.379(—6) 1.349(-6) 1.768(—6) 0.022 0.28
HS 13 3 0 2.346(0) 2.348(0) 2.350(0) 0.000 57 0.0018
1 1.032(-1) 1.033(-1) 1.128(-1) 0.0014 0.093
10 0 1.773(0) 1.773(0) 1.780(0) 0.000 00 0.0040
1 1.251(-1) 1.251(-1) 1.302(-1) 0.00003 0.041
2 4.897(-3) 4.895(-3) 5.297(-3) 0.00040 0.082
4 2.897(-6) 2.797(-6) 3.356(=3) 0.035 0.16
30 0 1.448(0) 1.448(0) 1.453(0) 0.000 00 0.0032
1 1.693(-1) 1.693(-1) 1.722(-1) 0.00000 0.017
2 1.155(-2) 1.155(-2) 1.191(-2) 0.00005 0.031
4  2.113(-5) 2.106(-5) 2.235(-5) 0.0034 0.058
6 1.701(-8) 1.644(-8) 1.840(-8) 0.033 0.081
36 30 0 2.201(0) 2.201(0) 2.204(0) 0,000 00 0.0012
1 3.039(-1) 3.040(-1) 3.172(-1) 0.00003 0.044
2 2.115(-2) 2.115(-2) 2.328(-2) 0.00025 0.10
4 3.745(-5) 3.644(-5) 4.559(-5) 0.027 0.22
100 0 1.682(0) 1.682(0) 1.686(0) 0.000 00 0.0022
1 3.743(-1) 3.743(-1) 3.813(-1) 0.00000 0.019
2 4.702(-2) 4.701(-2) 4.874(-2) 0.00002 0.037
4 2.868(—-4) 2.862(—4) 3.075(—~4) 0.0019 0.072
6 7.658(—"7) 7.510(~7) 8.465(-~7) 0.019 0.11
79 100 0 2.409(0) 2.409(0) 2.410(0) 0.000 00 0.000 38
1 6.616(-1) 6.616(—1) 6.834(—1) 0.00001 0.033
2 8.702(~2) 8.701(-2)  9.415(-2) 0.00007 0.082
4  5.279(-4) 5.236(—-4) 6.279(-4) 0.0083 0.19
6  1.365(~6) 1.250(-6) 1.768(—6) 0.084 0.30
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TABLE VIII. Phase shifts for the Yukawa and HS potentials as a function of T, I, and Z . For
the exterior contribution to the phase shift we use 7,=4|k.|"1.

Yukawa phase shifts

HS phase shifts

Fractional Fractional
Z T (keV) ! Numerical Analytic error Numerical Analytic error
13 3 0 2.1459 2.1807 -0.016 2.1102 2.1783 -0.032
1 1.3705 1.3487 0.016 1.3420 1.3440 —0.0015
2 0.9497 0.7976 0.16
10 0 1.4589 1.4764 -0.012 1.4217 1.4401 -0.013
1 0.9995 1.0118 -0.012 0.9639 0.9769 -0.013
2 0.7644 0.7671 -0.0036 0.7305 0.7333 -0.0039
4 0.5037 0.4744 0.058 0.4723 0.4424 -0.063
30 0 0.9911 0.9980 -0.0070 0.9590 0.9655 -0.0067
1 0.7185 0.7245 -0.0084 0.6868 0.6923 -0.0080
2 0.5813 0.5856 —-0.0074 0.5501 0.5538 -0.0066
4 0.4249 0.4235 0.0033 0.3946 0.3921 0.0063
6 0.3310 0.3212 0.030 0.3014 0.2902 0.037
36 30 0 2.4414 2.4583 -0.0069 2.4845 2.5187 -0.014
1 1.7632 1.7744 -0.0063 1.8068 1.8342 —0.015
2 1.3883 1.3887 -0.00029 1.4348 1.4499 -0.011
4 0.9577 0.9217 0.038 1.0121 0.9880 0.024
100 0 1.6033 1.6105 -0.0045 1.6200 1.6295 -0.0059
1 1.2006 1.2070 —0.0053 1.2174 1.2259 -0.0070
2 0.9924 0.9972 —-0.0049 1.0100 1.0167 -0.0067
4 0.7515 0.7511 0.00045 0.7711 0.7722 —0.0013
6 0.6044 0.5962 0.014 0.6264 0.6191 0.012
79 100 0 3.1818 3.1935 -0.0037 3.2758 3.3113 0.012
1 2.4144 2.4227 —0.0034 2.5075 2.5388 -0.012
2 1.9702 1.9721 —0.000 96 2.0650 2.0887 -0.012
4 1.4436 1.4238 0.014 1.5458 1.5451 0.00047
6 1.1237 1.0717 0.046 1.2349 1.2153 0.016

wave-function shapes is accurate to better than
1% over nearly the entire interior of the atom,
and improves with increasing energy. For fixed
energy, the value of R, (¢) decreases somewhat
as [ is increased. However, even for relatively
high angular momenta our results are accurate
over most of the interior region. It is interesting
to note (cf. Figs. 3and4) that the phase of our con-
tinuum radial wave function is nearly exactly that
of the numerical wave function. It is the ampli-
tude which begins to account for the difference be-
tween our analytic results and the numerical val-
ues at distances near the edge of the atom. This
is because of the additional powers of » which ap-
pear in the asymptotic form (46) and may be traced
to the failure of our expansion of the potential at
large ». For reference, we also give in Table VI
the values (in Compton wavelengths) of the Bohr
radius (=a"!), the Thomas-Fermi radius (=1"%),
and the de Broglie wavelength of the electron
(=%"') for the corresponding energy.

In Table VII, we compare continuum normaliza-
tions in our theory with exact numerical results
and with the point Coulomb values for the same Z.

For energies on the order of the K-shell binding
energy above threshold, for I/ <8, our results, in
general, are accurate to better than 1%, and im-
prove with increasing energy. For a given ele-
ment at fixed energy, the accuracy of our results
decreases as [ increases. Even for these higher
partial waves, however, we see that our expres-
sion for the screened continuum normalization
represents a considerable improvement over the
point Coulomb values.

Finally, in Table VIO we give a comparison of
our results for screened Coulomb phase shifts
with exact numerical values. For the exterior
phase ¢(k,) we use the expression (88) in the
Yukawa case, whereas for the HS potential we use
the form (89). In each case, we set 7,=3 |k | .
We see that for sufficiently high energies our re-
sults are accurate to better than 1%. Because of
the specific form of our expression (102) for the
phase shifts, our results may improve slightly as
! increases for low partial waves. For higher
values of the angular momentum, however, our
analytic expression will become less accurate as
! increases. At low energy, the major part of the
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screened S-wave phase shift stems from the ex-
terior phase ¢(k.). As ! increases, for fixed en-
ergy ¢(k,) is essentially constant while the inter-
ior phase increases in magnitude. For the higher
partial waves, the interior and exterior phases
become comparable in magnitude. As the energy
is increased, both the interior and exterior phases
decrease in magnitude. Because of the large mag-
nitude of the nonanalytic part of the screened
Coulomb phase shift, it is not possible to compare
the screened and point Coulomb results directly.
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