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The evolution of a homogeneous dilute gas is treated as a Markov process in the complete set of K coarse-
grained velocity states of all N particles. From the Siegert master equation for the process a Fokker-Planck
equation is derived which describes, in the limit N — o, the fluctuations in the occupation numbers n,(t),
whose average behavior is governed by the (appropriately discretized) Boltzmann equation: The continuum
limit K — oo corresponds to fluctuations in the usual molecular distribution function f(fV;¢). On similar
reasoning, a Fokker-Planck equation is obtained for the fluctuation process near equilibrium, where the
average is governed by the linearized Boltzmann equation. The theory of linear irreversible processes, which
offers a statistical description of fluctuations on a thermodynamical basis, is applied to the linearized
Boltzmann equation—treated as a linear phenomenological equation—following the development given
recently by Fox and Uhlenbeck: The resulting stochastic equation is seen to be equivalent to the Fokker-
Planck equation obtained from the master equation, yielding a multidimensional Ornstein-Uhlenbeck process
which describes the fluctuations in molecular phase space.

I. INTRODUCTION

Recently Fox and Uhlenbeck®' have shown how
the line of reasoning developed by Langevin for
the Brownian motion, and cast in general thermo-
dynamic terms by Onsager and Machlup and
others,? can be applied to the linearized Boltzmann
equation to obtain a statistical description of the
fluctuations in the molecular distribution function
F(FV; ¢) of a dilute gas near equilibrium. They
were able to show that the Chapman-Enskog devel-
opment, applied to the stochastic Boltzmann equa-
tion so obtained, yields the fluctuating hydrody-
namical equations of Landau and Lifshitz.® Since
these can be used in turn to derive the Langevin
equation of Brownian motion,* a nice display of
consistency in the formalism of linear irreversible
thermodynamics is thereby put in evidence. Yet
the stochastic equation is obtained on a phenom-
enological basis no more secure than that of the
macroscopic equations; thus the need remains to
provide a microscopic basis for the linearized
Boltzmann equation with fluctuations and to pro-
vide an analysis far from equilibrium, where even
the phenomenological theory offers no guidance.
What is wanted is a development along the lines
of the BBGKY (Bogoliubov-Born-Green-Kirkwood-
Yvon) hierarchy, say, further refined to adduce
from the Liouville equation the properties of the
fluctuation process, in addition to the average
behavior of the molecular distribution, governed
by the Boltzmann equation.®

Here we report some progress for the spatially
homogeneous gas: In this case one can average
over the particle position coordinates and treat
the evolution of the remaining N velocity variables
as an N-dimensional Markov process,® although a
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rigorous justification of this procedure from the
Liouville equation is not yet available; or with
somewhat less obvious justification (since con-
traction tends to destroy the Markov property),

as a K-dimensional Markov process in K coarse-
grained velocity states, as was first done by
Siegert,” and which formalism we adopt here. In
the limit N -« a Fokker-Planck equation is ob-
tained from the Chapman-Kolmogorov equation

for the process which describes the fluctuations

in the occupation numbers #n,(f), ..., n,(f), whose
averages obey the discretized Boltzmann equation
of the formalism corresponding, in the limit K —eco,
to fluctuations in the molecular distribution func-
tion f(¥¥;#). Close to equilibrium, where the
averages obey the linearized Boltzmann equation,
a Fokker-Planck equation is obtained which is
equivalent to the stochastic equation of the phe-
nomenological theory. These results are indiffer-
ent to a substitution for Boltzmann’s Stosszaklan-
satz of a more general form, suggested by Uehling
and Uhlenbeck to account for the quantum statistics
of identical Bose-Einstein/Fermi-Dirac particles.

II. PHENOMENOLOGICAL FLUCTUATION THEORY

The phenomenological fluctuation theory of the
Boltzmann equation proceeds from the observation
that the molecular distribution function f(¥V; ¢)
represents an (N - 1)-fold integral of the complete
microscopic distribution so defined that

DT ¥, T,9,,..., 5%y t)dT, d¥,- - cdT,dVy,
(2.1)

is the density of states in which the N particles

are found near points T, ..., T, with velocities

458



13 FLUCTUATIONS AND THE BOLTZMANN EQUATION. I. 459

Y, ...,Vy, respectively, and so represents an
average, just as macroscopic quantities like the
hydrodynamical fluid velocity are obtained as
averages over the molecular distribution itself:

(F £) =}1 [ rewnvav, (2.2)

where n represents the local density and ¥ the
molecular velocity.

The existence of approximate closed dynamical
equations in both instances depends upon analogous
circumstances which are important also to the
fluctuation theory. In the hydrodynamical case the
essential circumstance is the existence of a time
scale fnr KT Kiq,; on which local equilibrium is
approximately attained through collisions while
the hydrodynamical variables n(T; £), U(%; #), and
T(T; t) (local density, hydrodynamical velocity,
and temperature) decay relatively slowly to their
equilibrium values through the transport of mole-
cules, momentum, and energy through the gas,
quantities which are conserved in a collision (1,
¥, and »? are eigenfunctions of the linearized
Boltzmann collision operator with vanishing eigen-
values). The scheme of Chapman and Enskog
makes explicit the conception that in a certain
definite approximation, this hydrodynamical stage
is governed by the evolution of the microscopic
variables only through their dependence on the
hydrodynamical quantities which function, that is,
as secular variables; that apart from this de-
pendence, the gas may be conceived as in local
equilibrium everywhere.® This idea is imple-
mented through an expansion of the Boltzmann
equation in which one seeks solutions of the form

FEY 1)~ fET [T, (2.3)

depending on the underlying microscopic variables
only parametrically, and expanding the solution in
terms of a small quantity equivalent to € =¢,;/
tmacroscopic .

The hydrodynamical equations obtained in each
successive order are then supposed to represent
that collective effect of the myriad molecular
collisions which influences the evolution of the
special average quantities like (2.2) connected
with the conservation laws; the residual influence
of the molecular motions amounting to a super-
position of completely random noise upon the aver-
age behavior, contributing no further systematic
effect.

A. Brownian motion

This is the point of view taken by Langevin, who
reinterprets the phenomenological equation of
motion of a small dense particle in a fluid,®

au _
mzﬁ+fu—0 (2.4)

(where m is the particle mass, u is its velocity,
assumed small, and fis the friction constant, a
parameter independent of «), as an average equa-
tion of motion:

(F(tNy = —mPu+0(u?) (2.5)

where F(#) represents the net instantaneous force
dueto collisions, and an average over an ensemble of
particles with fixed velocity u is intended (8 =f/m).
Substituting F(¢) = (¢)/m +Bu gives (formally,
exactly)

du =
= Heu=F), (2.6)

where only the linear term is kept, for small
velocities. The term F(#) is supposed, then, to
represent that portion of the total molecular force
which remains after the systematic part has been
subtracted.

Langevin’s idea is to represent the “random
force” F(t) as a stochastic process, in particular
by the completely random stationary Gaussian
process determined by

(F(t)F(¢") =2D5(t'~ ¢t), (2.7)

where D is a constant'® independent of u. By defi-
nition (F(#)) =0; the higher moments are deter-
mined by (2.7) and the Gaussian assumption. The
stochastic equation (2.6) with (2.7) determines a
stationary Gaussian Markov process u(¢) whose
properties are well known.!!

As in the case of the hydrodynamical equations
[from which (2.4) can be derived], the idealization
depends first of all on the circumstance that the
forward momentum of the particle is dissipated
on a time scale 1/8 very much longer than the
time scale of molecular collisions, so that on the
intermediate time scale 1/8 < T < ., local molec-
ular equilibrium is at each instant approximately
attained. Thus the random force is taken to be
uncorrelated at different times. The Gaussian
character derives from the local Maxwell-Boltz-
mann distribution and, again, from the fact that
the motion is induced by the net influence of an
enormous number of molecular collisions, each
one of which produces only a trifling effect. It
may be seen that the assumptions of the fluctuation
theory are closely related to those conditions re-
sponsible for the existence of the phenomenologi-
cal law in the first place.

B. Linear irreversible processes

The circumstances surrounding (2.4) that serve
to justify the Langevin theory of Brownian motion
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do not differ in essentials from those connected
with a whole class of familiar linear laws occur-
ring in physics—Fourier’s law of heat conduction,
Ohm’s law, the linear equations of near-equilibri-
um hydrodynamics, and so on—and the arguments
leading to (2.6) and (2.7) can be cast in the general
thermodynamic language introduced by Onsager a
few years later,” as has been done in a number of
equivalent treatments.'?

One considers a system whose thermodynamic
state is characterized by a complete set of » ex-
tensive variables a,(#), a,(?), ..., a,(¢) =&(¢#) de-
fined for convenience to vanish at equilibrium,

5@ =0. Close to equilibrium the entropy

k n
S=so-§§\: a;E 0, (2.8)
J

where S, is the entropy of the macroscopic equi-
librium state and the entropy matrix E,; is a sym-
metric positive definite time-independent matrix
characteristic of the system. This approximation
(the first two terms in the Taylor expansion of the
entropy) is equivalent to the Gaussian assumption,
for inverting the Boltzmann-Planck formula for
the entropy gives

P(Tx)=(const)xexp<—%z a,E,-,a,) (2.9)

for the instantaneous probability of state &. Gen-
eralized thermodynamic forces are defined as

_8S _
X ‘E'—ké\: Eyay, (2.10)

conjugate to the “fluxes” J;=a&,. One considers

systems satisfying linear phenomenological laws
connecting the forces and fluxes:

Xy = jZRHJ!= IZ Ry0,=-k Z Eja;, (2.11)

where R;; is a real nonsingular matrix, the real
parts of whose eigenvalues are positive (dissipa-
tive rather than divergent systems). Defining

Giy=k Y LBy, (2.12)

where L lis the inverse of R, one writes
da -
T4 3 Gyya,=0 (2.13)
a5

as the generalization of (2.4). Then the general-
ization of Langevin’s equation (2.6) and (2.7) is

d ~
7";1+Z Gya;=F,(1), (2.14)
i i

where F,(#), the analog of the fluctuating force, is

the stationary, purely random Gaussian process
determined by

(F()F(¢) =2Q,,6(¢'- 1), (2.15)

where @,; is symmetric, positive definite, and
time independent. If the phenomenological vari-
ables are even functions of those molecular vari-
ables which have odd parity under time reversal
and the Hamiltonian is time independent (station-
ary processes), it is easy to show that L,=Ly,

(the Onsager relations), and (2.15) takes the form**

(F(OE(t)y=2L,,6(t'-t). (2.16)

IIl. FLUCTUATION THEORY FOR LINEARIZED
BOLTZMANN EQUATION

Near equilibrium, where the molecular distri-
bution differs only slightly from the Maxwell-
Boltzmann distribution

7O = 5;%)“

(where 5, and T represent equilibrium values of
the density and temperature), one can set

FE ) =fO[1 +n(FT; 8)] (3.2)

in the Boltzmann equation

e-mvz/sz (3.1)

%*V'g=fdvxfdﬂg1(g, N fifl-ff) (3.3)

and neglect terms quadratic in 2 compared to the
linear terms. Thus

oh . oh_ [ ..
a—t+v-a—?=fdvlfngI(g,9)f§°)[h'+h1'-—h—-hl],

(3.4)

the linearized Boltzmann equation, is obtained.

In this now standard notation, f; stands for
fEV;1), ! for f(FV’;¢), and so forth, with ref-
erence to the four velocities (¥,%,) — (¥/,¥/) char-
acterizing a binary collision; g=|¥-7¥,] is the
relative velocity, which in the collision turns
through the angle 6; the scattering cross section
I(g, ) is determined by the intermolecular force
law (assumed additive and spherically symmetric),
and dQ is the element of solid angle.

The distribution function appearing in the
Boltzmann equation can represent, as remarked
earlier, only some sort of average of the exact
phase-space density at any instant, just as is the
case with the macroscopic variables obtained
from the hydrodynamical equations. Indeed, the
analogy has been made precise in Bogoliubov’s
theory of the Boltzmann equation, in which it is
argued that the “kinetic stage” (¢ ~t,,) issues
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from the initial stage (¢ ~t.y, typical duration of

a collision—obviously defined only for short-range
forces) in the same general fashion as the hydro-
dynamical stage issues from the kinetic stage, as
described by Chapman and Enskog; that on the
intermediate time scale #.1 << 7 < ¢, the general
s-particle distribution depends (approximately)

on the molecular variables only parametrically,
through the “secular variable” f(¥¥; 1)

- -
F (T3, T,%,, ... ,T31)

e m
=~ F(T 9,59, ...,

T fET ),
(3.5)

which is to say that in the kinetic stage the Boltz-
mann distribution function performs the role
occupied by the hydrodynamical variables in the
macroscopic regime.'® With the means provided
by Bogoliubov’s theory one can then argue in de-
tail, as has recently been done,'® for the appro-
priateness of the Boltzmann equation as a subject
of the thermodynamical fluctuation theory.

In modern derivations of the Boltzmann equation
one obtains from the Liouville equation a hierarchy
of functional equations: f,(T,V,, T,V,; ), the joint
distribution of two particles, as a functional of
FEV;1); fo(F 7, TV, Tova; £) as a functional of f,,
and so forth. A closed equation for f (the Boltz-
mann equation) is obtained by setting

LETY,,T.0,;8) =f(F7,; 0 (5,%; 1), (3.6)

or the equivalent, at the last step. This situation
is characteristic; since the motions of all the
particles are interdependent, the exact specifica-
tion of the distribution ultimately leads back to
the complete (Liouville) distribution, but an ap-
proximation is introduced in order to obtain a
closed dynamical equation; in consequence some
form of average description is obtained. In intui-
tive derivations of the Boltzmann equation this
step has its equivalent in the Stosszahlansatz,
where one supposes that the frequency of binary
collisions between particles with velocities ¥, 7,
is proportional to the product of their representa-
tions in the population, f(¥¥; #)f(¥¥,; ), so as-
suming these are independent. To this statistical
assumption can be traced the origin of the time-
irreversible character of the Boltzmann equation
and its nature as an average equation.’” Indeed
one may think of the fluctuations in f(¥¥;¢) as
arising in deviations from the mean collision fre-
quency, on account of fluctuations from the aver-
age in the actual number of particles in the imag-
inary collision cylinder.

For the thermodynamical fluctuation theory,
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then, the linearized Boltzmann equation is to be
taken as the linear phenomenological equation for
the average density in molecular phase space,
about which the actual value fluctuates in a random
fashion one looks to describe as a generalized
Brownian motion.

Fox and Uhlenbeck accomplish this formally by
recasting (3.4) in the canonical variables of the
thermodynamical fluctuation theory.

One defines the new function

a(T % 8) = fIL2(0In(ET; #) (3.7)
and operators
AFY, ') =fi2 (0o -grado(F - F)(F-%),  (3.8)
V) = R DK F, T)8(FE- ), (3.9)

where K(V,¥’) is the symmetric kernel in terms
of which the collision operator in (3.4) is written
in the Hilbert-Enskog fashion

[ v O WKE T mET; Y,

so that the linearized Boltzmann equation is now
written

2BTD [ [ AT, 59l v ) aF v

—ffs( 9, 59 )alF T ) dF AV
(3.10)

If T and ¥ may be conceived as continuous indices,

- this appears in the standard form of the average

regression equations for a linear process, repre-
sented by (2.13). A and S possess odd and even
time symmetry, respectively, through their re-
spective dependence on odd and even functions of
the molecular velocity ¥. Then one needs the
entropy matrix appearing in (2.8); Boltzmann’s
expression

s(t)=-kf[fﬁ;t)1nf(ﬁ;t) d¥dv  (3.11)

gives for the entropy of a gas close to equilibrium

st)=s,-5 [ [ v

where S, characterizes the equilibrium state;
terms beyond quadratic in z are neglected, and
the fact that 1 and +# are eigenfunctions of the
collision operator with vanishing eigenvalues is
used. This gives by inspection

E(F%,T/%) = 6(F - 7)5(% - ¥/) . (3.13)

Then the “Boltzmann-Langevin equation” turns
out to be, in the original variables,

38 dTdv, (3.12)
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ah - Bh 2 -D-D.

Yl a.I.'+Lh+C(rv,t), (3.14)
where L stands for the linearized collision oper-
ator in (3.4) and the analog of the random force is
the stationary Gaussian process determined by

(CEV, )C(F'; t) = 2K (7, ¥1)6(F - F1)6(¢ - ¢7) .
(3.15)

IV. COARSE-GRAIN MASTER EQUATION

One imagines the set of velocity states avail-
able to the N particles of a homogeneous dilute
gas to be divided into K cells i=1,...,K, each of
which corresponds to an interval (V,V + AV) small
macroscopically but large enough to be populated
by many particles; then the (coarse-grained)
state of the system is specified by the complete

set of occupation numbers (n,(£), n,(2), . . ., ng(?)
=1(¢) where
X
n(§)=N. (4.1)

1=1

The idea, apparently first used by Nordsieck,
Lamb, and Uhlenbeck,'® is to treat the evolution
of the system as a random process, to suppose
that transitions from cell to cell occur from time
to time according to a probabilistic law, so de-
termining a vector stochastic process ().

For the dilute gas it is reasonable—but not
patent—that in the limit K —«, N =, N/K~7%
finite, 1i(¢) is a K-dimensional vector Markov
process with stationary transition probabilities,
so that the conditional probability of finding the
system in state 7, given initial state in,

P(idi; ¢|f; ¢ +7) =P(d1|T; 7),

which describes the process, depends only on the
difference in times, and the master distribution
satisfies

P(@;7) = Z P(ify; 0)P(ih [T;7) , (4.2)

where the sum is taken over all sets of occupation
numbers (m,, . . . ,my) consistent with (4.1). By
the nature of the process n can change by only a
small amount in an infinitesimal time interval,
and so one can write

P(ifi|; A#) = 6(f |7) + QT [)at +O((ar)) , (4.3)

where 5(fh |f) =1 or 0 according to whether i =1
or otherwise, and the transition matrix charac-
terizing the process must satisfy

Q@ |[h) =0 for M #h (4.4)

(positive probabilities), and

Q(i|@) =~ > ' Q&%) (4.5)

-
n#=m

(summation over all f, 7 consistent with the
restriction) because

> p(in|f; a0 =1. (4.6)

The conservation laws are implemented by re-
quiring that @(fi|f)#0 only for allowed transi-
tions.

Equations (4.2) and (4.3) give in the limit At -0
the master equation

LED - 5 pi; He(alH), (4.

m
the Chapman-Kolmogorov equation for the pro-
cess. This approach is intrinsically limited to
the spatially homogeneous case, for the treatment
of the elementary events (the molecular collisions)
as random transitions depends on the suppres-
sion—or averaging—of the position coordinates.
Thus one proceeds from an N-particle dynamical
problem to an N-particle stochastic process,
where one follows each of the individual particle
momenta but ignores the coordinates.!® In the
coarse-grained description employed here one
goes further, lumping states together in discrete
cells; sufficient “contraction” of this kind even-
tually destroys the Markov property, but one
proceeds on the assumption that it holds in the
indicated limit. (No adequate derivation of the
detailed master equation from the Liouville equa-
tion is yet available, nor any useful theorems for
the coarse-grain limit, nor any general informa-
tion on the conditions under which the Markov
property is inherited on contraction or projec-
tion.2°)

Following Siegert, we take the molecules as
point particles, and for the elementary collision
law Boltzmann’s Stosszahlansatz

P(ij =kl dt =almm,dt, (4.8)

where m,, m,; are the occupation numbers of cells
i,7 before the collision and &} is a constant,
determined by the intermolecular potential. The
probability of a collision between particles in
states 7, j is proportional to the product of the
numbers of particles in the respective states; the
probability per collision of a scattering into &, I
is proportional to the “cross section” aﬁj [evi-
dently O(1/N)], which is non-negative for ij #kl
and obviously satisfies

Rl _ RL . 1R
A=A =0y (4.9)
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and

afl=akt=0. (4.10)

In addition, for central forces one has “micro-
reversibility”

afj=alf, (4.11)

equality of the cross sections for forward and
inverse or “restituting” collisions.?' If ¢, is the
energy associated with state 7, then one must
have

€,+€,=€,+¢€, if af 20, (4.12)
i€ 1 i

e., for any allowed transition: conservation of
energy in a collision. The appropriate transition
matrix is

- .
Q(i|1) = Z( Z aumlmjénlmi—lénjmj-lénkmk-l16n1m1+1
17 =kl

x gkénm +Za jmlmiH 6nr ,,>
(4.13)

since the collision ij - k[ leaves all occupation
numbers unchanged except n,=m,+1, n,=m;+1,
n;=m, -1, and n,=m ;- 1 (the factor 3 accounts
for double counting of 7,j and k,1). We define

afj=- 3o} (414
15 =kl
so that the unrestricted sum vanishes,

Z afl= (4.15)
and gives

> P(d|f; A =1, (4.16)

n

the probability that the system, initially in state
fh, is found in some state after time At. The
equilibrium master distribution, which can be
obtained as the limit of the conditional probability
P(fi|f; 7) for 7~, is

N!

W(n) =(C0nSt)Xm s (4.17)
subject to
K
}: n;=N (4.18)
‘:
and
K
Zn,€,=E =Ne, (4.19)
i=1

which is a consequence of (4.12).

A. Boltzmann equation

From the master equation (4.7) with the above
transition matrix one can, by summing over all
but 1,2,... of the occupation numbers, obtain
equations for {n,(), (n,()n,(2), ..., etc.,?® where
the symbols indicate an average over all possible
complete configurations of the system (“master
states”). In particular, one gets

_'2 =35 Z au("i"1>

1

=3 a,,(n,n,) +2 E a¥(nny , (4.20)
7k
ij #ks

which can be written, in view of (4.30),

dg:s> ~% Z'a’,’ﬁ(n,n,) —% Z alinmgy; (4.21)
14 ks

similarly one gets an equation for (d/d¢Xnm;) in
terms of (n,n,nk) and so on, corresponding to
the BBGKY hierarchy. If one neglects the corre-
lations {(n; - (n,))(n; — (n,))) in comparison with
the product of the averages (n;)(n,;), which one
justifies on the ground that the former is rela-
tively O(1/N), one obtains the coarse-grain
Boltzmann equation i

W) 2 S ety ~mXn),  (4.22)

dt 1§ #ks

in which the microreversibility symmetry (4.11)
has been exploited; here and subsequently sum-
mation is directed over the running indices ijk
(this discrete version of the equation appears in
Boltzmann’s Lectuves on Gas Theory *%). I, fol-
lowing Boltzmann, one defines

H=Y_ (ng)Inn), (4.23)
it is easy to show that
dt =5 >3 alsln)n,) - (naXn,))

(pXmg) \
x1n<m)\o, (4.24)

the H theorem. Note that (4.12) is not required;
only the non-negativity of the %} is needed. It
follows that if there is an equilibrium state—one
characterized by dH /dt=0-—then

a¥ =0 unless @7, =77, , (4.25)

where the bars (here and in the following) desig-
nate equilibrium averages. In equilibrium at
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temperature 7', the occupancies follow the canon-

ical distribution
ny=Ae~t/*T (4.26)

where A is of course a normalization constant.
For small departures from equilibrium, one
can write '

(”{)=7‘{(1 +hg); (4.27)

substitute in (4.22), neglect quadratic terms com-
pared to %, and obtain, making use of (4.25), the
linearized Boltzmann equation

d(n

E afsagh,+hy~h,-h], (4.28)
1ik
which can be written
_2'2 Egso<ya> 0, (4.29)
where y, =n,/7, and
o=~ Z aGy o + 3 Z aimm,
+30,0 9 afsmm, (4.30)

ijk

(note 37,g,,=0). It is convenient to define v, =n,/N
(7, =m,/N) and &%} =Na}}, which are, like y,, 0(1).

The linearized Boltzmann equation with fluctua-
tions from the thermodynamical theory [Eqs. (3.14)
and (3.15)] can be written, in this formalism,

BT T ko) =E0 (4.31)

with Es(t) the stationary, purely random Gaussian

process determined by {c,(#)) =0 and
(Co(Bco(t) =(2/V,V ,)g,00(t - 1), (4.32)

all, again, in contemplation of the limit N -,

In Sec. IV B we use the means at hand to calculate

the properties of the fluctuations close to equilib-

rium; that is, to determine the needed features

of the process

Y, () =(1/7 VN)[n,(2) - 7,] (4.33)

from the master equation.

B. Fokker-Planck equation: Fluctuations around equilibrium

By assumption (#) =(n,(8), . . ., ng(?)) is a K-
dimensional vector Markov process, hence

(nl(f}& 7, L ,n,((f}b; ﬁ,(>

is also; in the limit N - these ought still to be
vector Markov processes, in continuous vari-
ables.?® Since, as is demonstrated in the following,
the process is continuous in the requisite technical
sense, it is possible to derive from the master
equation the corresponding Fokker-Planck equa-
tion, which turns out to be equivalent to (4.31) and
(4.32).

Since the explicit limit N -« is essential, it is
convenient to work in the manifestly O(1) quantities
introduced above, in terms of which the Fokker-
Planck equation is

dP(%;t) _ 8 s rmvpre
== E o, [A(X)P(X)]

[B,.(X)P(X)]. (4.34)

zzaxa

What is required are the values of the coefficients
in (4.34) and a demonstration that the higher coef-
ficients C,,,, etc., vanish in the indicated limit.

From the familiar theory of the Fokker-Planck
equation,?® recall that the coefficients are defined
as limits of conditional averages: First of all,

oy s 1 o 1{n —m)
AR mar X T 4

where what is meant is the conditional average
(v,(t+a8) - x,(8)1X(8) =%,

which is equal to
(7,(a0) - X,(0)[X(0) =%,

since the process is stationary, and
X, =(1/vyN)[m () —=m,] .

This can be obtained from (4.3):

(4.36)

A %) = il,TAtu i Z{ [6(7h | T) + AtQ(iR |T) (1, — m,)}
M CCILCRR)

1 - -
=5 Z: Qi | i), (4.37)
n
since according to (4.5)

D Qm|n)=0. (4.38)

Substituting the transition matrix (4.13) gives
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ZQ(E'H)”S 4N<Z atim mym +Eajm my(mg —1)

1jRl=s Ikl

+ 3 dimm(mg - 1)+ Y aimm,(m, +1)+Y° dsmm, m,+1)) . (4.39)

irl ijl

The cubic terms can be grouped together and writ-
ten

> akimm m,, (4.40)

ijkl

where the range of summation is now unrestricted;
on account of (4.15) this vanishes. Using the in-
dex symmetry, (4.39) can then be written

Q= (-5 3 dmm, o} T atmom,).

(4.41)

Supposing the system is near equilibrium, we
write

m;=m;(1+x;/VN); (4.42)

to first order in the small quantity we get then,
making use of (4.25),

3 QG -3 (57w

o — —
D dsmm(xy +x; - %, —xk)) ,
i7

(4.43)
and we have finally for (4.37)
- 1
Ax)= A Z a5y (% + X%, — X — %)
-1
== 8s0%0 » (4-44)
U, 4
where
— |

1

ijk

r

soz_z iV oV 52“{:” U+ 30, Z“?JVH’]

i* iik
(4.45)

[the zeroth-order terms cancel on application of
(4.25)].
The second coefficient

Byo(¥) = lim (1/A8)(Y, = X,)(Y, ~ X))
=lim (1/N3,v N(ng = mg)(ng —mg))
At—0

(4.46)

where again conditional averages are intended;
proceeding as before,

By, (%)= AM)MN__ Z:{[G(mln)+AtQ(mln)]

X (ng -

ms)(no e mo)}

mg)(n, -mgy)] .

(4.47)

When this is written out, the quartic terms,
grouped together, can be written as the unre-
stricted sum

9]
Z agmymmmg ,

which van{shes; the cubic terms can be written,
again substituting (4.42),

1 - _ -
ryd (—2 Za’;jmsmom,(x,+xs)+2 Ea‘;jmimjmo(x, +%)

-2 Y afimgmym(xo+x;) +2 Y alfmmin, (x,+x)>

(4.48)

where use has been made of (4.25) (again the zeroth-order part cancels); and the quadratic terms can be

written

1

i (-8 D absmom +4 Za??r?z,r’h,) , O#S.

Since

2 Q| Dngmg =m, 37 QUi |Dn, ,

it follows immediately from the calculation of (4.44) that

(4.49)
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> Q| R)ngm, = N [__ 3 alim g (%1)

n
1 — - — [X;tX;
*5 a?}m,m,mo< . i >]
(4.50)

finally,

> Q(m|n)mgm, =mgm, > em|A)=0. (4.52)
n n

The first-order terms (4.48) and (4.51) cancel,
leaving only the zeroth-order part (4.49); com-
pleting it with the (trivial) s =0 case, we have fi-
nally

so(x

= (lVV+z:a VIJ
- (-2 T atpen+ Taiwin)
+5502a,juv>

=(2/VV )0 - (4.53)
Reasoning in this way, one can go on to show that

Cs0p=0, (4.54)

and likewise all the higher coefficients vanish in
the required limit; the calculations are outlined in
Appendix A.

Thus we obtain the Fokker-Planck equation with

X)— by ngu o

(4.55)

and

D) = (2/V.0,)g0 - (4.56)

This can be shown, following familiar arguments,
to be equivalent to the stochastic equation

dy

4+— ngoyo—c @), (4.57)

where again

T = 1 d<ns>
dltlirédt (f—(n (t+dt) —ng In(t)—m)—ﬁ 7 dt)

== (——— D @k ((my)+VN

Nx)(m) +VNx) +3 = 3 ai

fom- T

SV.v, + 3 z a%ivv; +58°Z asvv,,

ijk

(4.58)

and ¢,(t) is the stationary, purely random Gaussian
process defined by

(es(t))=
and
(Cs(1)Cs(2')) = (2/VV5)gs oO(t' = 1),

the linearized Boltzmann equation with fluctuations
(4.31) and (4.32). [The equivalence is easily es-
tablished on the observation of the equality of the
complete set of moments determined in the two
cases. Recall that the vanishing of the higher co-
efficients corresponds to the Gaussian property;
the existence and character of the first two are
equivalent to (4.31) and (4.32).]

(4.59)

(4.60)

C. Fokker-Planck equation: Fluctuations away from
equilibrium?’

By the means just elaborated one can derive a
Fokker-Planck equation for the fluctuation pro-
cess away from equilibrium, where the mean
occupation numbers are the time-dependent aver-
ages (n;(t)) satisfying the nonlinear Boltzmann
equation (4.22), which can as well be written

d(vg) _1 1

T3 O vy, )-3 5 2 %ivsXvy), (4.61)
making use of (4.11) (recall v;=n;/N). It is con-
venient for the purpose to redefine the random
variables

x%5(8) = [my(8) = Im (1)) VN ,
(4.62)
y5(0) = [ng(t) = ()] VN,
evidently O(1).
First of all we require
A X)= iiTo (1/A8) ys(t +At) - y,(2)), (4.63)

where again the conditional average

(y5(t+AL) = y ()| 7(t) =%)

is intended. This we can write

st ((m.) +V ) () +VN ) = d<"s>) . (4.64)

Ignoring the terms of order 1/VN in contemplation of the limit N — «, what remains can be written
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W (-3 S vy T atio)e)-200) L 5 e ) o Tation+ 0px); @.65)

the quantity in large parentheses, of order VN,
vanishes on substitution of the Boltzmann equation
(4.61) for the time derivative, and what remains
[0(1)] can be rewritten, so yielding

As(§)=— Z'Ysoxoy (4.68)

where

1
VYso=— Z asoll<uj>+'2— Zaff<vs>+%6so Zangj)'

(4.67)
Then we need

B,,(X) = Lim (1/A0)[ys(¢+a8) = y,(1)]
X [yo(t+at) =y, F() =X);

(4.68)

proceeding in the same way, we obtain
1 5 1
Bio=3 @ W)+g 3 @) vo)

- Y @y - T e ww) . (4.69)

Since the calculation outlined in Appendix A ap-
plies equally to the present case, we have again
Cs0p=0, etc., and thus the Fokker-Planck equa-
tion (4.34), but now with time-dependent coeffi-
cients, since the (v;)—solutions of the Boltzmann
equation—do of course vary with time.

The Fokker-Planck equation just obtained de-
scribes the fluctuations, arbitrarily far from

equilibrium, about the means, whose course is
governed by the Boltzmann equation; indeed the
latter serves in the derivation. This may be con-
trasted with the character of the calculation in
Sec. IV B, in which no use is made of the linear-
ized Boltzmann equation, which governs the means
near equilibrium, but essential use is made of
certain properties of the equilibrium distribution,
around which the actual values fluctuate. Here,

no use is made of the character of the equilibrium
state; indeed nowhere need it be assumed that such
a state exists. As in the near-equilibrium case
the variance of the fluctuation process is deter-
mined by the mean (which is itself determined by
the nonlinear Boltzmann equation); thus an im-
portant feature of the usual fluctuation-dissipation
theorem is preserved.

It may be noticed that in both instances the
derivation differs somewhat from the more usual
case, in that the higher moments vanish by virtue
of the limit N— «, which induces vanishing coef-
ficients of terms first order in the infinitesimal
dt, which would otherwise contribute. The limit
K -« ig not explicitly required in any of the fore-
going, but serves to rationalize the Markov as-
sumption for the K-dimensional process.
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APPENDIX A: HIGHER TERMS FOR THE FOKKER- PLANCK EQUATION

Proceeding as before, one obtains

Coos®) = Lim (¥, = X)(¥, = X)(¥,~ X,)

1 -
=N3727 v Z Q(m lﬁ)(nsnonp_nsnomp-nsnpma"nu”pms+nsmomp+namsmp +n9msmo_msmwmn) .
sY0Yp 3}

The only term of new type is

ZQ(IE | H)nsnt'lnp M

(A1)

When this is written out, one observes that the contribution of the quintic terms vanishes, again on account
of (4.15); there remain quartic and cubic terms. Since the latter are smaller by a factor N, only the for-

mer need be considered for the limit, so we have



468 JONOTHAN LOGAN AND MARK KAC 13

ZQ(mln)nnonp 4N< ZZa“mmjm,mp+2z:aﬁm,m,m,mp—ZZaﬁ}momjmsmp
n

+22a”m m;mgm —ZZawm m,msmo+22a;’jm‘ml,msmo>. (a2)

Since everything is symmetric with respect to sop,
one may write just the contributions to (A1) involv-
ing asj, ete.

From (A2) one obtains

(MR ——ZZasjm m;mem,
+22a$§mim1m,m‘,; (A3)
From (4.47) et seq. one obtains
(g, m ), -—ZZa tmgm mym,
+2Za§}m‘m,m,m‘,, (A4)
(e, me))y==22  attm,m,mom,
+22a§;mim,m,,mp, (A5)
and
((ngn,m))s=0. (A6)

From (4.41) one obtains
«nsmom))s =- ZZ: a:; msm;mem,

+22a7}m,m,momp, (A7)

((mem m »),=0, (A8)

(n,mymy),=0; (A9)
and from (4.5) it follows that

(mgmom,)=0. (A10)

Combining (A3)-(A5) and (A7) gives zero. Since
the other cases can be generated by interchanging
sop, we conclude that

Y Q@) [z, - m ), - m,)n, - m,)]=0

and [to O(1)],
CooolX) = Iim (1/8(Y, = X )(¥, - X,)(¥ - X))

=0. (A11)

Proceeding in the way just illustrated, one can
see that the reasoning above applies likewise to the
higher coefficients, that to O(1),

D“,p.’()?)=0, (A12)

etc. If we call A, B, C... the first, second, third
coefficients, etc., at the Rth coefficient there will
be a contribution [corresponding to (A3)]

(nymy. . .. . .mg)), =CR);
there will be R — 1 terms of the type
mmy...ng..n.. . mply=- c&" s
(R - 1)(R - 2) terms of the type,
s =C(sm ’

mm,...ng...ng5. . .0g. ..

and so on.
The total contribution to the Rth coefficient of
this type will be

c® z (7 T)ew
R-1 -
“a [t ()]

:0’

since the quantity in brackets vanishes according
to an elementary identity. All other contributions
to the Rth coefficient can be obtained by substi-
tuting o for s, etc., so the whole thing is zero.

APPENDIX B: QUANTUM STATISTICS

Uehling and Uhlenbeck®® propose that for a dilute
gas of identical Bose-Einstein/Fermi-Dirac par-
ticles the Boltzmann equation be replaced by one
in which the Stosszahlansatz is modified to take
account of the quantum statistics of identical par-
ticles. In the language of the present formalism,
the corresponding form would be, instead of (4.8),

P(ij ~kl)dt=afsmm,(1+6m,)(1 +6m,), (Bl)

where 6=0,1, and -1 for MB, BE, and FD par-
ticles, respectively.

This leads to a generalized Boltzmann equation;
instead of (4.22) one obtains

B 1 5 atan )n )1+ Knd)( 1+ 6n))

= afin)n)(1+Kn))1+6n,)); (B2)

the equilibrium values satisfy [instead of (4.25)],

A7, (1+ 07,)(1 + 67m,) =77, (1 + 67, )(1 + 6m;)
if af}#0, (B3)
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and one has

_ 1
W= g (B4)

in general instead of the canonical distribution
(4.26).

If one substitutes the above Stosszahlansatz in
the master equation the whole theory goes through
in the same way. One obtains by contraction the

Uehling-Uhlenbeck Boltzmann equation and so
forth. In addition, the results of the fluctuation
theory (the Fokker-Planck equations) are unaf-
fected (the calculations are mildly tedious but
straightforward). This remains true for unphys-
ical values of the parameter 4, and evidently for
a wider class of models (corresponding to differ-
ent collision forms), the extent of which remains
to be established.
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-
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—%—;—’: Y P(i;t) Qi | §) ] 2
m, i i=t

and, for example,

o]
(n1)=zi<—<2> .
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