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We report high-precision measurements of fine-structure intervals in Rydberg states of 'He as follows: 8'D, -

8 "F, and 9'D, ,-9 "F, near 21 GHz and n 'P, -n 'D, for n = 16, 17, and 18 near 23, 19, and 16 GHz,
respectively. A microwave-optical-resonance method and electron-bombardment excitation were used. We
state and discuss formulas for predicting as yet unobserved members of n 'D2-n "F, and n 'P, -n 'D, series. We
give an accurate result for the 9'D,-9'D, interval obtained indirectly from our work. New results on singlet-

triplet mixing coefficients in F states and on coefficients in a Ritz series expansion of quantum defects are also
given.

I. INTRODUCTION

In several publications' ' from our laboratories
we have reported microwave resonances in Ryd-
berg states of helium. The work has primarily
involved transitions from D to F states, and in
addition a few preliminary results were given' 4

involving transitions to G and H states (L =4 and 5).
The principal quantum number, which does not
change in the transitions observed, has ra, nged
from n = 6 to n = 11.

In the work reported here, we used the same
method to observe transitions as follows: 8 'D,-
8 "F,and 9'D»-9"'F, near 21 GHz, 16 'P, —

16 'D2 near 23 GHz, 17 'P, 17'D, near 19 GHz,
and 18'P,-18'D, near 16 GHz. The resonances
in n =8 and 9 give us further information on the
D and F series of levels, while the n =16-18 reso-
nances represent a series not previously observed
in these experiments. The only other transition
frequency measured directly in an nP-nD series
is the interval 3'P,-3 'D, measured by Levine,
Sanchez, and Javan' by frequency-mixing methods
using the 93.5- p, m output of a pure helium laser.

Several other groups, both theoretical and ex-
perimental, have obtained results recently on
highly-excited states in helium. Chang and Poe"'
have calculated electrostatic and relativistic fine
structure in highly excited D, F, and G states
using Brueckner-Goldstone perturbation theory.
Their results are the best available, but nonethe-
less they lie outside the error bars of the present
work. Van den Eynde et al. and Parish and
Mires" have calculated energy levels and singlet-
triplet mixing coefficients in Rydberg states of
helium, but the shortcomings of these calculations
have been previously mentioned by others and by
ourselves. '"'

Miller et al. ,
"Derouard et al. ,

"and Beyer and
Kollath" have recently measured n'D-n'D split-
tings in highly excited states of helium using anti-
crossing methods from n=3 to 11. Similar pre-
liminary measurements have been made by Beyer
and Kollath" as far as n =20. Through an indirect
result of our work we can state a value for the
'D, -'D, splitting in n =9 that has an uncertainty
an order of magnitude smaller than the result of
Beyer and Kollath (Sec. IV A).

The apparatus and method will be described
briefly in Sec. II. The new results will be given
in Sec. III and discussed in Sec. IV.

II. EXPERIMENTAL METHOD AND APPARATUS

The experimental method was described in de-
tail in Ref. 5 (hereafter referred to as I). In brief,
helium at pressures of approximately 10 ' Torr is
continuously excited to the states of interest by
electron bombardment in a section of waveguide
free of static fields. Fluorescence of the excited
atoms is monitored by a small monochromator
and photomultiplier. When microwave (rf) power
is introduced into the waveguide at a frequency
corresponding to an electric dipole transition, a
small change is noted in the fluorescence intensity
from either of the levels connected by the transi-
tion. This change is measured with a lock-in am-
plifier to detect the resonance.

The microwave apparatus was that described in
I with minor changes. An X-band Hewlett-Packard
H01-694A sweep oscillator was phase locked to a
low-frequency synthesizer. The sweep oscillator
output was amplified by an Alfred 528A TWT am-
plifier, and the rf power was chopped and leveled
by a Hewlett-Packard 8734B PIN modulator. The
rf was frequency doubled by a 1N53B diode placed
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acx"oss a short section of waveguide, and the fun-
dRDlentRl powex' wRs removed by u81Ilg R wRvegulde
section below cutoff.

The line-shape formula is given in I, where it is
shown that the linewidth in the limit of zero rf
pertux'bation is the sum of the natux'al widths of the
two states in xesonance. The line shape is Lo-
rentzian in the same limit. At higher values of rf
intensity a Lorentzian function still fits the data
adequately, although the actual profile is a sum of
several Lorentzians of differing heights and widths
that have a common center. These arise from
the degenerate M~ sublevels of the resonating
states.

For sufficiently long-lived states the line shape
will be modified by the thermal displacement of
the atoms during their decay. A highly excited
RtolTl may move during its life from a node to Rn

antinode of the rf standing-wave pattern in the
waveguide, its image at the photomultiplier may
sweep over areas of varying photocathode sensi-
tivity~ ox' lt may even pass out of the field of view
entix'ely while decaying. Thus the probability am-
plitude fox detection of its decay light as a func-
tion of time after excitation will vary in a non-
exponential manner. These effects, averaged over
the excitation volume, would be unlikely to shift
the line center but would prevent a simple inter-
pretation of the linewidth. "

In the case of n = 18, the 'I' lifetime is 0.35 p,sec

Rnd that of 'D is 3.4 p, sec." At high rf power lev-
els, such as were used here, the atom decays in
a mean time approximately equal to twice the 18 V'
lifetime. " At a velocity of 10' cm/sec a typical
thex mal displacement is therefore 0.07 cm, This
is smallex than both the 16-6Hz rf wavelength
(Xj2v =0.30 cm) and the dimensions of the wave-
guide (=1 cm). Thus in the present case the ef-
fects of atomic thermal motion on the line shape
should be small. However, in the case of the
longer-lived triplet states, or of states with high-
er principal quantum numbex's, the effects will be
substantially IRrgex" Rnd will conlpllcRte a detailed
line-8hRpe RnRlysls.

The 8'B;8 'I', resonance at 21226 MHz was
scanned 42 times using various pressures, bom-
barding voltages and cux'x'ents, and rf power lev-
els. The fitted centers ranged from 21225.59 to
21226.54 MHz and showed a tendency towaxd the
lower values in later xuns. It became cleax that
charging of t~".e interior of the waveguide near the
electron beam was responsible for Stark shifts to
lower frequencies. Therefox e gx'eater weight was
placed on the earlier values obtained. The center
frequency and standard deviation quoted in Table I

TABI.E I. Summary of new results in -Re.

Trans ltion Other results b (MHz)

8 'D,-8 'E,
8 ~D2-8 3E3

93D 9 iE

9 D3-9~EI
9 D2-93E3
9'D,-9'F,

16 'P, -16 'D,
17 'P;17 'D~

18 Pg-18 Dg

Derived interval

21226.4+ Q.2
21 126.5+ 0.2
21 607.2+ 0.1
21 610.7+ Q.3
21 536.2+ Q.3
21 540.2+ 0.5
22 807.5+ 0.3 '
19021.5+ 0.4 '
16029.4+ 0.6 ~

Frequency (MHz)

20886'
20 789'
21322' p)
21325' ~ d

21253 ' (T)
21256 "d (V )
22 750 ' (E)
18 970 (Q)
15990 ' (Z)

Other results (MHg)

97.3 (T)
69.1' (T)

(&)
6652+ 35 " (E)

8 ~E3-8 3E3 99.9+ 0.3
71.1+ 0.3

93D,-93D3 3.5+ Q.4
9 iD 93D 6658.8+ 0.6 g

' Present work. Uncertainties are one standard deviation.
7, theoretical; E, experimental.

c Chang and Poe, Ref. 7.
Chang and Poe, Ref. 8.
Stark corrections have been applied as described in 8ec. pf A.
Seaton, quantum-defect fit of experimental data, Ref. 18,

~ Present work, using 93D2-9 ~E3 measurement and e~D2-n ~E~ series formula for
n=9. See Sec. IV A.

"Based on Beyer and Kollath, Ref. 13. See text, Sec. 1VA.
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TABLE II. Constants for the fitting formula Eq. (1). See Figs. 2-5 for estimated error
bands of transition frequencies predicted from these values. The parameters A, B, and C
predict the intervals for zero electrostatic field.

Trans ition Data used A (GHz) & (GHz) C (GHz)

n D,-n F3i . i.
n D2-n F3i 3

n F3-n F3i 3

n Pi-n D2
1, i

n=6-8, 10, 11
n=6-8, 10, 11
n= 6-11
n=3-10, 16-18

11008.3
10 953 ~ 1

55.15
93 712.8

-8 950
-8 640

-304
-74 800

-2 800
-5 900

2 900
-72 800

' Separate Stark corrections were applied for n= 6-10 and for n= 16-18.

ing. Relatively high rf fields were required be-
cause small random electrostatic fields spread
the line centers for atoms in different parts of
the waveguide over as much as 2 or 3 MHz. By
power broadening the resonances to about 6 MHz
most atoms could be made to contribute at once to
the resonance, which consequently brought the
height at the line center well above the noise level.
Slight asymmetries of the lines were noted, as
would be expected from a quadratic Stark effect,
a, nd the electrostatic fields shifted the lines slight-
ly to higher frequencies. This direction of shift
is opposite to that for the D-to-F resonances be-
cause n 'P terms lie above all other nL terms.
The n = 16 resonance was detected using both
16 'P 2'S (31-63 A) and 16 'D 2'P (373-8 A) fluores-
cence lines, and it appeared with opposite polarity
in the two cases as expected. The n =17 and 18
resonances were monitored using only fluores-
cence from the D state because of the higher quan-
tum efficiency of the photomultiplier at the longer
wavelengths.

Although we were unable to control or to mea-
sure the small electrostatic fields that gave rise
to the Stark shifts, we were able to estimate line-
center corrections by using a fitting formula such
as Eq. (1) below. The corrected line centers are
given in Table I for the n =16-18 '.P,-'D,, reso-
nances. The Stark corrections are discussed in
Sec. IVA.

IV. DISCUSSION

A. Series formulas

On the basis of the present measurements the
"fitting formulas" given in I for n 'D2-n "'F, split-
tings can be improved and new formulas given.
The expression

v„=A/n'+B/n'+C/n"

was fitted to the data for transitions in a. given
series by a weighted linear least-squares rou-
tine. " The resulting coefficients A, I~, ar~d C and
their estimated standard deviations have proven
useful in predicting frequencies for series mem-

M„=TMAT' . (2)

The variance-covariance matrices of parameters
and predictions are M„and ht„, respectively. T
is a rectangular matrix whose gows are the de-
rivatives of Eq. (1) with respect to each param-
eter in turn, evaluated at the quantum number n.
T' is its transpose. Estimates of the standard
deviations of the predictions, i.e., the error
bands, are given by the square roots of the diago-
nal elements of M„. Figures 2 and 3 show error
bands calculated in this way for the n 'D, -n 'F3
and n 'D, -n'F, series. The figures show that

bers not yet measured. For instance, using the
coefficients given in Table VI of I, the n =8 reso-
nances reported here were predicted within 1.5
MHz.

The n = 8 measurements were combined with
n=6, 7, 10, and 11 results from previous work, ' '
and new coefficients were obtained as listed in
Table II. From the predicted frequency of the
9'D,-9'F, transition, 14948.4+0.6 MHz, and the
frequency of the 9'D, -9 'F, transition reported in
Table I, we can deduce the value 6658.8+0.6 MHz
for the 9 'D, -9'D, splitting (68% confidence level).
Beyer and Kollath" have reported a value for the
9 'D, -9 'D, interval. For comparison with our
work we add to their value the 9'D, -9'D, inter-
val obtained by scaling our data. in I by 1/n'. The
result is 6652+35 MHz. Their uncertainty repre-
sents a 95%%d level of confidence. " Therefore,
based on the proven reliability of the fitting for-
mulas and on our 9'D-9F measurements, we have
an indirect result with an uncertainty many times
smaller than previously obtained by a more direct
method.

The least-squares routine used to fit Eq. (1) to
the data provides the complete variance-covari-
ance matrix for the parameters. ' From this the
parameter errors can be propagated back to the
predicted frequencies for any value of n. We can
estimate the standard deviations of the predictions
of series members not necessarily observed by
using the variance-covariance matrix of the pre-
dictions,
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FIG. 2. Error bands for predictions of n'D&-nF& in-
tervals in helium {see text, Sec. IV A). The data points
shown represent the relative discrepancies between our
measurements {Table I and Befs. 3-5) and the predicted
frequencies {Table II). The arrows indicate that the
n= 10 and 11 error bars lie off-scale in the directions
indicated. The typical discrepancy between data and
prediction is of the same order as the SD of the datum,
a result to be expected in the weighted least-squares
fit used to obtain the predictions. The error bands and
predictions for the D-F and ~F-~F sequences are signifi-
cantly model dependent for n & 6.

where accurate measurements are available, pre-
dictions can be made with corresponding accuracy,
as is intuitively clear. In fact the standard devia-
tions (SD's) of the predictions are often smaller
than the SD's of the original measurements, since
all the measurements contribute to the knowledge
of the frequency at a given n, assuming that Eq.
(1) is a correct model. In the error-band figures,
56/g of the data points lie within the error bands
and 59/o of the (1-SD) error bars of the data over-
lap the corresponding predictions. In the absence
of systematic or model errors these values would

HELIUM n F -& F3 SERIES

—+8
/

f

—+6

be expected to approximate 68/g. Outside the range
of n's measured, the uncertainty of the fit in-
creases, illustrating the principle that one should
be wary of extrapolations. The (relative) uncer-
tainty becomes asymptotically constant in the
limit of high n, reflecting the fact that in this
limit only the first term of Eq. {1)contributes.
Owing to the very high correlation of the param-
eter errors that results from the nonorthogonal
basis functions used in Eq. (1), prediction errors
for nearby values of n are also strongly cor-
related.

From the measurements reported above, we
can extract values for the n 'E,-n 'E, splitting in
n =8 and 9 (see Table I). Including previous re-
sults, ' ' we now have accurate values for this
splitting for n=6-11 inclusive. The coefficients
A, B, and C in Eq. (1) are given in Table II for
this series. Figure 4 shows error bands for the
n 'E,-n 'E, predictions.

A fitting formula can also be constructed for the
series n 'P, -n 'D, from the present results. I e-
vine, Sanchez, and Javan' have obtained
3 129 791.5 + 3.0 MHz for the n = 3 interval. Inter-
vals for the n=4-10 can be extracted from Mar-
tin's compilation" of helium spectral data at a
much lower level of accuracy. It appears from
fitting Eq. (1) to the available data for n = 3-10
and 16-18 that the intervals for n =6-10 from
Martin's table have a scatter several times as
large as indicated by the number of significant
figures given. The tabulated energy levels are
given to 0.01 cm ', whereas the typical. deviation
from fit is 0.07 cm '

~ According to Martin's ear-
lier compilation, " the energy levels for n =4 and 5
derive from more reliable sources than those for
n=6 10.
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FIG. 3. Error bands for predictions of n'92-n F& in-
tervals in helium. See caption to Fig. 2.

FIG. 4. Error bands for predictions of n ~F &-n~F
&

splittings in helium. The dots at n= 10 and 11 indicate
that the data points and their error bars both lie off-
scale in the directions indicated by the arrows. See
caption to Fig. 2.
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We find that the deviations of the intervals
n = 6-10 taken as a group are consistent with
Stark shifts (1.90+ 1.20) x 10 'n' MHz as would be
produced in an electric field on the order of 100
V/cm. This value must. be regarded as only typi-
cal, since the individual lines contributing to the
n = 6—10 data were measured at different times by
different researchers. However, the electric field
is similar to those found in spectroscopic dis-
charge sources.

The deviations of our n = 16-18 data also showed
a trend that could be explained in terms of Stark
shifts. By intx oducing an additional term propor-
tional to n' in Eq. (1), we found Stark-like contri-
butions (5.0+0.7) & 10 n MHZ for these reso-
nances as would be produced by an electric field
in the experimental module on the order of 0.5
V/cm. We subtracted these estimated Stark shifts
from our n = 16, 17, and 18 data (1.34, 2.05, and
3.06 MHz, respectively) to obtain the corrected
line centers given in Table I. The uncerta, inties
of these Stark corrections and the statistical un-
certainties of the line centers are combined in
quadrature to give the uncertainties (SD s) in the
table.

The Sta,rk coxxections were applied separately
for n = 6-10 and n = 16-18, and parameters A, 8,
and C in Eq. (1) were obtained for the n 'P, -n 'D,
series. The parameters are listed in Table G.
Figure 5 shows error bands for this series. The
fitted parameters were not significantly affected
if the n =6-10 data were omitted. However, they
were substantially altered if the n =4 and 5 data
were also left out.

B. Quantum defects

The coefficients A. , 8, and C in Eq. (1) can be
related to quantum-defect differences. If a Ritz
series expansion for the quantum defects in helium
exists, namely,

p.„=C,+C36+C~& +

where p.„ is the quantum defect for principal quan-
tum number n and e= (n —p-„)

' is the binding en-
ergy in rydbergs, " then in general a.n expansion of
a series of transition frequencies contains all
integral inverse powers of n greater than 2. How-
ever, it appears in practice that the inverse even
powers are less significant than the odd powers
(see the Appendix). In fact Chang" has shown that
in a certain approximation the expansion contains
only inverse Odd powers. If A' ' denotes the coef-
ficient of the I/n" term in an expansion such as
Eq. (I), then the expansion can be related to Ritz
series for the two types of terms as follows:

A"'-=A =2(C, C,)IIc,

&"'= 3(C,'—C,')17,c,
A&'&=a=[4(C,'C,") 2(C, -C', )]Inc,

etc. The primed Ritz-series coefficients are those
fox' the higher-lying state. 8 is the Hydberg con-
stant for helium (cm ') and c is the speed of light. .

Using an incomplete set of imperfect data, the
values of coefficients A~ ' obtained in a least-
squares fit depend on which powers m are in-
cluded in the model. Our experience with the
available data is that of all three-parameter mod-
els the (3, 5, 7) model, Eq. (1), fits better than any
othex choice of exponents. The quality of the data
fxom our work and that of others is in. no case
good enough to give meaningful fits with four or
more such parameters.

Seaton's values" of the Ritz-series coefficients
can be used as a first approximation to show that
in Eq. (6) the first term 4(C', —C,") is negligible
compared with the second term. Therefore from
the (3, 5, 7) fits of Table II we can obtain the Hitz-
coefficient differences ~C, and &C, shown in
Table III.

C. Relativistic fine structure

FIG. 5. Error bands for predictions of n iP&-n iD& in-
tervals in helium. The Stark corrections for n = 6-10
and n = 16-18data discussed in Sec. IV A were applied
before the prediction uncertainties were calculated.
The dots at n = 6-10 indicate that the corresponding data
and error bars lie off-scale in the direction of the ar-
rows .

The relativistic fine-structure interval O'D, -
9'D, is seen from Ta,ble I to be 3.5 + 0.4 MHE.
The 10% SD of this small splitting is so large that
we can conclude only that it is consistent with the
value (~)' && 7.1=3.3 MHz scaled from our result
ln PE=V.
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Trans ition

TABLE III. Ritz-coefficient differences from (3,5, 7) fits in Table II using Eqs. (4) and (6).
Here, DC; =C& -C . DC2 is the constant part of the difference of quantum defects for the two
states connected by the transition. 4C& is the part of the difference linear in binding energy.

~C season I-' ~CSeaten ~
3

n D2-n F3i

n D2-n F3
n P)-n Dp

f.

1.6733 (3)x 10
1.6649 (2)x 10 ~

1.42447(3)& 10 2

1.36 (3)x10 3

1.31 (2)@10 ~

1.137(5)x10 2

Present work. The uncertainties quoted are statistical only. See the Appendix for a dis-
cussion of model-dependent errors.

Ritz coefficients from Seaton, Ref. 18. No results are available for 'F3 and SF3 because
of the lack of optical spectroscopic data in which the F-state fine structure is resolved.

—Gsa

[(—,
' v)' Gas]' '+ 2 v

In Eq. (7) Gss is the Breit-Bethe matrix element
frequency units and p is the measured pg P

n 'I', splitting. The results are given in Table IV.
Mixing coefficients for n =6, 7, 10, and 11 are
also included in the table based on the 'E,-'E,
splittings reported in Hefs. 4 and 5.

We have carried out numerical experiments to
test the appropriateness of the (3, 5, 7) fitting mod-
el, Eq. (I), in the case of the helium n 'P, n 'D,
series. Such expansions have been used by sever-
al authors. """'~'"'~ We used Seaton's Bitz-

TABLE IV. Singlet-triplet mixing coefficients 0 cal
culated from Eq. (7). Results of other workers are shown.
Statistical errors in our results for 0 are much smaller
than the likely errors in the Breit-Bethe approximation.

Other results '

0.604 "
O.574 '
0.554
0.540 c

O.551'
o.515 d

0.395
0.363
0.343
0.331
0.322

' Van den Eynde et a/. , Ref. 9.
MacAdam and Wing, Ref. 5.' Present work.

d Calculated from measurements by Wing et a/. , Ref. 4.

D. Singlet-triplet mixing coefficients

In I it was shown that singlet-triplet: mixing co-
efficients 0 could be calculated in a semiempiri-
cal way from our data. The n 'E,-n'I, splittlngs
for g =8 and 9, together with values of the off-di-
agonal matrix element of the spin-orbit interaction
in the Breit-Bethe approximation, yield mixing
coefficients

series coefficients" to calculate splittings in this
series for n = 3 to 32, which were used as primary
data. We then used the linear least-squares rou-
tine to fit subsets of the data using a (3, 4, 5, 6, 7, 6)
model, i.e., one containing inverse third through
eighth powers of n, as well as several othex mod-
els, in particular (3, 4, 5) and (3, 5, 7). Equal
weighting was used. The resulting parameters
clearly showed the expected alternation of mag-
nitudes; those for odd powers were lax ge, those
for even powers small. The contributions to the
total splitting from each term evaluated at n = 3,
10, and 18 are given in Table V. From the table
we see that while the three most important ex-
ponents for low n are P, 5, and 7, for high n the
most important are 3, 4, and 5. Therefore a set
of real data in which the accurate measurements
are predominantly at high n may well be better
fitted by a (3, 4, 5) model than by a (3, 5, 7) model.
A data set containing two or three low-n values,
however, will be better fitted by the (3, 5, 7} model.
This is the case that obtains in the analysis of the
n 'P, -n 'D, splittings in Sec. IVA.

Since the pseudodata of these numerical experi-
ments were derived from known Ritz-series co-
efficients, it. should be possible to come full cir-
cle using expressions like Eqs. (4)-(6} in the text
and to reobtain the coefficients. The extent to
which we fail is a measure of the error intxoduced
by selecting only certain exponents, e.g., 3, 5,
and 7, in the least-squares fitting. We can also
assess the error introduced by fitting only a sub-
set of the data, n=3, 4, 5, . ~ ~, 32. We find that
the errors attributable to data selection are neg-
ligible, at least compal"lng the l esults using
n = 3-32 with those using n = 3-10 and 16-18. The
errors attributable to selection of only certain ex-
ponents in the model are more important. In par-
ticular, the Ritz-coefficient difference &C, ob-
tained from a (3, 5, 7) model using n=3-IO and
16-18 data is likely to be in error by -0.13jg.
The I~~2I err~~ from a (3, 4, 5, 6, 7, 6} model using
the same data would be only a few parts per mil-
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TABLE V. Contributions (MHz) to the n ~J'&-n ~Q intervals for various n's and models. Data n=3-10 and 16-18 from
Seaton quantum defects, Ref. 18.

Model

(3,4, 5, 6, 7,8)

g(S)yn 3

3 3 464 105.9
10 93 530.9
18 16037.5

-17481.1
-141.6
-13.5

-272 509.2
-662.2
-35,0

2150.8
1.6
0.0

~(5)yns gNy„s

-47 933.9 224.4
-10.5 0.0
-0.2 0.0

3 128 556.9
92 718.2
15 988.8

Total of
&~~~/nv A@~/ns columns 3-8

3 128 557.0
92 V18.2
15 988.9

(3, 5, 7) 3 3 459 773.3
10 93 413.9
18 16017.5

-290 542.4
-706.0
-37.4

-40 673.0
-8.9
-0.1

3 128 557.9
92 699.0
15 980.0

3 128 557.0
92 V18.2
15988.9

' Calculated directly from Seaton's quantum defects, Ref. 18,

lion. The error in
~
&C,

~
would be + 6.4%%ug in a

(3, 5, 7) fit compared with -0.3% in a (3, 4, 5, 6, I, 6)
fit. The errors in a (3, 4, 5) model would be -0.9%
and+54% for ~&C,

~
and ~&C, ~, respectively. The

uncertainties quoted in Table III for the Ritz-co-
efficient differences 4C, and 4C, do not include
these model-dependent errors but reflect only

the much smaller statistical uncertainties in the
(3, 5, 7) model used. In order to fit real data with
more than three parameters to reduce these mod-
el-dependent errors, we need more experimental
data of high absolute accuracy, particularly fox

g &10.
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