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The photoionization cross section of Hi was measured at 19 wavelength points from 910 to 609 A with

experimental uncertainties between 7 and 20%%uo. An aerodynamic shock tube, equipped with explosively driven

shutters, was used to produce fully dissociated hydrogen and neon gas mixtures for the photoabsorption
measurements. A description of the new shock-tube facility and a discussion of the experimental techniques

are presented. Since our results agree with well-established theory, the reliability of our apparatus and

methods for making measurements of this kind has been demonstrated. The measurement is the first in a
continuing program to measure the photoionization cross sections of Hr, Oi, Ci, and Ni.

I. INTRODUCTION

The experiment reported in this paper is part of
a program to measure the absolute values of the
atomic photoionization cross sections of astro-
physically abundant elements. Atomic photoioniza-
tion cross sections are necessary for model cal-
culations of the emergent intensity of stars' and
are also used in the studies of the heating mech-
anisms and the chemistry of planetary atmo-

spheress.

"
The previous absolute measurements of atomic

photoionization in this laboratory'~ were limited
to wavelength regions above the transmission limit
of LiF, which has the shortest wavelength limit of
any material that is suitable for shock-tube win-
dows. In order to measure the photoionization
cross sections of HI, CI, NI, and OI, it has been
necessary to extend our measurement capability
to the wavelength region around and below this
limit. Therefore an aerodynamic shock tube was
equipped with explosively driven shutters that are
capable of creating an open optical path through a
shock-heated gas in a few p.sec. Our initial results
with this new facility are the first measurements
of the photoionization cross section of atomic hy-
drogen near the series limit (X911A) and also of
the variation of the cross section with wavelength
down to 600 A. Because our results agree with
well-established theory, '"these measurements
confirm the reliability of our apparatus and our
technique for making measurements of this kind.
Previously, this cross section had been mea-
sured"'" at three wavelength points (850.6, 840.0,
and 826.3 A).

The experimental values for the H I photoioniza-
tion cross section reported here were determined
with absorption spectrometry measurements of hot
neon and hydrogen gas mixtures behind reflected

shock fronts in a pressure-driven shock tube.
Shock-heated gases are well suited to absolute
absorption measurements because they have well-
defined and measurable thermodynamic properties,
they are very homogeneous, and the atomic density
is high enough for photoionization measurements.
The conditions for a very high degree of dissocia-
tion of the molecules can often be achieved, as
they were in this case.

II. EXPERIMENTAL ARRANGEMENTS

A. Shock tube

All measurements were made with an aerody-
namic pressure-driven shock tube (shown schemat-
ically in Fig. 1) constructed from stainless steel
with a quadratic cross section with sides of 5.12
+0.01 cm. The driver section was separated from
the 7.4-m-long channel and test section by an
aluminum (type 1100) diaphragm of 0.8 mm thick-
ness. The diaphragms were stamped with X-
shaped marks in order to achieve a fairly consis-
tent rupture pressure. Hydrogen at about 45 atm
served as the driver gas and the diaphragms
ruptured by an overpressure in the driver section.

The test-gas mixture of (0.5-1)% H, in Ne was
prepared in a gas-handling system that was evac-
uated to better than 1 @ 10 ' Torr prior to making
the mixture. The hydrogen quantity was measured
with a MES Instruments Baratron capacitive dia-
phragm bridge manometer; after the neon was
added, the total pressure was measured with a
Wallace and Tiernan model FA145 precision dial
manometer. Large gas quantities were used in
order to achieve accurate mixtures, and a new
mixture was prepared before each shock. The
total initial test-section pressure was varied be-
tween 5 and 7 Torr. The pressure rise in the
shock tube after the pump valve was closed did
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FIG. 1. Schematic diagram of the experimental
arrangement.

not exceed 4X10 Torr before the measurements
were made. Two Kistler pressure transducers
were used. One of them (model 601A) was placed
1.6 m from the diaphragm in the channel section.
The other pressure transducer (model 201B) was
placed in the end-plug wall very near the test
area.
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B. Shutter mechanism

A pair of close-open-close shutters were used
to create an open light path through the shock-
heated gas during the period of the measurement.
A similar shock tube having one shutter was pre-
viously described by Marrone and %urster. "

Our shutter mechanism is shown schematically
in Fig. 2. The openings in the shock-tube wall had
rectangular cross sections of i@3 mm and were
placed so that the light path from the flashlamp to
the spectrograph passed diagonally through the
quadratic cross section of the shock tube and per-
pendicular to its long dimension. The shock-tube
wall thickness at the openings was 0.7 mm. The
openings in the shutters were pre-evacuated.

After the ignition of the explosive charge (squib)
in the combustion chamber, the piston drove the
yoke and both shutters so that they opened and

closed simultaneously. The squibs were supplied
by ICI United States, Inc. The shutters were
accelerated to a speed of 61 msec '. It took
1525+25 p.sec from the time the squib was trig-
gered until the shutters opened. The shock ab-
sorbers that were used to stop the shutters con-
sisted of brass tubes that were deformed during
deceleration by oversized plungers. The alumi-
num shutters contacted their shock absorbers
about 380 p.sec after the piston had contacted its
shock absorber. The brass tubes had to be re-
placed after each firing. The piston and the shut-
ters have not been replaced after 60 firings.

A light signal through the yoke aperture was
used to start the electronics for the coaxial flash-
lamp and the lamps for the temperature measure-
ments, as described in Sec. IIF.

PISTON SHOCK ABSORBER
T ~,

FIG. 2. Cross-sectional view of the shock tube showing
the shutter mechanism and the flashlamp.

Gas will flow through the openings in the shock-
tube walls when the shutters open. The amount
of gas flowing into the flashlamp volume was mea-
sured by keeping the pump valve closed during
a shock experiment. The measured number den-
sity of particles flowing through the opening was
found to be of a value between values calculated
from equations of molecular flow" and of critical
flow" through orifiees. An upper limit of about
4% absorption in addition to the absorption of the
gas within the shock tube was determined as the
total effect of this gas flow.

C. Absorption apparatus

The optical arrangements are shown schemat-
ically in Fig. 3. Three optical axes were used.
The axes were coplanar and at a distance of 18.4
mm from the end-plug wall, The optical path
containing the shutters was used for the ab-
sorption measurements. The spectrograph was
a 1-m McPherson model equipped with a Bausch
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inside the evacuated shock tube. The films were
presoaked in distilled water for 3 min and devel-
oped for 5 min in Kodak 0-19 developer, diluted
1:2, at 20'e.

A characteristic curve for the wavelength of
each photoabsorption data point was constructed
for each film. The consistency in the shapes of
the characteristic curves for various films is
shown in Fig. 4. The data points of the calibra-
tion exposures from each of ten films at two
wavelengths, 910 and 635 A, are plotted. All
points from the same film are designated with
symbols of the same shape. In order to adjust
for differences in the light flux at the film due to
changes in the exposure conditions, all points
from each film at a given wavelength have been
shifted by the same distance along the logarithmic
scale of the abscissa. The transmission scale of
Fig. 4 was set by the characteristic curve of the
film with the highest densities at A910A. The
transmissions through the shock-heated gas were
almost always determined from the linear part
of the individual characteristic curves.

FIG. 3. Schematic diagram of the optical arrange-
ments for the absorption measurements, the brightness-
emissitivy temperature measurements, and the determi-
nation of the visible spectrum.

0
and Lomb gold-coated grating blazed at 1200 A.
Slit widths from 40 to 250 p, m were used.

A modified Garton-type'8 coaxial flashlamp
(see Fig. 2) was used to produce an intensive
background continuum of about 2- p, sec duration.
A 15-p,F capacitor charged to 10 kV was dis-
charged through an Al,O, tube of 5 cm length and
2 cm outer diameter. A 3-mm bore was chosen
so that the discharge was concentrated within the
optical field of the absorption apparatus. The
flash tube was kept evacuated at a pressure of
about 1 x 10 ' Torr and a system of apertures
between the flashlamp and the shock tube were
used to prevent the discharge from reaching the
shock tube. The flash-to-flash variation in in-
tensity was found to be +5%.

The intensity of the flash-tube continuum varied
slowly with wavelength and was useful down to
about 500A, where the spectrum becomes domi-
nated by emission lines. In the wavelength region
used for the photoabsorption measurements
(1200-600 A) the background continuum showed
some absorption lines of ionized oxygen and alum-
inum.

The absorption spectra were recorded on Kodak
101-01 film. Each film was calibrated with a set
of intensity exposures from one flash of the back-
ground lamp through mesh filters of measured
transmission that were placed in the light path

D. Temperature measurement apparatus

One of the other optical axes (see Fig. 2}was
used for determining the temperature of the
shock-heated gas with the brightness-emissivity
method " The emissivity of the gas was deter-
mined by measuring the transmittance through
the shock-heated gas of the radiation produced
by an FX-12 xenon fl.ashlamp (E.G. II. G., inc. }.
Sometimes the light from a second FX-12 lamp
was brought into the optical path through the shock
tube with a beam splitter in order to check that
the temperature stayed constant throughout the
time period of the measurements. The intensity
of the FX-12 lamp was monitored with a photo-
diode and an optical interference filter.

Two Jarrell-Ash 0.5-m spectrometers were
used in the first order, one set at the A.6562-A
HI line (Ho. ) and the other at the F6402-A Ne 1

line. An absorption filter was placed in the optical
path to block higher diffraction orders. An RCA
7265 and an EMI 9558 photomultiplier were used
to detect the shock-emitted intensity and the FX-
12 light. The linearity of the photomultipliers
was checked with neutral-density filters for the
current region used, which extended over nearly
three orders of magnitude. The shock emission
was compared with the intensity of the center of
a transfer General Electric tungsten ribbon lamp,
which was placed in the shock tube. The lamp
was used to transfer the calibration of a Philips

18standard of spectral radiance into the shock tube.
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FIG. 4. Comparison of
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E. Visible spectrum apparatus F. Electronic system

The third axis (also shown in Fig. 3) was used
to record photographically the visible emission
spectrum of the shock-heated gas with a Bausch
and Lomb 1.5-m spectrograph on Kodak IF or
high-speed infrared film. An exploding-mire-
driven shutter" placed close to and in front of
the entrance slit was used to obtain a time-re-
solved spectrum and the opening and closing of
this blast shutter was monitored photoelectrically
at the zero-order image.

A block diagram of the electronic system is
shown in Fig. 5, together with a time axis indi-
cating typical times of events during a shock. The
electronics were divided into three sections that
were independently triggered at times which de-
pended on the shock speed and the speed of the
shutters. The arrival of the shock front at the
channel section and end-plug pressure transducers
provided pulses, which after amplifications and
delays were used to triggex, respectively, the
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FIG. 5. Top: Block dia-
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for the shock events.
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shutters for the absorption measurement and the
shutter for the 1.5-m spectrograph. The aperture
in the yoke passed the photodiode (see Figs. 2 and 2)
about 75 p, sec before the shock-tube shutters were
fully open. The signal from the photodiode, after
delays in two different circuits, was used to trig-
ger the lamps for the temperature and the photo-
absorption measurements. The delays were pre-
set so that the shutters opened and the lamps
fired during the time when the shock-heated gas
was in equilibrium.

The signals from the three photomultiplier
tubes, the two photodiodes, and the two pressure
transducers were recorded on Tektronix 555
dual-beam oscilloscopes.
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III ~ THE MEASUREMENTS

A. Shock-heated gas

Figure 6(a) gives oscilloscope traces of the
outputs of the end-plug pressure transducer (A
and D}, the Nel (6402 A) detector (B}, and the
Ho detector (C) for a typical shock. Trace A

begins when the shock front reaches the channel
section transducer, and has a sweep rate of 200
p, sec per division. The Mach number of the shock
is determined from this trace. Traces B, C, and
D are delayed with respect to A by 1505 p. sec, and
have sweep rates of 50 p. sec per division. The
numbers in Fig. 6 refer to traces B, C, and D,
and correspond to events that are partially listed
in Fig. 5.

At time 1 the incoming shock front reaches the
end plug, at time 2 the reflected shock front pass-
es the optical axis of the temperature-measure-
ment apparatus, and the emission from the
heated gas at the wavelength of Hn will be
seen by the photomultiplier tube. During the
period of about 40 p. sec until point 3, the gas is
far from local thermodynamic equilibrium (LTE)
conditions. The He intensity and the pressure
are slightly increasing. The Hn line is narrow
and not Stark broadened, which indicates that the
electron number density is low and that there are
too few electrons to reach LTE conditions at the
n=3 level in HI. The apparent temperature mea-
sured by the brightness-emissivity method at
Ho is 6500 K. Between points 3 and 4 the inten-
sity of Hn increases and the pressure becomes
constant. We would expect dissociation to be
completed during this period and that excitation,
ionization, and electron production take place.
The many electrons produced distribute the ener-
gy and the hot gas is brought into LTE. Between
points 4 and 5, the LTE plateau, the pressure is
constant, and the emission intensity both from
He and the NeI A,6402-A line are constant.

11 I 111111
12 3 4 8 956 7

FIG. 6. Oscilloscope traces of the signals from the
end-plug pressure transducer (A and D), the photomulti-
plier signals at the wavelength for the Ne i 6402-A. line
(B), and the H& line (C), (a) during a shock, and (b) with-
out a shock. Events at the numbers are explained in the
text.

At point 5 of Fig. 6 the shock front arrives a
second time at the test section, after being re-
flected at the contact surface. ' The emission
intensity is raised to a second plateau between
points 6 and 7, with an apparent temperature of
about 16500 K. At point g the electronic pickup
signal indicates the time when the flash tube for
the absorption measurements was fired.

B. Temperature

The temperature of the shock-heated gas was
determined by the brightness emissivity method"
using the He line and also using the A.6402.25-A
Ne I line. This method provides a measurement
that is independent of any knowledge of atomic
parameters.

The traces of Fig. 6(b) correspond to those of
Fig. 6(a) for a test run with no shock. The pulse
trace for the light from the FX-12 lamp can be
seen on these traces. For the temperature mea-
surements, the em is sivity was de te r mined from
the ratio between the pulse height above the emis-
sion of the shock-heated gas [Fig. 6(a), point 6]
and the pulse height obtained by flashing the FX-
12 lamp through the evacuated shock tube [Fig.
6(b)]. Over the course of the experiment, differ-
ent portions of the He line were used for the mea-
surements. The values of emissivity were deter-
mined to be within the range 0.3-0.8.

The measured temperatures determined from
He and the 6402.25-A NeI line were found to be
equal to within +2%. The temperature remained
constant between points 4 and 5 of Fig. 6(a). The



1810 H. P. PALENIUS, J. L. KOHL, AND W. H. PARKINSON

lower and upper excitation potentials of Ha are
10.2 and 12.09 eV, respectively. The excitation
potentials of the 6402.25-A Nei line (16.63 and

18.56 eV) are larger then the ionization potential
of atomic hydrogen. The fact that the excitation
temperatures of the NeI line and He are in agree-
ment is a strong indication that the assumption of
LTE is valid. "

C. Electron number density

The chemical equilibrium calculation (see Sec.
IVA) provides a value for the electron number
density. We made an independent check of these
results by determing the electron density from
the HP line profile. "'" This line is dominatly
Stark broadened. Doppler broadening, instru-
mental broadening, other broadening effects, "
and self-absorption were known to be minor and

were therefore neglected. The asymmetry of the
two halves of the profile was averaged. Although
we have only a limited amount of data, the mea-
sured electron density agreed with the chemical
equilibrium value.

The collisional processes must maintain the
LTE population distribution during the period of
the measurements. The minimum electron num-

ber density necessary to give LTE for a given
energy level is, according to Griem, "

N, & 1 x 10"Z'T'i'(aE)',

where T is in K, AE in eV, and N, in cm '. The
equation is believed to hold for the case where
the gas is optically thick for the resonance line,
homogeneous, and time independent. With the
measured electron number density, LTE condi-
tions could be expected for energy levels up to
around 12 eV, which just includes the upper level
of the He transition. Radiation trapping that oc-
curs for the high opacity of the resonance lines
may contribute to keeping the shocked gas in LTE.
Although the electron number density is not large
enough to satisfy relation (1) for the upper state
of the Nef 6402-A transition (3p[22],) at 18.6 eV,
the measured neon temperature agrees with the

Hn temperature.

D. Boundary layers

The heated gas behind the shock front was con-
sidered to be homogeneous during the LTE plateau
when the measurements were made. An indication
that the boundary layers are thin can be obtained
by comparing the brightness-emissivity temper-
ature for a transition involving the ground state
with the temperature determined from a transi-
tion that does not involve the ground state. If a

cool boundary layer is present, the ground-state
transition will result in a value of the emissivity
that is too large, because of the lack of emission
in the boundary layer. Consequently, the appar-
ent temperature from the ground-state transition
will be lower than the temperature derived from
a transition that involves only levels that are well
above ground and are not populated in the boundary
layer.

As boundary layers might have been a problem
in our measurements, temperature measurements
were made with different elements on a great
number of transitions having their energy levels
spread from the ground level up to 18.6 eV. The
same temperature within the experimental error
limits was measured with the FeI ground-level
transition (~3859 A), as with the excited-level
transitions in FeI, OI, HI, and NeI for shocks
of the same conditions. The Fe was introduced
as a 0.01% admixture of Fe(CO), . The agreement
a.mong the measurements, especially for transi-
tions out of both the ground and excited states, is
a strong indication that boundary layers were
negligibly thin.

E. Visible spectrum

In order to check whether hydrogen from the
shock-tube driver section reached the test region
during the measurements, shocks were fired with

oxygen replacing hydrogen in the test-gas mix-
ture. From the visible spectrum, no detectable
hydrogen was found during the period of the mea-
surements either as an impurity or from the
driver gas. Taking into account the transition
probabilities of the HI Balmer lines and the OI
lines at 7772 A, we concluded that the density of
any hydrogen impurity was at least two orders
of magnitude lower than the densities required
for the measurements of the HI photoionization
cross section. This amount of hydrogen impurity
would not affect significantly our HI photoioniza-
tion cross section measurements or those of C I,
NI, and OI.

IV. RESULTS AND DISCUSSION

A. Methods of analysis

Atomic hydrogen was the dominant photoab-
sorber in the shock-heated hydrogen and neon gas
mixture for wavelengths between 911 and 609 A.
Neon absorption was measured to be negligible
except for wavelengths near the NeI resonance
lines. Rayleigh scattering (see Sec. IV B) by
neon is also expected to be negligibly small for
all wavelengths used. Our chemical equilibrium
calculations show that the density of H, is six
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orders of magnitude lower than that of HI. We
do not see any spectral lines of H, .

Therefore the atomic photoionization cross sec-
tion of HI could be derived from the usual expres-
sion,

o „=—(1/nl)in(lg/Io„).

The number density of atomic hydrogen in the
ground level, n, was determined by a chemical
equilibrium calculation. The column length l was
taken as equal to the shock-tube diagonal; the ef-
fect of boundary layers was neglected, since it
was believed to be small. The rato between the
transmitted intensity Iz and the incident intensity
Ipp was determined photographically.

The parameters of each shock-heated gas that
was used in the HI photoionization cross-section
determination are given in Table I (shock Nos.
1-5). These shocks were selected from a total
of nine shocks on the basis that the five had a full
set of diagnostic measurements. We found that
it was possible to obtain a full set of diagnostics
only for shocks of approximately the experimental
conditions of these five shocks. For example,
the NeI shock emission was not observed at lower
temperatures. Shock No. 6 (also described in
Table I) did not have a NeI temperature measure-
ment and was excluded from the final data. How-
ever, the data analysis for this and the other
shocks with incomplete diagnostics yielded H I
photoionization curves that fell within the 20/0
error limits (discussed in Sec. IVC). We con-
cluded that the reliability of our techniques does
not depend strongly on the particular shock-tube
conditions used.

The shock Mach numbers were about 8. The
measured pressure was 5-8% higher than the
pressure derived from the measured Mach num-

ber and the Rankine-Hutiniot equation. Bengtson
et a/. "found a similar discrepancy. The mea-
sured temperatures were lower by about 10-20%
than those derived from the Rankine-Huginiot
ideal-gas equation. This discrepancy is to be ex-
expected for a mixture of hydrogen and neon.

During the LTE plateau (see Sec. III A) we as-
sume chemical equilibrium exists and that the
measured temperahire describes the velocity dis-
tribution of atoms and ions, the distribution
among bound states, and the distribution among
ionization stages. The number densities of the
atoms, ions, molecules, and electrons that
comprise the shock-heated gas were derived from
the known initial concentrations and the measured
temperature and pressure with a chemical equi-
librium computer code. This iterating program
uses the Saha equation, the ideal-gas relation,
and the charge-neutrality relation. The partition
functions used in the program were taken from
Drawin and Felenbok, "and other parameters
such as ionization potentials, dissociation ener-
gies, and molecular constants were taken from
various reliable sources. " '

Our assumption of LTE is based on the agree-
ment between the excitation temperatures of He
and the 6402.25-A NeI line (see Sec. III B), the
fact that the measured shock emission intensity
is nearly constant during the LTE plateau, and
the agreement between the measured electron
density and the value determined from the chemi-
cal equilibrium calculation (see Sec. III C).

Figure 7 shows an example of the photographic
density of the Kodak 101-01 films that were used
to measure the photoabsorption spectrum of the
shock-heated gas. The six curves represent the
following: exposure of the background continuum
through an evacuated shock tube, three exposures

TABLE I. Parameters of shock-heated gases.

Parameter
Shock No.

Uncertainty

H in Ne (Vp)

Temperature (K)

Pressure (Yorr)

N, (10 cm )

+H (10 cm )

+N+ (10 cm )

nH+ (10" cm ')

(10~6 cm 3)

(10~0 cm 3)
2

1.52

12 300

2700

2.0

2.1

1.02

1.61

1.51

12 300

2600

2.0

2.2

5.8

1.00

1.58

2.03

12 200

2600

2.0

2.9

4.6

1.20

1.67

2.01

12 200

3100

2.4

3.0

4.9

1.33

1.82

2. 02

12 600

2500

1.9

2.5

. 7.1

1.33

2.04

0.72

10 600

3300

3.0

1.8

1.12

0.46

+1%

y4%

+5%
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for those containing hydrogen. The density curves
for the shock exposures were therefore normal-
ized for all wavelengths by a constant factor
which was determined by comparing the exposure
for transmission through the evacuated shock
tube to the shock exposure for several wave-
lengths in the wavelength region well above 920
A.

B. Results

~ lOO'/o T

SHOCK OF
~a ' &', -~PURE Ne

~ 72%T

SHO(.K OF

~

~

o I.5%H in Ne'

40.5% T

G.z I-

I

l OOO

AAVELENGTH (A)
7OO

~s—~ l4/ T

FIG. 7. Measured film densities for photographic ex-
posures of the absorption spectrum of a shock-heated H
and Ne gas mixture, and a similar exposure for shock-
heated pure neon. The densities for four calibration
exposures are also shown. The lines are drawn between
the experimental points to aid the eye.

of the continuum from the lamp attenuated by
mesh filters of known transmissions, an exposure
for transmission through shock-heated pure neon,
and an exposure for transmission through a typi-
cal hot hydrogen and neon gas mixture. The shock
in pure neon did not reach LTE conditions at the
timeof exposure because the electron number
density was too low. The densities follow the in-
tensity variation of the background flashlamp.
The wavelengths have been carefully chosen to be
in regions with a structure-free continuum in
order to avoid measurements near the absorption
lines where the flashlamp intensity varies from
flash to flash.

The intensity in the observed wavelength region
longer than the photoionization threshold was al-
ways somewhat lower when the lamp was flashed
through the shock-heated gas than when the lamp
was flashed through the evacuated shock tube.
This effect could be due to misalignment caused
by vibrations of the system produced when the
squib was fir"ed or to a difference between the
flashlamp condition with and without a shock. This
effect was seen both for shocks in pure Ne and

The measured values are collected in Fig. 8,
where the absolute photoionization cross section
of atomic hydrogen (in Mb) is ptotted versus
wavelength. The observed data points for five
different shocks are plotted for 17 different wave-
lengths, and the average values of each wave-
length are also marked. The curve represents
the theoretical values and the dotted lines mark
+20k excursions from the theoretical curve. Al-
most all observations are within 20%, the aver-
age points are in closer agreement with theory
and fall within the expected experimental uncer-
tainties (see Sec. IVC). The observed average
values are given in Table II, together with the
theoretical values that were calculated from the
theoretical expression given by Ditchburn and
Opik" and the Gaunt factors tabulated by Karzas
and Latter. "

Our data show a small tendency to be system-
atically higher than the theoretical values for
wavelengths shorter than about 750 A. Because
additional photon loss could be due to Rayleigh
scattering from the many Ne atoms, the cross
section for this scattering was calculated. " The
semiempirical calculations used the available
data for the ground-state f values' ~" and for the
continuum photoionization cross section36 of Ne I,
and expressions similar to those given in Refs.
37 and 38. However, the calculated cross section
for Rayleigh scattering was found to change our
measured cross section by only about 1% for
X&750 A,

There is also a very small tendency towards
a systematic discrepancy between our measure-
ments and theory for wavelengths around 850 A.
This region corresponds in wavelength to the
location of the hydrogen atom-atom radiative re-
combination continuum. The extreme- shock
emission has been found to give a weak continuum
for A. & 915 A, which could be measured only with
much wider spectrograph slits than were used
for the absorption measurements. The measured
emission around A.850 A was found to be larger
than that at higher and lower wavelengths. From
a limited amount of data it appears likely that
the shock emission would explain the systematic
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discrepancy around A.850 A between our measure-
ments and theory. No compensation for these
absorption and emi ssion effec ts has been made
in the presented results.

The experimental data points of Beynon and
Cairns" and of Beynon" are also given in Fig. 8.
The latter measurements are substantially lower
than the present results.

It is sometimes customary to compare the
photoionization cross section per atom of diatomic
molecules to the photoionization cross section
of the constituent atoms. In the case of hydrogen,
there is a large difference between the measured
molecular cross section per atom of Cook and
Metzger" and the atomic cross section. This
difference is not surprising for the wavelengths
of this work or even much shorter wavelengths,
because both electrons of H, are envolved in the
molecular bond.

C. Errors

To establish the expected accuracy of the H I
photoionization cross-section measurements, we
have estimated the uncertainties in the transmis-
sion I/Io of the shock-heated gases and the un-
certainty in the product nl. The errors in the
individual quantities were related to the errors
in the cross section o, using Eq (2). Un. certain-
ties are given for several representative wave-
lengths, because the uncertainty in cr depends on
the magnitude of I/Io, which increased with de-
creasing wavelength.

For each film, a plot of film density D versus
the logarithm transmission of the calibration mesh
filters was determined for the wavelength of each
data point of Fig. 8. A measurement of D at a

wavelength of interest for a shock absorption ex-
posure was used to d etc r mine the trans mission
of the shock-heated gas through a comparison to
the appropriate calibration curve. For a constant-
intensity light source, a comparison at one value
of density is sufficient to determine I/Io. An

alternate method that requires two comparisons,
one for I and another for I„introduces additional
uncertainties. The uncertainty in transmission
that corresponds to a given uncertainty in film
density can be determined from the expression
D=yl og(I/I, )+C, an evaluation of the slope of the
calibration curve y, and an evaluation of C, the
film density for 100%%ug transmission. Our uncer-
tainties in values of D result from a +2% uncer-
tainty in interpolating between calibration points,
an estimated +2% nonuniformity across the film,
a +0.5% error in the mesh filter calibration, and

the uncertainty in the film calibration curve owing
to the +5% uncertainty in the reproducibility of
the flashlamp. For our area of interrogration on
the film of 2 x 10 ' cm' and film densities )0.5,
we expect an uncertainty in D owing to grainularity
of +0.3%. ' The values of the photometric errors
given here were estimated by comparing several
exposures on one film of single flashes of the
lamp. Assuming independent errors, the photo-
metric uncertainties in the apparent transmission
are +6/p, +5/p, +6%, and +6% for wavelengths of
900, 800, 700, and 610 A, respectively.

Because the intensity of the flashlamp was lower
for the conditions during a shock compared to the
intensity through the evacuated shock tube (see
Sec. IV A), a correction factor was applied to the
apparent transmission of the shock-heated gas.
At least ten measurements of the correction
factor were made, with uncertainties in each
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TABLE II. Comparison of measurements and theory.

Standard

0'
theor

(Mb) I Mb)

(T —0'
expt. Iheor

error
from

theory (%)

862
850
838
822
808

798
777
752
712
691

660
649
636
623
609

(6.28)
6.25
6.16
5.62
5.98

4.85
4.83
4.60
4.19
4.40

4.73
4.09
3.89
3.93
3.22

2.99
2.82
2.81
2.57
2.23

6.31
6.28
2.15
5.83
5.61

5 24
5.05
4.79
4.58

4.42
4.12
3.79
3.25
3.00

2.64
2.53
2.39
2.25
2.12

—(0.03)
—0.03

0.01
—0.21

0.37

—0.59
—0.41
—0.45
—0.60
—0.18

0.31
—0.03

0.10
0.68
0.22

0.35
0.29
0.42
0.32
0.11

Average

' Extrapolated value.

0.03

measurement of about +13/~ and an uncertainty in
the mean of about +4k. There was also a +5 j~

uncertainty owing to fluctuations in the shape of
the lamp intensity curve. Our estimate of these
fluctuations was determined from density-versus-
wavelength plots for a shock in pure neon com-
pared to a calibration exposure such as the 72/~

transmission exposure of Fig. 7. Assuming in-
dependent errors, the most probable errors in

I/I, are +9%, +8%, +9%, and ~9% for 900, 800,
700, and 610 A, respectively.

There is substantial evidence that the shock-
heated gas behind the reflected shock front during
the temperature and pressure plateau was in 3
state of LTE. The uncertainty in the atomic hy-
drogen number density determination was due
mainly to the errors in the temperature measure-
ment, the pressure measurement, and the error
in the initial gas mixture concentrations. The
accuracy of the brigthness emissivity tempera-
ture measuremen'ts were limited by the accuracy
of the absolute standards, the uncertainty in the
absolute current measurements using oscillo-
scopes and precision resistors, and the presence
of boundary layers. %e estimate an uncertainty
of +2% in the average value of temperature deter-
mined from two measurements for each shock.

This estimate compares favorably with the error
analyses of others for the brightness emissivity
method. ~''~' Further confidence in our estimated
accuracy of the temperature measurements
stems from the 2% agreement in the two mea-
surements for each shock (see Sec. III 8). We
estimate a 4% uncertainty in our measurements
of pressure. The accuracy of the calibrations of
piezoelectric pressure transducers as supplied
by the manufacturer is well established. "' The
uncertainty in the initial gas mixture concentra-
tions, taking into account the accuracy of the
pressure gauges, is about +1%. Prom these er-
rors and from the fact that the electron number
density calculated with the chemical equilibrium
program agreed to within 5$& with the measured
electron number density, we estimate a most
probable error in the hydrogen number density
determination of about +8%.

Using Eq. (2) and assuming independent errors,
we find a most probable error in the HI photoion-
ization cross section for the data of each shock
of +8% +10% +13% and +20% for measurements
near the wavelengths of 900, 800, 700, and 610 A,
respectively. The dependence on wavelength is
due to a systematic tendency to have more ab-
sorption for the longer wavelengths. The random
errors for the average data points of the five
shocks would be reduced by a factor of 0.45.

In addition to the above errors, there were
systematic errors. The errors in cr owing to the
gas flow out of the openings in the shock tube
should be less than +4/o (see Sec. II 8) and those
owing to boundary layers less than +2%. These
two effects are to some extent compensated by
the observed shock emission. The effect of this
was found to vary with wavelengths from about
-5% at the series limit to a maximum of about
-10j~ at 850 A, followed by a rapid decrease with
wavelength, becoming smaller than -2% at 800 A.
No compensation for these absorption and emis-
sion effects has been made to the results pre-
sented here.

An overall estimate was made of the uncertain-
ties in the average absolute determinations of
the cross section. These are about +8~/~ for wave-
lengths near the series limit, +6% to -15'P~ from
about X850 down to about 800 A, and then, for
shorter wavelengths, +14% to -9/o. Treating the
theoretical curve as a standard, we give the per-
cent standard error in Table II. Most of the mea-
sured average values for A. &712 A fall within the
expected uncertainty limits. However, the values
for A. & 712 A have somewhat larger discrepancies
than the most probable errors given here. A
possible explanation is that the errors have not
accumulated in the most probable way. For
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example, if the random sign uncertainties of the
individual shocks accumulate to give a +15% error
in the mean, that error and the systematic errors
would give a possible +2+~ error in a. This would
account for the difference between theory and
experiment. Another possible explanation is that
the calculations of Rayleigh scattering are im-
precise and that the additional reduction in trans-
mission is due to Hayleigh scattering.

V. SUMMARY

Our newly constructed shock-tube for the
extreme ultraviolet has been used to measure
absolutely the photoionization cross section of
atomic hydrogen. The agreement between the
observed and the theoretical values demonstrates
the capability of the apparatus described in this
paper for making absolute photoabsorption mea-
surements with uncertainties in the +(7-20)fo

x'ange. Our program to measure the absolute
photoionization cross sections of OI, CI, and
NI will continue after some further improvements
of the apparatus.
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