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The diffusion coefficient for thermal electrons in neon has been measured by the direct sampling technique of
Cavalleri. The result is compared with recent experimental determinations, which show a large scatter by
comparison with similar data in other gases, and with values calculated using theoretically derived cross
sections. There is satisfactory agreement with the value calculated using a cross section that has been derived
from drift-velocity data through a direct application of modified effective-range theory. An analysis of the
effects of Penning ionization on the measurement has been made from which the lifetime of the *P, neon

metastable has been estimated.

I. INTRODUCTION

Measurements of the diffusion coefficient of
thermal electrons in neon at room temperature
and below are important because of the informa-
tion they provide regarding the behavior of the
momentum-transfer cross section for electrons
having energies less than 30 or 40 meV. The
cross section at low energies is difficult to deter-
mine through drift-tube experiments alone because
of the difficulty of achieving experimental condi-
tions that enable good accuracy to be achieved
when the mean energy of the electrons only slightly
exceeds 3«kT. The cross section in neon is known
to decrease rapidly below 1 eV. At the lowest
energies for which experimental data are available,
its value is of the order of 5X107'® mm?2.' This
low value is to be compared with the cross sec-
tions for the other monatomic gases at similar
energies (that is, 30-40 meV), which are 10-20
times as large.? As a consequence of this and the
small average energy loss per collision (one-fifth
that for helium), the mean energy of a swarm is
three or four times the thermal value at the lowest
values of E/N and the lowest temperature (77 K)
for which reliable drift data are currently avail-
able. This is the reason why it has not been pos-

- sible to place error limits on the cross section
determined from drift experiments at energies
less than"40 meV. One way of extending this range
is by making measurements of the diffusion coeffi-
cients for thermal electrons at reduced tempera-
tures.

The available data for the diffusion coefficient
at thermal energies are conflicting. Nelson and
Davis?® list the results of five determinations of
the coefficient prior to their own work, there being
a factor of 2 between the largest and smallest
values. The application of their own method to
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neon did not clarify the situation, since their re-
sults are scattered by +30% about the mean value,
in contrast to their measurements for other gases
where the spread of the data is usually less than
5%,

The experiments described here were undertaken
in an attempt to resolve the unsatisfactory situa-
tion regarding the experimental data at room tem-
perature. The application of the new result to the
determination of the e-Ne scattering cross section
at very low energies is discussed in a later paper.

For several reasons, the application of Caval-
leri’s technique* to neon is less straightforward
than to helium. Section II describes the modifica-
tions that were made to the apparatus used by
Gibson, Crompton, and Cavalleri® to improve the
experimental accuracy of the basic method, while
Sec. III describes its application to neon and the
additional problems that were encountered. Al-
though these problems restricted the range of the
experimental parameters that could be used, it
was possible to make measurements from which
the diffusion coefficient can be determined in the
pressure range between 10 and 15 kPa. The re-
sults of these measurements are given in Sec. IV.
In Sec. V, the new result is compared with pre-
viously published results.

II. EXPERIMENTAL DETAILS

Apart from the calibration system described
subsequently, the apparatus is the same as that
described by Gibson et al.> The gas used was
Matheson research grade neon. Measurements
were made in a laboratory whose temperature
was controlled to within +2 K; the fluctuations in
the cell temperature, which was monitored with a
copper-constantan thermocouple, were less than
+1 K. Since the momentum-transfer cross sec-
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tion ¢,, is approximately proportional to the elec-
tron speed at low energies, the diffusion coeffi-
cient D is insensitive to small variations in the
gas temperature, and errors from this source
were negligible.?

The attenuators used by Gibson et al. to over-
come possible nonlinearity in the detection system
were found to exhibit sporadic changes in attenua-
tion coefficient that were attributed to variations
in the contact resistance of the switching relays.
In the present experiments, the need for the at-
tenuators was avoided by improving the linearity
of the detection system.

Two calibrating systems were used to establish
the linearity of the entire system beyond the photo-
multiplier, that is, the preamplifier, pulse-shaping
amplifier, sample-and-hold circuit, and analog-
to-digital converter. In the first system, an Ortec
448 Research Pulser was used to generate pulses
having known relative amplitudes, and the corre-
sponding numbers of counts from the ADC re-
corded in equal intervals of time were compared.
The accuracy of this method of calibration was
better than +0.025% of full scale. The linearity of
the detection system was found to be better than
£0.04% from 2 to 10 V. Below 2 V the nonlinearity
increased, but this was outside the range of input
signals which were accepted.

The second method employed a light-emitting
diode (LED), placed within the light-tight box con-
taining the diffusion cell and photomultiplier. By
applying alternating pulses of approximately 100
and 200 nsec to the LED, light pulses differing in
total output by approximately a factor of 2 were
produced and could be used to replace those that
resulted from the ionization and excitation pro-
duced by the density-sampling pulse acting on the
residual electrons in the cell. The duration of
each pulse is short compared to the time constant
of the output circuit of the photomultiplier; the
photomultiplier signal is thus proportional to the
total light emitted by the LED. The linearity of
the system was checked by varying the signal
levels from the photomultiplier, either by varying
its gain or by placing attenuators between it and
the preamplifier. The system was also used to
check the performance of a noise-subtraction sys-
tem by which the signal produced by fluorescent
light from the x-ray pulse is subtracted from the
total signal recorded during a density-sampling
pulse. The linearity figures obtained by this meth-
od confirmed those from the first, more precise,
technique.

III. DIAGNOSTICS AND OPERATING CONDITIONS

The decay of electron number density in the cell
can be affected by stray electric fields, space

charge due to the x-ray ionization (primary space
charge), space charge caused by the density-
sampling pulse (secondary space charge), the ef-
fects of residual impurities in the gas sample,
reflection of electrons at the boundaries, and dif-
fusion cooling. In addition, it is essential to make
measurements of the decay only after sufficient
time has elapsed to ensure that the electrons are
in thermal equilibrium and higher-order diffusion
modes have decayed. Each of these effects re-
stricts the range of operating parameters that may
be used, so that it is necessary to examine the
results for the influence of each of them in order
either to adjust the experimental conditions to
eliminate them, or to make appropriate correc-
tions.

A. Thermalization and diffusion modes

The free electrons created by the x rays have
energies as high as 10 keV. In order for the diffu-
sion to be determined solely by the temperature
and nature of the gas, these electrons and their
progeny must lose energy until they are in thermal
equilibrium with the gas. A theory whereby ap-
proximate thermalization times can be calculated
from values of W (drift velocity) and D/u (ratio of
diffusion coefficient to mobility) is given in Ap-
pendix I, together with the resulting values for He
and Ne,

The thermalization time is inversely proportion-
al to pressure. Consequently, it is possible, in
principle, to work at pressures that are suffi-
ciently high to ensure that lack of thermalization
does not affect the measurement. However, there
is a limit to the maximum pressure that can be
used because, as the pressure is increased, the
voltage of the sampling pulse must be increased.
Present equipment permits a maximum pressure,
in neon, of about 20 kPa. The thermalization time
at this pressure is of the order of 10 usec. This
value is about 50 times greater than for helium at
the same pressure, the difference arising from the
fact that the cross section at thermal energies and
the average energy loss per collision for neon are
about %o and —; , respectively, of the corresponding
values for helium.

Since, in analyzing the time dependence of the
electron density, it is assumed that the amplitudes
of higher diffusion modes are negligibly small,
the presence of such modes may be a significant
source of error if the electron-density sampling
is performed too soon after the initial ionization.
The first higher-order diffusion mode has a time
constant + that of the fundamental. Thus, by de-
laying the first measurement of relative density
until the time elapsed after the initial ionization
is equal to the time constant 7 of the fundamental
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mode, the amplitudes of the higher modes will
have decayed until they are less than 0.03% of the
fundamental.*

The effects of lack of thermalization and higher
diffusion modes can be separated by varying the
pressure. The diffusion time constants are di-
rectly proportional to pressure, whereas the
thermalization time is inversely proportional to
it. Thus, if the diffusion time constant is deter-
mined at several pressures from measurements
made at delay times that are always constant
fractions of 7, any variation in the measured value
must be attributed to lack of thermalization and
not to higher diffusion modes. A pressure can
therefore be chosen for which there is no mea-
surable effect of lack of thermalization. Subse-
quently, delay times are selected in order to avoid
the influence of higher diffusion modes.

B. Primary space charge

If either the x-ray energy or pulse duration is
sufficiently large, space charge resulting from the
positive ions produced during the initial ionization
will measurably slow the decay of electron den-
sity. In order to isolate this effect from other
effects such as those described in the next section,
it is necessary to keep the fotal rate of charge
production constant while the initial level of ion-
ization is varied. This is achieved by adjusting
the magnitude of the sampling pulse so that the
light pulses are maintained at a constant level
independent of the initial conditions.

The effect of varying the primary space charge
by varying the x-ray pulse duration is shown in
Fig. 1. There is a small, apparently linear, de-
pendence of the time constant on the level of initial
ionization which leads to a small (~0.3%) error at
the lowest level used. It can be seen from the
figure that negligible error is made in determining
the true value by linear extrapolation to zero ini-
tial ionization.

C. Secondary space charge and charge replenishment

Following the application of the sampling pulse,
the number density of the electrons and ions in the
cell is large by comparison with the number pro-
duced in the initial ionization. The electron den-
sity rapidly decays, but the residual positive space
charge may influence the free diffusion of the elec-
trons in the next measurement. Since it is not
possible to apply a clearing field in these experi-
ments (cf. Ref. 4), reduction of the positive-ion
density to a negligible level takes place only by
diffusion, and hence the effect of secondary space

charge is altered by the repetition rate of the
experiment. For sufficiently fast rates, the mea-
sured diffusion time constant is found to increase;

‘in the limiting case, at very high repetition rates,

the onset of ambipolar diffusion causes the elec-
trons to diffuse at the same rate as the ions. It is
therefore essential to choose repetition rates that
are low enough to avoid significant secondary space
charge effects. However, the rate cannot be re-
duced indefinitely for the following reason.

The presence of stray electric fields within the
cell, even though weak, may cause rates of elec-
tron loss comparable with those resulting from
free diffusion. In the present experiments, this
problem is overcome by the self-compensating
nature of the glass cell, whereby any stray field in
the cell modifies the motion of the electrons and
ions created by the sampling pulse in such a way
that their final distribution tends to cancel the
stray field.® This self-compensating mechanism
requires a continual application of charge resulting
from the sampling pulse in order to replace that
lost by leakage through the glass walls. At slow
repetition rates the replenishment of charge to the
walls becomes inadequate, and the drift resulting
from fields produced by uncompensated charges on
the walls would be expected to cause an additional
electron loss and hence a decrease in the mea-
sured time constant.

The behavior of the measured time constant 7
as the repetition time ® is varied is shown in Fig.
2. The very steep rise below ® =2.5 sec is due to
secondary space charge retarding the electron
diffusion. The decrease in time constant at long
repetition times is not so pronounced but is indi-
cated by a drop in 7 at ® =8 sec. Very little data
were taken in this region due to the very long times
necessary to obtain reasonable accuracy. The
plateau between 2.5 and 5 sec provides a suitable
region in which to operate at this pressure without
the danger of either drift fields or space charge
affecting the result.

32 — Ne
13.38 kPa
31—
T
(us)
30
20 I [ [ ] |
[ .2 .4 .6 .8 1.
No

FIG. 1. Variation of the measured electron-diffusion
time constant 7 with relative initial electron number #,.
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D. Penning ionization of impurities

Molecular impurities in the cell may be ionized
by metastable neon atoms which are created by the
x-ray burst. Since a single exponential is assumed
when analyzing the results, any additional elec-
trons produced in this way will cause a change in
the measured time constant 7 as the time interval
between the x-ray and sampling pulses (the sam-
pling time) is varied, unless the time constant for
decay of the metastables happens to coincide with
the diffusion time constant 7,.* The effect of impuri-
ties is considered to be negligible if there is no
significant variation of 7 as the time interval is
increased from one to three or four time con-
stants.

Figure 3 shows the results taken at 6.69, 10.04,
and 13.38 kPa., The variation of 7 with the sampling
time is consistent, at least qualitatively, with
there being electron production by Penning ioniza-
tion, the time constant for the decay of the meta-
stables being larger than 7, even at the highest
pressure. At the highest pressure, the effect of
metastable ionization is seen to be negligible for
sampling times less than about 47,, while there
is a plateau extending from 47, down to about
1.57, where the measured time constant is in-
dependent of the sampling time S, the values at
times less than 1.57, being affected by lack of
thermalization. As the pressure is reduced, the
plateau is reduced from both ends; larger values
of S are required before adequate thermalization
is achieved, while the metastables begin to affect
the measurements at smaller values of S.

Although the results recorded at the highest
pressure indicate that there is an adequate range
of values of S over which the diffusion coefficient
can be measured without serious error from either
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FIG. 2. Behavior of the measured electron-diffusion
time constant 7 when the repetition time ® of the experi-
ment is changed. The onset of the effect of drift fields

is suggested by the value at ® =8 sec and was confirmed
in later experiments.

effect, we have carried out an analysis to see
whether the shapes of the curves taken at different
pressures can be predicted theoretically in terms
of Penning ionization of an impurity. This has
been done primarily to determine what effect the
presence of Penning ionization has on the accuracy
of the value of 7, obtained from the plateau in the
13.38-kPa curve.

The process whereby the two metastable states
°P, and °F, of neon are created and destroyed is
complex when the neutral number density is within
the range of the present experiments. Massey,
Burhop, and Gilbody® have summarized the reac-
tion rates for the competing processes as deter-
mined by Dixon and Grant” and Phelps.? On the
basis of their work, we make the following simpli-
fying assumptions: (a) the decay of the metastables
responsible for the Penning ionization obeys an ex-
ponential law with essentially a single time con-
stant; (b) even at the highest pressure, de-excita-
tion of the metastables is predominantly via a
two-body process involving collisions with neon
atoms. The first assumption, whose validity will
be tested finally by the adequacy of the fits to the
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FIG. 3. Variation of the measured electron-diffusion

time constant 7 with differing sampling times S for three

pressures.
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experimental curves, would be applicable if the
population of the 3P, state were to predominate in
our experiment as in those of Phelps; in any case,
the rate of loss of metastables tends to be domi-
nated by the decay of the 3P, population, because
a fraction of the shorter-lived °F, metastables
decays to °F,. The second assumption is rea-
sonable in view of the magnitudes of the two- and
three-body coefficients cited by Massey et al.;
even if it is not strictly valid, it introduces no
great error in the subsequent analysis because
of the relatively restricted range of pressure
used.

When the total electron population 7 in the cell
is supplemented by the Penning ionization of an
impurity, the equation describing # is [cf. Eq. (8)
of Ref. 4]

dn

nD
‘E=—F+BN N*e-'/fm, 1)

im* Yo
where A? is the cell constant (see Sec. IV), Ny,
the number density of the impurity, N;‘ the initial
metastable number, 7, the time constant for the
decay of the metastable population, and S the
metastable deactivation rate through Penning icn-
ization for unit number density of metastable atoms
and impurity molecules. Equation (1) is derived
on the assumption that the influence of higher-
order diffusion modes can be neglected (i.e., the
equation applies to times greater than the funda-
mental diffusion time constant) and that, as al-
ready stated, a single exponential adequately de-
scribes the decay of the metastable population.
The general expression for the time constant
7n for the decay of the metastable population is
given by

Thl =D, /A% + YN +ON2 + gN, . 2)

With the low impurity levels expected in these ex-
periments (S1 ppm), and because of assumption
(b) above, the fourth the third terms (correspond-
ing to Penning and three-body de-excitation, re-
spectively) are very much less than the two-body
term yN. Similarly, since the time constant for
diffusion of the metastables is of the same order
as that for unexcited atoms (that is of the order
of seconds at 10 kPa), D, /A? is negligibly small.
Thus

T =N, ®3)
that is, 7, is proportional to 1/N.
The solution of Eq. (1) is

*
'i’l:Ae—t/TD+ BNimNQ e-—t/‘rm

1/17,-1/7, ’ @)

where A is a constant and 7,=A%/D is the time con-
stant for diffusion of the electrons.

We now wish to use Eq. (4) to predict the experi-
mental curves shown in Fig. 3. The experimental
data presented in this figure were derived from

"measurements of the ratio #n(S)/n(S +At) of the elec-

tron populations recorded for the sampling times
S and S +At. On the assumption that the decrease
in population is due solely to diffusion, an effec-
tive time constant 7 was calculated from the equa-
tion

n(S)/n(S +At) =/,
that is,
Al

"= W[rG)/n +a8)

From Eq. (4) it follows that 7 can be calculated in
terms of 75, 7,, and a constant B (which is a func-
tion of gas pressure and composition) from the
equation

At
"= Tale 5 s Be 5 m) (e S5 s B® ST
(5a)
where
BN, NE/n,
B=—-—m'0’"0 -
l/TD - l/Tm ( )

In what follows, it is assumed that N}/n, is inde-
pendent of the gas number density N.

The following two model cases are considered:

a. Ny, proportional to N. This situation would
occur if the getter used to maintain the purity of
the gas sample® were fully effective in removing
molecular impurities, but the gas samples con-
tained as an impurity a low concentration of a
heavier rare gas with an ionization potential lower
than the metastable level in Ne (~16.5 eV). The
most probable candidate is Ar, which an assay of
a typical sample of the gas shows to be present at
less than 1 ppm. In this event it follows that if
measurements are made with a number density
N, at which 75, 7,, and B have the values Tp , Tm,
and B, the corresponding values when the density
is changed to N, =RN, will be

Tp. =RT Tm.=Tm /R
D2 D1 ’ my ml/
and

B R l/TD _I/Tm
2= l/R'rDI-R/-rml By.

By scaling the parameters in this way and choosing
values that lead to the best overall fit to the data
recorded at the three pressures, we obtain the set
of curves shown by the solid lines in Fig. 3.

b. N, independent of N. The second possibility
considered is that which corresponds to a molec-
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ular impurity held at a constant partial pressure
within the cell by the action of the getter. Not-
withstanding the fact that the cell was baked for a
long period at 200°C, the possibility of Penning
ionization arising from such an impurity (e.g.,
water vapor) cannot be ruled out, because of the
extremely low levels required for the effect to be
measurable. On this assumption,

B - 1/‘rD —I/Tm B
2” l/R'rL,l--R/T,,,1 L

the scaling for 7, and 7, being as before. The
dashed curves of Fig. 3 show the best fits to the
data with this assumption. It can be seen that the
fit is somewhat better than that obtained on the
basis of the first assumption, although the corre-
spondence between the calculated and measured
curves for the highest pressure is not completely
satisfactory.

The inclusion of a significant contribution from
three-body de-excitation (for example, 20% of the
total at the highest pressure) with a subsequent
modification of the simple scaling law for 7,, [Eq.
(3)] was found to produce only a slight modification
to the curves, because of the relatively restricted
pressure range.

Notwithstanding the oversimplification repre-
sented by the analysis, its success in predicting
the 7-vs-S curves obtained at the three pressures
suggests that the upcurving at late times is ex-
plicable in terms of a metastable ionizing process,
probably of an impurity present with constant par-
tial pressure. The value of 7, obtained from this
analysis (~180 pusec at 10 kPa) is of the right order
when compared with Phelps’s results for the de-
excitation rate of °P, atoms.

The analysis also allows an estimate to be made
of the influence of metastable ionization on the
result for 7, calculated from the value of 7 mea-
sured under the most favorable experimental
conditions, that is, with S ~37, and p =13.38 kPa.
Assuming the validity of model &, which predicts
somewhat greater upcurving for this sampling time
than is observed experimentally, the error is
about 0.5%.

E. Reflection at the cell walls

A further source of error may arise from the
assumption of zero electron density at the walls.
The breakdown of this assumption, as a conse-
quence of significant electron reflection, can be
investigated by measuring ND at various pres-
sures since, as discussed in Ref. 5, significant
reflection would lead to a pressure dependence of
this product. In the present experiments, however,
an investigation of the pressure dependence would

not have been possible, because of the limited
range of pressure over which ND could be ac-
curately determined (see Sec. IITA). Further-
more, the investigation was not necessary since
the same glass cell was used as for the experi-
ments in helium, in which no pressure dependence
was observed over a sixfold change in pressure,
the extended pressure range providing a more ade-
quate test for evidence of electron reflection.

F. Diffusion cooling

The effect of diffusion cooling on measurements
of this type has been investigated experimentally
in argon by Crompton and Rhymes® and theoretical-
ly in helium, neon, and argon by Leemon and
Kumar.!® The experiments in argon demonstrated
variations in the measured values of ND of more
than a factor of 2 over the range of pressures used,
whereas no measurable change had been observed
in the earlier experiments in helium.® The experi-
mental observations in these gases are in good
agreement with theory. In the case of neon, theory
predicts that the effect of diffusion cooling will be
more evident than in helium, but not greatly so.

At first sight this is surprising, since the effect
depends, to first order, on the thermal coupling
between the electrons and the gas. The coupling is
much smaller for neon than helium, because both
the cross section and average energy loss per
collision in this energy range are considerably
smaller. However, these factors are offset by
the energy dependence on the cross section, the
cross section increasing approximately as the
electron speed. When the cross section is directly
proportional to the speed, theory predicts the
absence of diffusion cooling.'® Taking the best
current estimate for the cross section in the ther-
mal region,'* Leemon and Kumar predict that,

for our cell dimensions, the asymptotic value of
ND is reached at about 16 kPa, and that a reduc-
tion of about 1% can be expected in the value mea-
sured at 13.38 kPa. Unfortunately, the disap-
pearance of the plateau in the 7-S curves at the
two lower pressures makes it impossible to es-
tablish experimentally the magnitude of the effect
in neon, but the agreement between theory and
experiment in the case of argon, which is a more
severe test of the theory, supports the theoretical
predictions and suggests that a correction of
about 1% should be made to the value obtained
from the 13.38-kPa results.

IV. RESULTS

For the reasons discussed in Sec. IIID, the mea-
surements made at 13.38 kPa were capable of
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yielding the most accurate value of ND, The pro-
cedure for making the measurements at this pres-
sure was as follows. Since the dependence of the
measured time constant 7 on the repetition time
® and the sampling time S will be the same ir-
respective of the initial level of ionization, the
majority of the diagnostic measurements were
made using a level that was large enough to ensure
good statistics but not so large as to cause large
errors from primary space charge. Using an ion-
ization level corresponding to 0.13 on the curve
plotted in Fig. 1, the curves of 7T vs ® (Fig. 2)
and 7 vs S (Fig. 3) were first obtained and used to
determine optimum ranges for ® (2.5<® <5) and
S (1.57,<S <37,). ThedatashowninFig. 1 were
subsequently taken using values within these
ranges, and the curve extrapolated to zero initial
density. The resulting value of 7, is 30.32 usec,
with a standard deviation of +0.06 psec.

The diffusion coefficient is determined from the
relation

D=N?/7,,

with A% a geometrical factor (the cell constant) re-
lated to the cell dimensions through

1 T \? 2,405 \?

7F=<h+zd> +<r+d>’ ®)
# and 7 being the height and radius of the cell,
and d the extrapolation distance.®* Uncertainty in
the cell dimensions leads to an uncertainty of
£0.4% in A%2° The values of d and hence A™2 ap-
propriate to these measurements are given in
Appendix II.

The pressure was measured to within x0.1%
using a quartz-spiral manometer. The tempera-
ture of the cell at the time of filling, which is
required to calculate the gas number density,
was measured to within +0.5 K using a copper-

constantan thermocouple.

In summary, the total uncertainty in the mea-
surement of ND is the sum of errors incurred in
measuring the following quantities: (a) number
density—+0.1%, due to pressure measurement,
£0.2%, due to temperature measurement; (b) cell
constant—10.4%, due to dimensional tolerances;
(c) time constant—+0.2%, (estimate) due to possi-
ble nonlinearity and the finite resolution of the de-
tection chain, plus +0.2% RMS error. In addition,
as discussedin Secs.IIID and IIT F, Penning ioniza-
tion may have been responsible for the value being
low by at most 0.5%, while diffusion cooling may
have also lowered the value by a further 1%. With
these estimates of the error, the result obtained
at 295 K is ND (10?° mm™" sec™) ="72.722:3% (sys-
tematic) +0.2% (RMS), which is consistent with
the results taken at 6.69 and 10.0 kPa, as can be
seen in Fig. 3.

V. DISCUSSION AND CONCLUSION

Table I shows the results of various measure-
ments of ND in neon together with values of ND
calculated from recently published theoretical
calculations of the low-energy phase shifts for
neon., Because the electrons are in equilibrium
with the gas at temperature T, the formula for
ND used in these calculations reduces to®

) 9 \l2 o © ¢
I T)-32 & =e/kT
ND 3 (m”> (kT) jo ) e de.

(M

The theoretical results of Thompson!® and of Gar-
baty and LaBahn'* include the scattering length
and the phase shifts down to an energy of 0.136 eV.
In order to estimate the momentum-transfer cross
sections in the energy range required to evaluate
the integral in Eq. (7), we have applied modified
effective range theory'® (MERT) to the data pub-

TABLE I. Measured and calculated values for ND in neon.

ND (10%° mm~lsec™) Source Author
69.0+2.4 measurement of diffusion Cavalleri et al .2
of thermal electrons
64.7 drift-dwell-drift Nelson and Davis?
experiment
72,7123 present experiment

95.0 calculated from theoretical
cross section

57.8 calculated from theoretical
cross section

Thompson ©

Garbaty and LaBahn?

2Reference 12.
bReference 3.

SReference 13.
dReference 14.
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lished by these authors. The phase shifts at 0.136
and 0,544 eV were inserted into the MERT rela-
tions for sin(n, —n,) and sin(n, - n,) and the re-
sulting equations solved to determine the param-
eters. The cross section could then be deter-
mined within the required range.

The agreement between the three most recent
experimental determinations is disappointing.
Nelson and Davis commented that their experiments
had to be performed with somewhat lower than
optimum pressures, and that this could have been
the explanation for the relatively poor agreement
obtained between the individual measurements
made at 4 and 5.3 kPa. It is difficult to suggest
possible reasons for the large scatter in their
data, since there is no systematic trend of the
data with variation in sample pressure, and the
results taken at a single pressure (4 kPa) show
wide variation. It is possible that the explanation
lies in the fact that the energy relaxation times
were significant compared with the drift and dwell
times owing to the poor energy transfer and small
cross section at low energies.

The present result and that of Cavalleri et al.
disagree by about 5%, which is approximately
equal to the sum of the error limits of the two
results. The most likely source of residual error
in the experiment of Cavalleri et al. is stray fields
within the diffusion cell, since the inside surfaces
were metallized. However, the presence of such
fields would reduce the measured time constant
and thus lead to values of D that are too large,
whereas the value of Cavalleri ef al. is lower than
the present value. It is possible that their assump-
tion that the maximum value of 7 is the most proba-
ble value could have been responsible for their
having incorrectly weighted their result towards
a small value of D if an unknown source of sys-
tematic error had been present, but, since the
effects of primary and secondary space charge
were eliminated at the outset, there is no obvious
reason why their assumption should be invalid.

The agreement between theory and experiment is
even worse, The present result and that calculated
using Thompson’s cross section differ by a factor
of about 1.3, the experimental result, which is
lower than the theoretical one, suggesting that,
for energies less than about 0.05 eV, Thompson’s
cross section is too low by about the same factor.
Similarly, the theoretical cross section of Garbaty
and LaBahn leads to a value of ND that differs
from the experimental value by a factor of about
1.25, the experimental value in this case being
the higher. Thus, in spite of the comparatively
poor agreement between the recent experimental
results, there seems to be overwhelming evidence
that no ab initio calculation has so far yielded a
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scattering length that is within (10-15)% of the
correct value.

Finally, an analysis of Robertson’s! drift-veloc-
ity data provides additional evidence in favor of
the present value of ND, As a first step, MERT
was used to determine a cross section that yields
satisfactory agreement with Robertson’s drift-
velocity data.'’''® The MERT parameters found
from this analysis were then used to calculate ND
as already described. The resulting value of ND,
74.6X10%° mm™'sec™!, is 2.6% higher than the
present value, suggesting that, although the mea-
sured value may be 1% or 2% low, the error
limits placed on it are realistic.
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APPENDIX |

Consider an electron swarm that has not yet at-
tained an equilibrium energy distribution appro-
priate to the electric field of strength £ in which
it moves. Suppose that the mean energy of the
swarm is €=€(t), and that N is the number density
of the gas. In what follows, it is also assumed
that the functional form of the energy distribution
is essentially invariant so that the energy distri-
bution can be characterized by any of its moments.
Then the mobility of the electrons can be defined
as U =u(€), since the mobility depends in this
instance on the energy distribution and not on the
electric field. The instantaneous drift speed Wy
is then Wy = (€)E, and since u(€) is inversely
proportional to N, Wy =Nu(€)E/N=Wz(E/N, €).

The energy balance equation is

de _ _
i eEW,(E/N,€) - NP (€)

=eE?L(€) - NP (€), (A1)

where NP (€) is the mean rate of energy loss of
electrons in collisions. If the energy distribution
function is Maxwellian, then € =3eD/u. In other
cases, € is still ~D/u.

Consider an electric field of strength X defined
such that, at equilibrium, the mean energy of the
swarm moving through a gas with number density
N is €, Then this swarm can be characterized by
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TABLE II. Thermalization times for pressures used
in the present experiment and a final energy of 50 meV.

p kPA) Neon He
6 30 usec 0.5 usec
10 18 usec 0.3 usec
13 14 psec 0.23 usec

X /N rather than €, that is,
DO/ E) =DM /N), WyX/N,&)=Wy(X/N),
€)= uwX/N), P(€)=P(X/N), etc.

In this equilibrium situation, d€/dt=0. It follows
that

eXWy (X /N) = eX2 (X /N) = NP (X /N).
Thus, assuming that €=~3eD/u, Eq. (A1) becomes
2 o LA /N) = eERulx /N) - eXulc /N),

or

2 A0 /NY = i N (B - X2).

Thus
Nl 3d[ (D/) X /N) )
2NuUX /N)(E/NY - (X/NP] ’
consequently,
NT (D/) (X/N Iyax 3d[ (D/IJ')(X/N)]

2WX/N)X/N - (E/NY/(X/N) ’

where T is the thermalization time or the time
required for the electron swarm to come into

(D/W(E/N)

TABLE III. Values of A™? corresponding to the three
gas pressures used.

p kPa) d (mm) A~? (mm™?)

6.69 0.11 1.491x 1072
10.036 0.07 1.497x 1072
13.381 0.05 1.501x102

equilibrium with the electric field E from some

initial energy (O/4)(X/N),,... In practice, for NT

to be finite, the lower limit must slightly exceed
(D/L)E/N).

Using the equation for NT, thermalization times
for electrons in neon and helium have been cal-
culated using values of W and D/u vs £/N from
Huxley and Crompton.?

Table II shows the order of thermalization times
for the pressures used in the present experiment
and a final energy of 50 meV.
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The extrapolation length d which appears in Eq.
(6) is approximated by

d=0.71x,,=(0.71/N)q,,,

where A, is the mean free path for momentum
transfer. Using

qn=4X%X107'° mm?,
7=29.92+0.05 mm,
r=37.72+0.07 mm,

the values of A™2 listed in Table III are obtained
corresponding to the three gas pressures used.
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