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Stationary bounds are obtained on the K matrix, which is characterized by eigenphase shifts and mixing
parameters that describe the scattering process. It is assumed that the.incident particle is distinguishable from
the target particles, and that if there are any open channels apart from the ground state, they are excitation
channels. The new development is the omission of the requirement that the wave functions and energies of the
target states associated with open channels be known exactly. A stationary lower bound is obtained by using
the close-coupling approximation and forming a stationary bound on the matrix potential which arises in that
approximation. Stationary upper and lower bounds are obtained by the development of stationary upper and
lower bounds on the full (exact) optical-model potential; the effects of virtual rearrangements can be included
in the latter approach. The stationary bounds derived are rigorous if the calculation is sufficiently accurate so
that the bounds on the tangent of each eigenphase lie on the correct branch. This requirement exists in much
the same way as in earlier work, which provided calculable bounds only when the target wave functions are
known precisely. It is not a new feature of the present paper, whose principal concern is the extension of this
earlier work to cases where such precise information about the target is lacking.

I. INTRODUCTION

Inrecentwork, techniques for obtaining station-
ary upper bounds on scattering lengths, which are
applicable when the target wave functions and
energies are known precisely,! were extended to
cases where such precise information about the
target is lacking.?'®* The methods are in essence
very simple. At zero incident energy, standard
variational principles either directly provide a
stationary upper bound on the scattering length,
or can readily be modified to do so. If the target
wave functions and energies are imprecisely
known, the stationary upper bound is only a formal
one, since it contains matrix elements which in-
volve the exact target wave functions and exact
target energies. However, it was shown?'3 that all
of the imprecisely known matrix elements that
occur can be replaced by appropriate stationary
bounds, thus yielding the desired calculable sta-
tionary upper bound on the scattering length.

The method, unfortunately, cannot be used to
obtain stationary bounds on the phase shifts that
characterize scattering at nonzero incident ener-
gies, since the second-order error term which
represents the difference between the true and the
variational estimates, and which is given only for-
mally, contains an operator which has a continuum
of negative energy as well as positive energy
eigenvalues, and is much more difficult to bound.

In seeking stationary bounds on scattering para-
meters at nonzero incident energies for systems
having imprecisely known target states, a natural
first step is to examine the close-coupling approx-
imation equations; when precise information about
the target is available, these equations, under
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specified conditions, provide a lower stationary
bound on the K-matrix.* The question arises as to
whether the techniques for bounding matrix ele-
ments involving the true target wave functions
cannot be used here also, when precise target in-
formation is lacking. Indeed, it will shortly be
seen that this can be done quite readily for situa-
tions in which only excitation channels are open
and in which exchange or rearrangement channels
need not be considered. In such cases, the “ma-
trix potential” V of the close coupling equations
has elements leich, although imprecisely known,
may readily be bounded.

One begins by obtaining stationary bounds on the
individual elements of V by techniques previously
described,?'® and continues by constructing an ex-
plicit matrix U for which U= V. The monotonicity
theorem may e invoked to provide a bound on the
eigenphase shifts; the bound will be a stationary
one if U has been so constructed that the elements
of U -V are second order quantities.

The construction of the matrix U turns out to be
a simple matter once the stationa;y bounds on the
elements of V have been obtained, and the method
of construction is given in Sec. II. The technique
is admirably suited to problems in which the first
few open channels are all excitation channels, but
there are not too many problems for which that is
the case; an example would be e*-Li* scattering.
(The method is equally adaptable to Coulombic po-
tentials, provided suitable boundary conditions are
imposed.) Normally, however, as in e*-He scat-
tering, the energy for positronium formation lies
below the first excited state. The technique is
rather more limited for the latter problem. The
method is often well suited to the static approxi-
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mation in which only the target ground state ap- .
pears, but in an attempt to include virtual positro-
nium formation V becomes nonlocal and the method
given for constrﬁcting U fails.

In order to obtain more satisfactory stationary
bounds on systems such as this (i.e., systems
having rearrangement channels which, while closed
at the energy of interest, nevertheless play an im-
portant role through virtual excitation), a different
procedure is adopted in Sec. III. Assuming that
elastic scattering is the only allowable process,
or, if additional channels are open that they repre-
sent excitation channels, we write Schrddinger’s
equation as an effective one-body equation for P¥,
where P projects onto the open channel, and bound
the optical-model potential. The procedure is
computationally more difficult than that given in
Sec. II, but has the advantage, in contradistinction
to the procedure of Sec. II, that it can in principle
converge on the exact answer. It is therefore cap-
able of giving satisfactory results for problems
such as positron-atom scattering below the posi-
tronium pickup threshold. Above the positronium
threshold, or for electron-atom scattering, this
method too breaks down, because the operators
which must be bounded become nonlocal.

As in the method of Sec. II, problems such as
the scattering of positrons by positive ions can be
handled by imposing Coulombic boundary condi-
tions. In the case of negative ions, however, the
positronium formation channel will be open at all
energies; so this case must be excluded.

As in all previous work on bounds on scattering
parameters, certain conditions must be met in
order for the bounds to be rigorous. The number of
Q-space bound states (i.e., eigenvalues below the
continuum threshold of the closed -channel part of
the Hamiltonian) must be correctly determined,
for one thing. Also, we must be sure that the
bounds fall on the correct branch of the eigenphase
shift tangents. This is discussed in some detail in
Sec. IV. We emphasize, however, that all of these
questions are inherent in the nature of the varia-
tional bound procedure and have been studied be-
fore.*'®'” They are not new questions that have
arisen in conjunction with the present work; i.e.,
they are not connected with the lack of precise
knowledge about the target, which is the central
concern of this paper.

It might also be remarked that, in addition to the
aforementioned examples, the methods to be pre-
sented should often prove useful in obtaining rig-
orous bounds on scattering parameters for model
systems. Such models are particularly important
in many-electron atomic or molecular problems,
which are too diffi ! to be handled as they stand.
One might, for example, want to treat the inner

shells by the use of pseudostates. The use of rig-
orous stationary bounds on the model problem can
help to disentangle the errors involved in solving
the model problem from the errors inherent in the
model.

II. BOUNDS ON THE POTENTIAL MATRIX:
EXCITATION CHANNELS ONLY

Consider a system consisting of a distinguishable
particle incident on a spherically symmetric tar-
get, the latter being described by a target Hamil-
tonian H,, so that the Schrddinger equation for
the problem is

=[T@) +H,(F) + V(T,q) - EW(F, §) =0,
2.1)

where T is the kinetic-energy operator for the pro-
jectile, V describes the interaction between the
projectile and the target, and E is the total energy
of the system. { represents the projectile coordin-
ates, and T stands for all the target space and spin
coordinates. Suppose the normalized target wave
functions are ¥4,(t), ¥, (), ..., with correspon-
ding energy eigenvalues E,,, E,,,..., and suppose
that there are N open channels. Then the “close-
coupling reaction matrix” K7 is determined by
solving the M > N coupled equations that result
from doing a partial-wave decomposition and ap-
proximating the solution to (2.1) by a sum over M
target wave functions (including all N open chan-
nels) with coefficients u;(d); the superscript P
denotes the fact that the approximation limits the
wave function to lying in P space, while the sub-
script V denotes the interaction under considera-
tion. The result may be expressed

[T@1+V@) +(E1~E,) u(@)=0. 2.2)

In Eq. (2.2) #(d) is a column vector consisting of
M functions #;(q), i=0,1,..., M -1, the symbol 1
represents the unit M XM matrix, E, is the diag-—
onal matrix with elements E,;, and V(J) is the

M XM matrix whose ijth element is

Vi;=Vi;@) = fzp;;(?>V(ci,F)¢w(f)dP=vﬁ- (2.3)

The eigenphase shifts determined from (2.2) repre-
sent lower stationary bounds on the exact eigen-
phase shifts*; we write this conditionally as

K>KE, @.4)

although it must be borne in mind that the inequal-
ity on the tangents of the eigenphase shifts implied
by (2.4) is valid only when the calculation is suf-



ficiently accurate that we are assured of being on
the correct branch. (See below, Sec. IV.)

If the target wave functions y,; are not known
exactly, Eq. (2.2) cannot be written down explicit-
ly. However, if we can construct a calculable
Hermitian matrix U =U(q) satisfying

U@ -v@=0 (2.5)

for all § then the eigenphase shifts corresponding
to the K matrix, K , obtained by solving the equa-
tions that result when V is replaced by U in (2.2),
will, by the monotomcxty theorem, represent
bounds on the eigenphase shifts correspondlng to
KP and hence in turn to those corresponding to K;®
the bound will be stationary if U~V is of second
order. Thus, under the same prov1so noted after
Eq. (2.4), we will have

K>Ky>Kj. 2.6)

(This inequality also provides stationary bounds on
linear combinations of the mixing parameters.)
The remainder of this section will accordingly be
devoted to the construction of a calculable matrix
U@) satisfying (2.5).

" The first step is to compute stationary upper and
lower bounds on all the matrix elements defined by
(2.3); methods for constructing such bounds have
been given previously.?"®* The matrix U is then to
be constructed in terms of the quantities VY. (We
will write C™ for an upper bound and C? for a
lower bound on some number, function, or opera-
tor C. For a complex function, the bounds are,
separately, on the real and imaginary parts. (See
below.)

A necessary and sufficient condition for a Her-
mitian matrix to be positive definite is that the
determinants of all of its principal minors be
positive.® For M=1, for which we must have N =1,
our result is obtained trivially: U consists of the
single element V§ plus some arbitrary positive
function Am(a) which can be varied to give the best
bound. It is clear, however, for the case M=1,
that the optimum value will be A ,=0.

Consider the case M =2, (We must then have N
=1 or 2.) There are now two conditions that must
be satisfied, viz.,

Upo = V40 =0, (2.7a)
(Uoo - oo)(Un - Vn) - lUm — VYo iz? 0. (2'7b)

If V§’ is the best available stationary bound on
Voo, then from (2.7a) it is natural to choose U, to
be of the form

Ugo =V +Ag0s (2.8)

where A, is some non-negative decaying function
of §. We will attempt to find a U,, which is of the
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same form as (2.8), that is, we write
U,=V{ +B,,. (2.9)

(All of the quantities A;; and B,; will always be
non-negative decaying functions of q.) Substitution
of (2.8) and (2.9) into (2.7b) yields

o1 = Vol < (87Vo +400) (6" Vyy +Byy),  (2.10)
where we have defined the non-negative functions
8V =i =V (2.11)

These are unknown, but all that we have to do in
order to ensure that (2.10) is satisfied is to satisfy
the inequality

IUol - Vm!z SAooBu- (2-12)
Defining
ViD= (ReV, )™ +i(ImV,,)® = (V{),

we simply choose Uy, =V, and note that the in-
equality (2.12) will certainly be satisfied if

Bu'_' (lv()l.,z/Aoo) +A11 ’

where A,, is some other non-negative function, and
where

(2.13a)

=V -V, (2.13b)

for all ¢ and j; v;; is the difference of two station-
ary bounds and is therefore of second order.

For the case M=1, we saw that the best value
of A,, was zero. By the monotonicity theorem,
this will give the largest value of the eigenphase
shifts associated with I_{f} For M=2, it is no
longer possible to choose A,;=0 (unless v,, =0,
implying that the target wave functions are known
exactly), since we do not want B,, to be infinite.
Rather, we can vary A, to maximize K. How-
ever, since the determinant of U -V depends lin-
early on A,, (with positive coefflclent) it is clear
that for M =2 the best value of A,,[i.e., the value
which minimizes det(U - V)] is zero. Thus a ma-
trix which bounds V for the 2X2 case is

- (Véa" ty VG

>, Ay>0. (2.142)
Vi VR luglAs

Note that, while any rapidly decaying positive-
definite function A, will be sufficient to ensure
(2.5), and thus (2.6), a more stringent requirement
must be imposed if the latter is to represent a
stationary bound. We saw previously that this
will only happen if the elements of U~V are sec-
ond-order quantities. Since all the V‘ are sta-
tionary bounds, it is clear that U will have the de-
sired stationary properties if Ay, and |v,,[2A52 dif-
fer from zero by second-order quantities. An ob-
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vious possibility for Ay, is a|vy,|, where ais a
parameter which can be varied, with the restric-
tion that it be positive. With this choice, the ma-
trix U which we have constructed in (2.14a) be-
comes

) +
U= <Voo +afvg | Vo >
- () H 4ot
Vio VY +a v,

(2.14Dp)

The simplest choice is @=1; the calculation should
be insensitive to a, for a of the order unity, since
only second-order quantities are involved. This
can be checked, if desired, by repeating the cal-
culation for a few different values of a. The gen-
eralization of Eq. (2.14a) to the case of arbitrary
M will be found in Appendix A. The M XM matrix
U which is constructed there, and of which (2.14b)
is a special case, has V{? as its off-diagonal ele-
ments. Its diagonal elements are of the form V¢{?
plus sums of second-order quantities involving the
known v, ,’s, and which, in general, may be multi-
plied by positive-definite numbers a; which maybe
varied to produce the best stationarybound. The ma-
trix U is therefore calculable, and in addition to
satisfying (2.5) will be Hermitian (so that unitarity is
satisfied), and will be a stationary approximation
to V [i.e., a matrix element of U will differ by at
most second order from the cor—responding (un-
known) matrix element of V]. It will be clear from
the derivation given in Ap&endix A that there is
nothing unique about this matrix to be constructed,
but we believe that the scheme presented is among
the simplest. In particular, there is considerable
arbitrariness in the form of the positive second-
order quantities which are added to the V¢ to
form the diagonal elements, and also in the num-
ber of positive parameters a; which may be chosen
as multiplicative factors of these positive second-
order quantities.

As mentioned above, it would be possible to ex-
tend the foregoing approach to take into account
the effect of closed channels more generally by
adding correlation terms to the sum over target
states in the trial wave function. It is easy to show
that the addition of such correlations is equivalent
to the replacement of the nonlocal part of the op-
tical-model potential by a separable approximation.
Since the formulation is considerably simpler when
expressed in terms of bounds on the optical poten-
tial, it is this subject that we turn our attention to
next.

III. STATIONARY BOUNDS ON THE OPTICAL-MODEL
POTENTIAL

We consider a scattering system identical to that
of Sec. II, but we drop all restrictions on the form
of the trial wave function. This means that, in

addition to the virtual excitation allowed in Sec. II,
we can now, for example, also include virtual re-
arrangement processes. (As in Sec. II, we con-
tinue to assume that the incident particle is dis-
tinguishable and that there are no rearrangement
channels open.) For simplicity, we willinitiallyas-
sume that the total energy of the system lies be-
low the inelastic threshold, although it will shortly
become apparent that this restriction can be re-
moved if only excitation channels are open. We
shall also, as in Sec. II, assume that the target
ground state is spherically symmetric, to avoid
the complications of multiple channels for a given
angular momentum; this is only a matter of con-
venience.

A. Stationary lower bound on tann

We take as our starting point, rather than the
Schrédinger equation (2.1), the equivalent equa-
tion?*1°

P(H +HQG®QH -~ E)P¥=0. 3.1)
Here, P projects onto the target ground state,

P=[9roXProl » (3.22)
while @ is defined by

Q=1-P. (3.2b)

The Green’s function G is defined as
G=1/QE-HQ. (3.3)

Equation (3.1) is equivalent to
(T +Vyo+v = EQu,y=0,

where the asymptotic form of u, is given by
o ~ (2 u/72k)V2(sinkr — tann coskr)

where

vto=a [ YAV VE DCOE, T )

(3.4a)

XV(E §)PY(E §') dF dF dg'dg  (3.4D)

is a function of g, and where q=¢g§. We also have
P\I’(F, CD = wTo(Buo(q) YLo(ZI)/q 3 (3.4C)

and

Ey=E -Ep, (3.4d)
is the incident kinetic energy of the projectile.
[We take Ej to be given. SinceE,,isnotknown, the
total energy E—which is defined by (3.4d)—will
have to be replaced by stationary bounds. A simi-
lar remark holds for the Ej in the natural general-
ization of Eq. (3.4d) when there are several chan-
nels open. Theremarksof Ref. 8 concerning ranges
apply to all such imprecisely known energies.]| The
other notation in (3.4a) is the same as that intro-
duced in Sec. II.
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As in Sec. II, we have done a partial-wave de-
composition to arrive at (3.4a). Under our sim-
plifying assumption of elastic scattering from a
target in a spherically symmetric ground state,
Eq. (3.4a) is a one-dimensional equation in the
scalar g; T must be reinterpreted as the operator

_ k® 92 L(L+1)
=% <_ 0 T & )’

where L is the orbital angular momentum of the
projectile. The full scattering function is now
understood to be proportional to #,(g)/q, as indic-
ated in (3.4c).

In Eq. (3.4a) both V,, and v are unknown. If we
wish to use the monotonicity theorem as before,
we must replace both of these quantities by cal-
culable stationary bounds. It is a straightforward
matter to obtain npper and lower stationary
bounds?*® on V,,, which we denote as usual by V{
and V), respectively.!! If, therefore, we can
find upper and lower stationary bounds on v, we
will be able to compute upper and lower stationary
bounds on tann. We are assuming that the accur-
acy requirements noted in Sec. II and in Sec. IV
have been met. Stationary bounds are clearly much
more difficult to obtain for v than for V,,, since
v contains not only the unknown ., but also the
unknown G°. (The latter is unknown even when iy,
is known.) It happens that the upper stationary
bounds on v is the easier one to obtain; most of the
work of this section will be concerned with this
bound, and hence with a stationary lower bound on
tann. The stationary upper bound on tann will be
discussed in Sec. IIIC.

We begin by considering the spectrum of QHQ.

It has a continuum part which is bounded from be-
low by E,,; in addition, there may be v discrete
bound states lying below E.,. If v is not zero, we
must “subtract out” the effects of these low-lying
bound states in a manner which has been described
previously.!? The problem of determining v exists
in the present treatment, which is applicable when
the target wave functions are not known precisely,
in much the same way as it exists in previous
work,*'7 in which the stationary bounds obtained do
require knowledge of the exact target wave func-
tions. In other words, the problem of determining
v is not a new feature of the present work, and is
not associated with the lack of precise knowledge
about the target. We do now, however, have the
additional complication that the projection opera-
tor @ is not known precisely. The procedure is
not, however, essentially different. We first con-
struct a trial projection operator @,=1 — |ios)

X{ Yposl- (We shall always use the subscript ¢ to
denote trial entities.) The determination of v then
proceeds by constructing v’ orthonormal functions,

¢%t, i=1,2,..., v/, which diagonalize QHQ,, and
for which the expectation values of QHQ, with
respect to these functions, €7t, lies below Ej,.
Provided one has reason to believe that @, is close
to @, i.e., that y;, is close to iy, then if the in-
clusion of a few additional functions to the set fails
toresultinanadditional expectation value below E,,
one would make the assumption v=v’. If the value
of v so determined is different from zero, the re-
sulting stationary bound will differ from the v=0
stationary bound by terms which involve the e,Qs,
as well as matrix elements between the known
¢t and the unknown target wave functions. Such
matrix elements may readily be bounded by tech-
niques previously described. We may therefore,
for simplicity, assume v=0 in what follows, since
the case of nonzero v does not involve any essen-
tially new problems. However, it must be under-
stood that the results which are about to be derived
are rigorous only if v has been correctly deter-
mined.

If v=0, G%is a nonpositive operator, and satis-
fies the inequality

[/, &) ([ d)II
(lRE-mQlf,)

where f,(¥,d) is any function which is quadratically
integrable over the full  and T space. [The sta-
tionary bound aspect of (3.5) will greatly simplify
the choice of any parameters contained in f,; we
will return to this point in Sec. III B]. The replace-
ment of G by the right-hand side of (3.5) and the
use of the stationary upper bound on Vyo vields an
approximation to Eq. (3.4) which can be written

G <

(3.5)

(T + V) +AF) (F-Egla,) =0, (3.6)

where F(q), the coordinate representation of |F),
is

F@)=q | Y@@ VE, DIQAE, DIdtd
(3.7
and where

A=(4IQE - B)QIf,)™! 3.8)

is a number.

If Y, and therefore @ are known exactly, then
(3.6) (with any f,) represents a (numerically) solv-
able one-body equation. In that case, the quantity
tan7] obtained from (3.6) will be a lower stationary
bound on the true value, that is,

tann= tanf. (3.9)

We are interested, however, in the case where i,
is imprecisely known. F(g) and A will then also be
imprecisely known. Proceeding for the moment as
if F(gq) and A were known, we rewrite (3.6) as the
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integral equation
o) = lug) +AG,|F)(F i) .

Dropping the bra-ket notation formalism, which is
useful only for the operator notation of equations .
such as (3.5), we revert to functional form and
write the formal solution of (3.10a) as

_ (F, u,)
=y +——) o R
ho=Us * TTXF, G, B) "

(3.10a)

(3.10b)

Here, u, is the regular solution of the modified
static approximation equation

(T+V§) - Eu, =0, (3.11)

and

Gy(9, 4") =4 (g Jug,,,(45) (8.12)

is the Green’s function associated with (3.11) and
satisfies

[T(@) +V§(9) - EglGi(g, 4') = - (g -q");  (3.13)

U e 1S an appropriately chosen irregular solution
of (3.11). Experience shows that one-body equa-

tions of the type (3.11) are readily solved numeri-
cally; #,, G,, and the associated tann, can there-
fore be taken as known. We then have,!® from the

asymptotic form of Eq. (3.10b),

AN(CF, u)?
1-A(F,GF)

The last term on the right-hand side of (3.14) is
unknown because of the presence of A and F; the
important point, however, is that it consists of
matrix elements for which upper and lower station-
ary bounds can be obtained by techniques previous-
ly described. By a suitable choice of upper and
lower stationary bounds on these matrix elements,
upper and lower stationary bounds on tani in (3.14)
can be calculated. We are concerned at the mo-
ment only with the lower stationary bound, and to
this end we turn our attention to the last term on
the right-hand side of (3.14), and examine the kinds
of unknown terms which appear. Using (3.7),

(3.2b), and (3.2a), we find that

tanf =tann, + (3.14)

F=F9)=q [ L@u®VE D - V@]
X f,(F, Q)dt dd ;

since @ and T operate in different spaces and
therefore commute, 27! defined by (3.8) becomes

(3.15)

Xt = [ fHE- 1), dFdq
+2Re [ F1EDT +VED) - Eokoro@)E@dF a

- j E*@IT@) + V(@) - EJE@) 44, (3.16)

where

5@ = [ 93,60/, GDaE. (3.17)
It is clear that we can bound the quantities A and
|(F,u,)| appearing in (3.14) if we can get upper

and lower stationary bounds on the quantities

Voos F, £, and the middle term on the right-hand
side of (3.16). All these quantities except the last
are of forms which have been studied previously,?*
and upper and lower stationary bounds are readily
obtained for all of them. This middle term, how-
ever, as well as the remaining unknown real term
in (3.14), viz.,

(F,GsF) = fF*(CI)Gs(q,q’)F(q')dqdq’
= [ @ Y@V EIVE D - Vool0)

X f;k(F)a)Gs(qaql)ft (F’;a, )q,-IYLo(al)
x [V(;’7 a') - Voo(q,)]szo(Fl)dFdFl dadal 3
(3.18)

are of a somewhat different form, but both may be
handled in the same way. If we integrate over §
and q’, both of these terms are of the form
[ EW @ o @) (3.19)
where W(r,¥’) is known. A quantity of this type

may be bounded by using previously described tech-
niques for bounding inner products of the form

(X, ¥ro)s (3.20)

where X is any known quadratically integrable
function. We first choose
X=X@) = [VE,EW @) dF (3.21)
and treat X as known. Now (3.19) is of the form
(3.20) and formal stationary upper and lower bounds
may be obtained. The bounds are formal because
they contain matrix elements involving (PTo(f).
However, these matrix elements will all either be
of the form (3.20) or else of the form
[ V2@ @), (3.22)
where W’ is known, for which upper and lower sta-
tionary bounds can also be found.2'® There is, in
fact, more than one way of bounding matrix ele-
ments of the forms (3.20) and (3.22), and it might
be remarked that the techniques described in Ref.
3, which involve only variational estimates of
these forms together with bounds on quantities of
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the type
D(B)= Q¥rot , BRYqt), (3.23)

appear to offer advantages in this case over the
techniques of Ref. 2. The reason is that stationary
bounds on operators of very complicated form can
be handled more readily by the techniques of the
former than of the latter, since, for example, we
may replace B by some simpler operator B’
without altering the stationary character of the
bound.

B. Extremum principle for the choice of f,

We have not yet discussed the choice of f, other
than to note that it must decay rapidly in both
and T space. Any such form for f, will preserve
the stationary bound; so one might think of choos-
ing some general form for f,, with open param-
eters, and varying these parameters to maximize
the right-hand side of (3.14) after the unknown
quantities have been replaced by the appropriate
bounds. Such a procedure, however, isopen to
two objections.

The first of these is a very practical one. After
the necessary bounds on F, &, V,,, and (F|G,F)
are computed and substituted into (3.14), the re-
sult will be a complicated highly nonlinear func-
tional of f;, as well as of a trial wave function
dros, and a trial auxiliary (Lagrange) function'*~!"
L., associated with §,,. Because of this form
of the bound, all open parameters in f,, even if
introduced linearly, become in effect nonlinear
ones; so computationally the maximization process
becomes impractical. The same remarks hold
for any open parameters in ¢p, or Lp,, and all
three functions should be obtained from auxiliary
minimum principles. ¥p, will be obtained via
a Rayleigh-Ritz calculation, and auxiliary mini-
mum principles have been developed'” for L ;.
We therefore need some similar technique for
determining f,.

First, however, we mention the second diffi-
culty associated with attempting to determine f,
by the maximization procedure mentioned above.
This difficulty is of a more subtle nature. The
value of f; which extremizes (3.14) may be thought
of as the solution of the highly nonlinear Euler-
Lagrange integro-differential equation associated
with that equation. It is not quite clear that such
an equation will be free of near-singularity diffi-
culties of the type which are encountered in varia-
tional principles and which have been studied pre-
viously.!” We would in any event have a rigorous
lower bound, but if such near singularities exist,
the stationary character of the lower bound will
be lost. We therefore turn our attention to com-

puting an f; by a method which retains the sta-
tionary character of the lower bound and which at
the same time is demonstrably free of such near
singularities.

That it should be possible to utilize an extre-
mum principle for the evaluation of any param-
eters introduced into f; is suggested by the fact
that f, arose in an inequality, (3.5), which is a
stationary upper bound. Indeed, if @ were known
exactly, the extremum principle would be a trivi-
al one. Because @ is not known exactly, we will
have to take a slightly circuitous route. Thus we
compare the operator

P(H+HQG®QH - EP (3.24)

with the operator obtained from (3.24) by substi-
tuting the right-hand side of (3.5) for G9, i.e.,
with the operator

|H(Qf)) {(QfH|
P<H+<fJQ(‘E—H)Q[ft)— )P- (3.25)

There is no choice of f; which will make the oper-
ators (3.24) and (3.25) identical (G? is not a sepa-
rable operator). However, we are concerned only
with the effect of these operators on ¥, and we
note that the resulting vectors become identical
when f; is chosen to be

f=GHP¥ =QWV.

(3.26a)

This is most readily verified by noting, with the
help of (3.26a), that

| PHQGPHP ¥)=| PHQ W)
and also that

| PHQU)(Q¥|H|P¥)
(¥| Q(E - H)Q|¥)

since, using (3.26a),
Q(E - H)Q|¥)= Q(E - H)IG°HP|¥)
= QHP|¥)
= QVirito Y10(3)/ . (3.26b)

Thus the optimum choice of f, in Eq. (3.5) is the
solution of the equation

QUEH-E)Qf==QVUroY1o(2)/q. (3.27)

Our task has now been reduced to finding a suit-
able approximation f, to the function f defined by
(3.27). We note that the bound (3.5) is stationary
in f,; it would be desirable to be able to choose
for f, the solution of

QH-E)Qf1=— Q: Vst Y10(7)/q. (3.28)

The bound obtained from (3.14) would then still be
a stationary one. Of course, we cannot hope to
solve (3.28) exactly. However, it is shown in

=| PHQY),
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Appendix B that if ¥, is chosen with sufficient
accuracy that

E 70t = (@ pots Hr¥roe) <E 7y — (E = E 1)

then Q,(H ;- E)@, is positive definite. If, in anal-
ogy with our earlier assumption related to the
properties of Q(H - E)Q, we make the assumption
that @,(H — E)Q, has no discrete bound states lying
below E (or that these states have been subtracted
out), it follows that this operator (or the equiva-
lent operator with a modified Hamiltonian when
states have to be subtracted out) is also positive
definite. This being the case, it is well known'®
that if the parameters in f,, are chosen by mini-
mization of the functional

M(fis) = (for, QuH =E)Q:f1e) = (f10, @ Vdroethor Yi0/q)
= Qe V¥rorto: Y10/ 0, f 1), (3.29)

[+ will be a variational approximation to f;. This
is the auxiliary minimum principle we have been
seeking. We obtajn f,; by minimizing the right-
hand side of (3.29), and it is this f;, that we use
in Egs. (3.15)-(3.18). The only unknowns appear-
ing in those equations are then the matrix ele-
ments containing the target function ¥, We
bound these matrix elements in accordance with
the discussion given in connection with those equa-
tions, and these bounds are used in (3.14) to ob-
tain the desired bound on tanf.

We note, finally, that if the target functions are
known exactly, so that P and @ are known exactly,
the above results would be simplified. It is easy
to show that, for P and @ known, one may write,
in lieu of (3.14),

[{Qf,|(H-E)P¥P)|?
(Qft|E-H-(H-E)GFH-E)|Qfp’

(3.30)

tanf = tann® +

where 7 is the phase shift associated with the
equation

PH-E)P¥P=0,

and where G is the Green’s function defined by
appropriate boundary conditions and by

P(H-E\PGP=-P.

It is clear that (3.30) remains unchanged under
the replacement of @f, by (@ +P)f, in both the

J

numerator and denominator of the last term on
the right-hand side; hence the additional step of
projecting out the P-space part of f; is unneces-
sary.!® This is not true in (3.14), because in-
stead of G” one finds the Green’s function G,
which is associated with the modified static equa-
tion (3.11) in which V,, is replaced by V{). Hence
this computational simplification of being allowed
to drop @ is not available in the present case. We
have seen, however, that the explicit appearance
of the @’s in (3.14) can be dealt with so as to re-
tain the stationary bound in a rigorous way, but,
of course, the calculations are much more diffi-
cult when ¥, is not known.

C. Stationary upper bound on tann

At the beginning of this section, we made use of
the crude upper bound on G,

G°9=0

’

to obtain a stationary upper bound on G, and used
that to obtain a stationary lower bound on tann. It
is possible to make use of the crude lower bound

G°=1/E-E,) (3.31)

to obtain a stationary upper bound on tann. The
method of using (3.31) to obtain this bound is not
new?’; the new feature here is that this stationary
upper bound on tany, which involves matrix ele-
ments involving ¥, and hence in general is only
a formal bound, may be converted into a calculable
bound via the bounds on these imprecisely known
quantities, in a manner similar to that described .
at the beginning of this section.

The starting point is the identity for G° (see,
e.g., Carew and Rosenberg, Ref. 20), which we
now write in the form

Go=G? + G§'+GY'Q(H -E)QG?
+8GU'Q(H - E)QGPQ(H —E)Q 6G° ,
(3.32)

where 6G9=G? - G?, and where we have inserted

a factor of unity in the form of —Q(H - E)QG® in

the last term on the right-hand side. Using (3.31)

in the second-order term m(3.32), one obtains
G9=GY,

where

G =GI"+G} +GI'QH ~E)QG? - (E 1, —~E)'[GY'QH ~E)Q+Q(H —E)QGY? +G'Q(H - E)Q(H - E)QG? +Q]

=G{'+Gf - (Epn ~E)'[GPQH -E)Q +QH-E)QG? +G'Q(H - E)Q(H -E ,)QGP+Q] . (3.33)
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It is usual and convenient to choose G? to be a lin-
ear sum of separable terms,

G?= Z a; | D (D, | ’ (3.34)

i

where the ¢; are as yet unspecified. If more than
one term is retained on the right-hand side, how-
ever, the stationary bound on G?, while still cal-
culable in principle, involves excessive computa-
tional effort. That the limitation of (3.34) to a
single term is a reasonable choice can be seen
from the fact that there exists a separable G¥ such
that the resulting Gf in (3.33) has the identical ef-
fect, when operating on HP¥ , as G9 itself. In
particular, the right-hand side of (3.5), with f,.
=QV, is such a separable G?. Under these cir-
cumstances, 5GHP¥ =0 and (G, - G)HP¥ =0. Ac-
cordingly, we write, instead of (3.34), simply

G7=aloXel, (3.35)
where, from Sec. IIIA, we know that ¢ is some
approximation to @ ¥. Similarly, the number a
might be chosen to be an approximation to A as de-
fined by (3.8) or, alternatively, a could be carried
through as a variational parameter and varied in
the final answer to produce the best bound. It will
be more convenient, however, to determine a di-
rectly from (3.33) via a minimization process. We
proceed by substituting (3.35) into (3.33), and write
the result as

Gl=[a+a* -maa*(E —E)™'] l ¢><¢|

~(E g, —E)~*[{a*| o)X o |56} +fic| pX¢ |a} +Q1,

(3.36)
where we have defined
=QH -E)Q (3.37)
and
m=(¢|QEH -E)QH -E1,)Q|¢). (3.38)

We next form the diagonal matrix element of GJ
with respect to an arbitrary vector x, and demand
that the resulting expression be an extremum with
respect to both a and a*. The resulting values of
a and a* are found to be

a=@1/m)(E ;, —E - (¢ |5¢| x)/o|x)) (3.392)
and

a*=(/m\E , —E = (x|3¢|)Xx| $)) . (3.39b)

The resulting extremum value of (XIG,? |x) is found
to be

(x|G2|xy=m=YE r, -EXx[1-5AE 1, —E)]|¢)
x (¢ [1-3AE », ~E)] [0
-(Er, -B)Xx|Q|¥ -

From this it is apparent that, with respect to
diagonal matrix elements, if we choose a and a*
according to (3.39), the operator G? in (3.36) is
equivalent to

_ 30 E,, ~E 50
52-(0-5p )| 95500l (0-255)

__ 9
En-E’

(3.40)

(3.41)

and it is this operator which is the more conven-
ient to use in place of G? in v of Egs. (3.4a) and
(3.4b). (The unit operator has been replaced by
Q in (3.41) as a reminder that G?—and therefore
¢—are in Q space.) When this is done we see that,
in addition to V,,, there arises another local term
V==(Er, ~E)"*(br0, VQViro), (3.42)
which may be bounded without difficulty. The non-
local term must be handled as before. We define a
new modified static equation, with V{;’ replaced by
v{)+ 7, and determine the corresponding solu-
tion ﬁs, ﬂ)e associated phase shift 7j,, and Green’s
function G,. The desired stationary upper bound
on tanf) is now obtained from the two-potential
formula, Eq. (3.14), with X replaced by (E 5, - E)/m,
and f, replaced by

(1=3¢/(Er, —~E)])¢.

The resulting matrix elements in that expression
will either be known, or else will consist of mat-
rix elements involving ¥, of the types considered
previously. These must then be replaced by the
appropriate upper or lower stationary bounds so
as to preserve in this case the upper boundon tanf).
We conclude this section with two remarks. We
first note that both the stationary upper and lower
bounds we have derived are free of any of the
“spurious” singularities!” ! that can occur in con-
nection with variational principles, since all of the
various types of trial functions that occur are de-
rivable from well-defined minimum principles.
Second, the trial function ¥, calculated in the
course of obtaining these stationary bounds is it-
self a stationary approximation to ¥.2 Thus ¥, so
determined may be useful in other types of calcul-
ations. Having analyzed the scattering of a posi-
tron by a particular atom at a particular energy, -
the ¥, determined in the course of a scattering
analysis which ignores annihilation could be used
to obtain a variational estimate of the annihilation-
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rate parameter for a positron of that energy on
that atom.

IV. DISCUSSION

We now turn to the questions that are raised by
the fact the monotonicity theorem implies rela-
tionships about the eigenphase shifts rather than
about elements of the K matrix. As mentioned in
the Introduction, such matters are in a large de-
gree extraneous to our principal concern in this
paper, which is how to extend previous work on
scattering parameter bounds, which are calculable
only when the target wave functions are known pre-
cisely, to cases where such precise information
about the target is lacking. These questions arise
in the earlier work in essentially the same way as
they do in the present work. Acordingly, the
material of the present section is largely a brief
summary of considerations studied elsewhere.
However, many of those considerations were pre-
sented at a time when only one stationary bound
was available; the availability of botk stationary
bounds changes the emphasis somewhat and en-
ables one to proceed with far greater confidence.

We begin by reviewing the steps leading to the
stationary bounds of Sec. III. To simplify the
discussion, we assume that only one channel is
open. Both the lower and upper stationary bounds
obtained in Sec. III are arrived at in two steps.

In the first step, we replace the exact optical-
model potential by stationary bounds. The phase
shift 7 (f) associated with the modified equation
is a stationary lower (upper) bound on the true
phase shift 7. The bound is a formal one, because
we do not know the modified potential exactly. In
the second step, the two-potential formula is used
to obtain a stationary lower (upper) bound on

tan? (tan#). Itisclear, however, thatthese bounds
will represent rigorous bounds on tan?n itself only
if the calculation is sufficiently accurate so that

71 and 9 lie on the same branch as 7. This ques-
tion has been discussed in detail elsewhere*'’;

the basic difficulty is that H<n<% does not, in
general, imply that tan7 <tann<tan?f.

The fundamental question, accordingly, in any
practical calculation, is how one can be assured
that the calculation is “sufficiently accurate.”

The answer is that a level of sufficient accuracy
can reasonably be assumed to have been reached
once the results exhibit stability with respect to
small improvements in the wave function. If such
an improvement, for example, produces a slightly
increased value of tan7, it is possible that 7 has
increased by a value slightly less than a multiple
of m, but it is more likely that f) has increased
slightly, and it is highly unlikely that the value of

tan® would continue to show small increases un-

der a sequence of such improvements in the wave
function unless 7 did indeed lie on the correct
branch. The salient point is that, as a practical
matter, it will almost always be apparent whether
or not the condition of stability has been reached.
The fact that both upper and lower bounds are
available will also be of considerable help. In
terms of the present paper, where the target
functions are imprecisely known, we do not know
tan?) or tanf) exactly; if we obtain dotk bounds on
both tanf and tan? (for either of the two tangents,
the extra effort required to obtain the other bound
once one of the bounds has been obtained is al-
most nil) then the information, with regard to
stability of the solution, will be essentially the
same as if we had the exact values of both of these
(inexact) quantities. Ultimately, of course, this
means that we are formally giving up rigor, but
the results can nevertheless play almost as useful
a role as if they were rigorous. In particular, the
most useful characteristic of rigorous bounds—
namely, that they provide an unequivocal means
for systematically improving the trial functions—
is retained. It might also be remarked that we
are, in a sense, giving up rigor by choice rather
than necessity. For any of the systems to which
the results of this paper are applicable (but not
for electron-atom scattering), one could keep
track of which branch the phase shift was on by
replacing Vin the true problem by uV, and re-
quiring that the corresponding phase shift n(u)
vary from 0 to 7 as u varied from O to unity. The
calculational price that one would pay for this,
however, is exorbitant, since a series of calcula-
tions for intermediate values of u would have to
be performed. Another tactic would be to study
the positivity, not of Q(H — E)@ as was done
earlier in the text, but of Q(H +HGYH - E)Q. This
would result in a bound directly on tann rather
than 7,° but here again the computational difficul-
ties render this approach impractical.

The reader is referred to Refs. 4, 6, and 7 for
a more detailed analysis of these questions. We
would, however, like to make one last remark,
namely, that one can often estimate the numerical
accuracy of a calculation performed in a way
guaranteed to provide a rigorous stationary
bound.?® Thus, if 7 is expected to increase, but
decreases in the third digit, one can be reason-
ably certain that 7 is only accurate to two signi-
ficant digits. This result proved useful in the
past® in the analysis of low-energy scattering
calculations of e* and e~ on a target with known
¥p, namely hydrogen, and could be applied to,
say, low-energy—e*-helium scattering calcula-
tions if performed along the lines suggested in
the present paper.
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APPENDIX A: CONSTRUCTION OF THE MATRIX U
FOR AN ARBITRARY NUMBER OF CHANNELS

Suppose we wish to construct U=U¥*" for M +1
channels, an approximation to V(””) ‘As a first
step one computes all of the functions V(*) ‘V(*’*
[defined below Eq. (2.12)]. Then all of the second-
order functions

vy, =V =V (A1)
are known. The functions
o ,,_VQ?—V“ (A2)

are known to be second order, but are otherwise
unknown. Similarly

0V =7 - vy, (A3)

are second-order unknown functions. We define
8V =Uss = Vise

Next, suppose that the M channel matrix U®
has been constructed. Consider the (M +1)
X (M +1) matrix

o

Since we want U“*? to be Hermitian and a varia-
tional approximation to V¥*), we must choose
U,:=U},, where the U,; are variational approxi-
mations to the V,,;, and the «;; must be second-
order quantities. Further, we want

8 0
U(M+1) _ ) - - =

______________

—
Uoy ! Vo
|
Uy LoV
+ : :
.. !
.
_____________ .:...._.___
Wyo OVyy **° 7

to be positive definite. The first matrix on the
right-hand-side is clearly positive definite, and
a sufficient condition for U¥*1 — V#* o be posi-
tive definite is therefore that the second matrix
on the right-hand side be positive definite. This
will be the case if the u,;;’s are positive,* and if
its determinant is positive, that is, if

M=1 6[/
(H“u) < Uyy— Z _‘w“u >>0
i=0 is
Since the product factor is positive, the condition

is that the quantity in the second parentheses be
positive, that is,

Zfillavulzl

Ujj

This will certainly be the case if we choose the
uy;, for j=0to M, such that

- 2
Logl (A4)

Uu =
MM
=0 Ujy

If we choose u,;,;=u for j=0 to M, u can be chosen
to be

we (S 10u0)”, (5)

and U,,, with i+ M, chosen to be V(). This re-
presents one solution to the problem.

The above constructions reduce for M =1 to
the 2 X2 case considered in Sec. II. Thus, with
the v,,=v,, Eq. (A5) gives u=|vy|, which corre-
sponds to (2.14b) with @=1, If we do not set u,,
=uy=u, (A4) reads

Uodtyy =] vmlz’

which is satisfied if ug,= @|vy|,u,,=|v,|/@, a>0,
and this corresponds exactly to (2.14b). In the
general case, we can introduce a different varia-
tional parameter for each of the u#;; by choosing
uy;= au [there will be a total of 3(M +1)(M +2) -1
such @;’s], but it appears doubtful if the advan-
tages of such a procedure outweigh the disadvan-
tages entailed by the extra computational labor
involved.

In summary, the matrix U we found is given as
follows [where we write our results now in terms
of the M-channel case rather than the (M +1)-
channel case]:

U=V, i#j
-1 /L=-1 1/2
vu=ie g, (Siloal) (46)
=1 \ &%

Note that Egs. (A6) imply that each element of
U -V is a second-order quantity.
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APPENDIX B: POSITIVITY OF Q(H ,-E)Q,

The difficulties in establishing the positive def-
initeness of Q(H - E)Q, (when the operator is,
in fact, positive definite), are largely a conse-
quence of the fact that @ is not known. As was
mentioned in Sec. III B, it is rather simple to
determine conditions under which Q,(H,—E)Q,>0,
where E ,,SE<E ;. Without loss of generality,
we may limit the discussion to an examination of
matrix elements of the form

(X, (HT_E)X); (Bl)

where x and ¥, are orthogonal (so that x is in
@, space) and normalized. It is convenient to
introduce the expansions

Yot = Zcﬂpﬂ (B2)

and
X= izbi‘/)n, (B3)

where the subscript ranges from 0 to <, so that

ZCTbFO, Zlc;l%Zlb;lzﬂ. (B4)

We wish to ensure that matrix elements of the
form (B1) will be positive, that is, that

};lb,|2<ET;—E>>o, (B5)

or
'bolz(E‘ETo)s‘Z,Milz(En"E)- (B6)

The subscript in the primed sum ranges from 1
to «, and, noting that E,, ~E<E ., - E for that
range of Z, it follows that (B6) will be satisfied if

IboP(E—ETO)s(En—E)Z’ [8,%= (E 1y — E)(1 = | b,

is satisfied, that is, if
[bo?<(E 7y —E)/(E gy = E po). (B7)
Moreover, it follows easily®® from (B4) that
[Bol* <1 =] cof. (B8)

Equation (B7) will therefore be satisfied if the
right-hand side of (B8) is less than the right-hand
side of (B7), that is, if

[ ¢ol* 2 (E = E 1))/ (E gy = E 1) (B9)
The Eckart bound®® on | ¢,|* gives
I colz = (E 1~ E Tot)/(E ™~ ETo)- (BlO)

Equation (B9) will be satisfied if the right-hand
side of (B10) is greater than the right-hand side of
(B9), that is, if

Etot SEq — (E-Ep). (B11)

Equation (B11) is a condition which guarantees the
positive definiteness of Q,(H .- E)Q,.
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