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#### Abstract

A formalism is discussed whereby many-electron systems may be described by a great number of product functions of different configurations in a manageable way. Calculations are made to find triply excited energy levels of three-electron atomic systems, using products of hydrogenic functions with a $Z$ equal to that of the nucleus. Results for the lowest ${ }^{2} P^{o}$ and ${ }^{2} S^{e}$ levels in the Li isoelectronic sequence, $Z=1$ to 10 , are presented. The results of calculations for the energies of ${ }^{2} D^{e}$ triply excited states in $\mathrm{He}^{-}$are also reported. The calculated energies are compared with available experimental and other theoretical values. Finally, the lowest ${ }^{2} S^{e}$ and two lowest ${ }^{2} P^{o}$ energy levels in the isoelectronic sequence are fitted by a $1 / Z$ perturbation expansion. It is seen that this expansion can be used to estimate the energy levels of such states for higher nuclear charges.


## I. INTRODUCTION

The existence of certain discrete and quasistationary excited atomic states having narrow widths was known experimentally in the early 1930's in the electron scattering from different atomic targets, and also in the photoabsorption spectra of the rare gases. ${ }^{1}$ These quasistationary levels lie in the continuous spectrum of the atom above the first ionization threshold. ${ }^{2}$ If their coupling with the adjacent continuum is not zero, they decay spontaneously by electron emission. ${ }^{3}$ Such states are not true eigenstates of the total Hamiltonian for the atom as are the stationary states and the continuum states. In the literature they are referred to as unstable, metastable, quasistationary or autoionizing. In nuclear physics such states are also known as compound states. They are also called "resonant states," or simply resonances, because their excitation and subsequent decay in different collision processes results in the appearance of asymmetric peaks in the cross section near the energies of these levels. In the indepen-dent-particle approximation these states are classified as multiply excited, whereas the stationary states are almost always singly excited. The decay of the multiply excited states by electron emission takes place according to the selection rules of "radiationless transitions," derived from the conservation of energy, total angular momentum, and parity. If one or more of these conservation laws cannot be satisfied, then the multiply excited state will not autoionize into the adjacent continuum. There are many examples of such metastable, multiply excited states. The literature contains several review articles on the experimental and theoretical evidence for the existence of quasistationary states in various atomic and molecular
systems. ${ }^{4-6}$
To explain what we mean by singly, doubly, and in general multiply excited states of an atom or ion, we have drawn schematic diagrams [Figs. 1 (a), 1 (b)] for the energy levels of a three-electron atomic system. When possible, each level is assigned a single atomic configuration, but when a mixture of several configurations is needed to describe that state accurately, the symbolic notation ( $n_{1}, n_{2} \alpha$ ) is used (see Refs. 15 and 22 for details). For instance, the lowest ${ }^{1} S^{e}$ doubly excited state in helium is made up of $\left(2 s^{2}\right)+\left(2 p^{2}\right)$ and so is classified as $(2,2 a)$. The second lowest ${ }^{1} S^{e}$ state is mostly $\left(2 s^{2}\right)-\left(2 p^{2}\right)$ and is classified as $(2,2 b)$. The ground-state configuration for the neutral atom ( Li ), and also positive ions ( $\mathrm{Be}^{+}$, etc.), is shown as $\left(1 s^{2} 2 s\right)^{2} S^{e}[$ Fig. $1(\mathrm{a})]$. Above the ground state there lie an infinite number of singly excited, stationary states of the atomic system. These levels converge to the first single-ionization limit for the three-electron system which corresponds to the ground state of the two-electron system plus one electron at rest at infinity. Above that lie the singly excited states of the two-electron system (e.g., $\mathrm{Li}^{+}$). Each of these states (including the ground state) has an adjacent single-electron continuum of energy levels which begins at the particular state and extends to infinity. The lowest doubly excited state of $\mathrm{He}^{-},\left(1 s 2 s^{2}\right)^{2} S^{e}$, which lies $19.35 \mathrm{eV}^{4}$ above the He ground state $\left(1 s^{2}\right)^{1} S$ is shown in Fig. 1(b). This state is an example of a discrete, quasistationary state embedded in the continuum [in this case, the continuum of levels associated with the ground state of $\mathrm{He},\left(1 s^{2} \epsilon l\right)^{2} S^{e}$, $\epsilon>0]$. ${ }^{3}$

Higher up in the diagram we see the first doubleionization limit, denoted by ( $1 s \in l \epsilon^{\prime} l^{\prime}$ ) which corresponds to the ground state of the doubly ionized


FIG. 1(a). Approximate energy level diagram for Li. Level designations are given according to independent particle model and Ref. 22. (b). Approximate energy level diagram for $\mathrm{He}^{-}$. Level designations are given according to independent particle model and Ref. 22.
three-electron system with the other two electrons being at rest at infinity. For He the singleelectron continuum starts at the ground state of $\mathrm{He}^{+}(1 s)$, at 24.6 eV . The two degenerate excited levels of $\mathrm{He}^{+}, 2 s$ and $2 p$, at 65.4 eV , form the second single-ionization limit of He. Below the $2 s$ and $2 p$ levels there exists an infinity of Rydberg series of doubly excited levels of He having symmetries ${ }^{1,3} S^{e},{ }^{1,3} P^{o},{ }^{1,3} P^{e},{ }^{1,3} D^{e},{ }^{1,3} D^{0}$, etc. The three low-lying members, $(2,2 a)^{1} S^{e}$ (at 57.9 eV ),
$(2 s 2 p)^{3} P^{0}$ (at 58.4 eV ), and $(2 s 2 p)^{1} P^{o}$ (at 60.2 eV ), are shown in the diagram. At around 59.7 eV there exists the $\left(2 p^{2}\right)^{3} p^{e}$ doubly excited state of He. This is an example of a nonautoionizing state lying in the continuum, as it cannot spontaneously decay into $\mathrm{He}^{+}(1 s)$ plus a free electron, without violating conservation of parity or angular momentum.
The existence of two triply excited states of $\mathrm{He}^{-}$ with the configurations $\left(2 s^{2} 2 p\right)^{2} P^{o}$ and $\left(2 s 2 p^{2}\right)^{2} D^{e},{ }^{7}$ respectively, below the $(2,2 a)^{1} S^{e}$ and $(2 s 2 p)^{3} P^{o}$
doubly excited states of He [Fig. 1(b)] is experimentally well established. ${ }^{8-11}$ Their energies are roughly 57.2 and 58.3 eV above the ground state of He. There have also been several theoretical calculations of these levels. ${ }^{12-14}$ Grissom et al. ${ }^{10}$ have reported two other resonance structures with energies around 58.79 and 59.4 eV , respectively, which have been interpreted as being due to the formation of ${ }^{2} S^{e}$, triply excited states of $\mathrm{He}^{-}$by Smith et al. ${ }^{14}$ These triply excited states are seen from the diagram to be embedded in the first dou-ble-electron continuum of the ground state of $\mathrm{He}^{+}$, ( 1 s ), and also in the various single-electron continua associated with the singly and (in the case of ${ }^{2} S^{e}$ and ${ }^{2} D^{e}$ levels) doubly excited states of He . They can autoionize into the adjacent single- and double-electron continua by the following processes:

$$
\left.\begin{array}{rl}
\left(2 s^{2} 2 p\right)^{2} P^{o} & \rightarrow(1 s n l)^{1,3} l+\epsilon(l \pm 1) \\
& \text { one-electron emission } \\
& \rightarrow 1 s+\epsilon l+\epsilon^{\prime}(l \pm 1) \\
\left(2 s 2 p^{2}\right)^{2} D^{e} \rightarrow 1 s+\epsilon l+\epsilon^{\prime}(l, l \pm 2) \\
\text { two-electron emission } \\
& \rightarrow(1 s n l)^{1,3} l+\epsilon(l, l \pm 2) \\
\quad \text { one-electron emission } \\
& \rightarrow\left(2 s^{2}\right)^{1} S+\epsilon d \rightarrow 1 s+\epsilon^{\prime} s+\epsilon d \\
\text { two-step one-electron emission } \\
\left(2 s 2 p^{2}\right)^{2} S^{e} \rightarrow & 1 s+\epsilon l+\epsilon^{\prime} l \quad \text { two-electron emission } \\
\rightarrow(1 s n l)^{1,3} l+\epsilon l \quad \text { one-electron emission } \\
\rightarrow(2,2 a)^{1} S+\epsilon s \rightarrow 1 s+\epsilon s+\epsilon^{\prime} s \\
& -(2 s 2 p)^{3} P+\epsilon s \rightarrow 1 s+\epsilon p+\epsilon^{\prime} p
\end{array}\right\}
$$

two-step one-electron emission.
Generally speaking, an $N$-tuply excited state of a many-electron system is embedded in one to ( $N-1$ )-electron continua and can autoionize, giving up $1,2, \ldots$, up to $N-1$ free electrons.
With this introduction, we are now ready to present a method for the calculation of the energies of triply excited states in $\mathrm{He}^{-}$and other members of that isoelectronic sequence. The method is a modification and extension to three-electron atoms and ions of the procedure of truncated diagonalization (TDM). ${ }^{6}$ The triply excited states of a threeelectron system will be treated as being quasistationary bound states. This means that we suppose the system has been prepared to be in such a state at a certain instant by some excitation mechanism and persists in that state for a period of time equal
to the mean lifetime of the state. To account for the well-defined existence of quasistationary states in various types of collision experiments, this time has to be much larger than both the excitation time and the period for the orbital motion of the electrons around the nucleus. The interaction is not known explicitly but it includes a part of the interelectron and the electron-nucleus potential terms of the total Hamiltonian for the system. In other words, the triply excited states are eigenstates of a part of the total Hamiltonian; the other part of the Hamiltonian induces the transition to the continuum states for those triply excited states which autoionize.
The quasistationary states can be treated theoretically as discrete, bound states which have well-defined energjes and widths irrespective of the method employed for their excitation (preparation). ${ }^{3,6}$ Further, we assume that a triply excited state of the three-electron system is formed as a result of the interaction between low-lying doubly excited two-electron targets and an additional electron. Therefcre, its wave function can be represented by a linear combination of functions which are products of these doubly excited two-electron targets and one-electron functions. The various doubly excited targets are themselves described by coupled and totally antisymmetric configuration interaction (CI) wave functions, using hydrogenic basis functions with the nuclear charge $Z$. The additional one-electron functions are represented by the hydrogenic orbitals with the same nuclear charge $Z$. We will assume that $L-S$ coupling is a good approximation for our purpose as we deal with light atoms (maximum value of $Z=10$ ) in the present work. Thus the triply excited wave functions are constructed to be the eigenfunctions of total $L, S$, and $\pi$, the parity for the state. To take into account the electron exchange, the wave function will be antisymmetrized with respect to the additional electron, as the doubly excited target functions are already antisymmetric in the two electrons. Such a wave function for the triply excited state is approximately orthogonal to all the lower-lying states with the same symmetry, including the discrete (singly and doubly excited) states and one- and two-electron continua. Since the low-lying three-electron states include in them the $1 s$ orbital, and since the doubly excited states do not have a $1 s$ orbital in them, ${ }^{15}$ and the last electron orbitals are also orthogonal to $1 s$, the wave function for the triply excited state is orthogonal to the low-lying states (exactly so in the independent-particle approximation). We will discuss this point later in more detail. The formalism for the calculations will be derived in Sec. II. In Sec. III we present the procedure and the
results of calculations for the energies of several triply excited states in $\mathrm{He}^{-}, \mathrm{Li}, \mathrm{Be}^{+}$, and other positive ions. In Sec. IV we give a general discussion of our method, and comment on certain related points.

## II. MATHEMATICAL FORMALISM

A. General discussion

As discussed in Sec. I, we wish to represent the triply excited states of a three-electron system as a sum of products of doubly excited twoelectron targets with one-electron functions. This requires the evaluation of the full three-electron Hamiltonian matrix with respect to the functions which are constructed by coupling a third electron to a two-electron wave function which is itself made up of many configurations. If we use twoelectron functions which are coupled and properly symmetrized products of one-electron functions, then as will be shown here, the antisymmetrization with respect to the third electron can be carried out in either of two ways, giving rise to two choices of basis functions. One of these is the basis set of functions which are coupled and totally antisymmetric products of single configurations. The other, albeit much larger basis set, consists of coupled product functions of single configurations which are antisymmetric in electrons one and two but not in three. In the latter case, the threeelectron antisymmetrization operator $A$ will be incorporated explicitly in the various matrices arising in the formalism. When the number of different three-electron configurations is very large, using the former choice of basis functions requires a somewhat tedious and complicated procedure for evaluating the "coefficients of frac-
tional parentage" (CFP), and removing the degeneracies associated with "seniority." ${ }^{16}$ The second choice of bases recasts the formalism in an elegant and simple way such that questions regarding seniority do not arise, and an explicit formula can be used which avoids some of the problems of CFP's. Much of what follows is applicable to any N -electron system, but when explicitness is desired, we will focus on three-electron systems, since the formalism will specifically be applied to evaluate the energy levels for the triply excited states in $\mathrm{He}^{-}, \mathrm{Li}, \mathrm{Be}^{+}$, and other positive ions of that isoelectronic sequence.
We are interested in working with three-electron functions of the form:

$$
\begin{gather*}
\Psi\left(\overrightarrow{\mathrm{r}}_{1}, \overrightarrow{\mathrm{r}}_{2}, \overrightarrow{\mathrm{r}}_{3}\right)=A \sum_{m_{3} \mu_{3}}\left(L_{12} l_{3} L \mid M_{12} m_{3} M\right)\left(\left.S_{12} \frac{1}{2} S \right\rvert\, \mu_{12} \mu_{3} M_{s}\right) \\
\times \psi\left(\overrightarrow{\mathrm{r}}_{1}, \overrightarrow{\mathrm{r}}_{2}\right) \varphi_{n_{3} l_{3}}\left(\overrightarrow{\mathrm{r}}_{3}\right) \\
\equiv A\left[\psi\left(\overrightarrow{\mathrm{r}}_{1}, \overrightarrow{\mathrm{r}}_{2}\right) \varphi_{n_{3} l_{3}}\left(\overrightarrow{\mathrm{r}}_{3}\right)\right]_{L S}^{M M_{s}} \tag{1}
\end{gather*}
$$

where $A$ is the three-electron antisymmetrization operator, and

$$
\begin{equation*}
\varphi_{n l}(\overrightarrow{\mathrm{r}})=R_{n l}(r) Y_{l}^{m}(\hat{r}) \chi_{1 / 2}^{\mu} \tag{2}
\end{equation*}
$$

is a single-particle function. The dependence of $\psi$ and $\varphi$ on the magnetic quantum numbers $M_{12}$, $m_{3}, \mu_{12}$, and $\mu_{3}$ are shown explicitly in Eqs. (2) and (3) although they do not appear in Eq. (1). The brackets [ $]_{L S}^{M M_{s}}$ will be used at times to denote that the terms inside have been coupled together to give total $\vec{L}$ and $\vec{S}$. The $\psi\left(\vec{r}_{1}, \vec{r}_{2}\right)$ 's are themselves expressible in terms of linear combinations of product functions. Thus we have

$$
\begin{equation*}
\psi_{i}\left(\vec{r}_{1}, \vec{r}_{2}\right)=\sum_{j} \alpha_{i j} \phi_{j}\left(\vec{r}_{1}, \vec{r}_{2}\right), \tag{3a}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi\left(\vec{r}_{1}, \vec{r}_{2}\right)=\left[\frac{R_{n_{1} l_{1}}(1) R_{n_{2} l_{2}}(2) Y_{1_{12} l_{1} l_{2}}^{M_{12}}(\hat{1}, \hat{2})+(-1)^{s_{12}} R_{n_{1} l_{1}}(2) R_{n_{2} l_{2}}(1) Y_{L_{12} l_{1} l_{2}}^{M_{12}}(\hat{2}, \hat{1})}{\left(\sqrt{2}+(2-\sqrt{2}) \delta_{n_{1} n_{2}} \delta_{l_{1} l_{2}}\right)}\right] \chi_{S_{12}}^{\mu_{12}}(1,2) \tag{3b}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{L l_{1} l_{2}}^{M}(\hat{1}, \hat{2})=\sum_{m_{1}, m_{2}}\left(l_{1} l_{2} L \mid m_{1} m_{2} M\right) Y_{l_{1}}^{m_{1}}(\hat{1}) Y_{l_{2}}^{m_{2}}(\hat{2}) \tag{3c}
\end{equation*}
$$

The $R_{n l}$ 's are mutually orthonormal but otherwise unspecified, although in our application, we will use hydrogenic functions with a $Z$ equal to that of the nucleus. The $Y_{l}^{m}$ 's are the usual spherical harmonics, the $\chi$ 's are spin functions, and ( $l_{1} l_{2} L \mid m_{1} m_{2} M$ ) is a Clebsch-Gordan coefficient as defined in Rose. ${ }^{17}$ The $\alpha$ 's are CI coefficients
which presumably come from having previously diagonalized some two-electron Hamiltonian matrix, thereby making $\psi_{i}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ a reasonable approximation to some two-electron wave function with energy $E_{i}$. In our application, the $\psi_{i}$ 's will be CI wave functions for various doubly excited states of the two-electron atomic core of $\mathrm{He}, \mathrm{Li}^{+}$,
etc. as calculated by the TDM ${ }^{6,15}$ without $1 s$ orbitals. We note that $\alpha_{i j}=0$ unless $L_{i}=L_{j}, S_{i}=S_{j}$, $M_{i}=M_{j}$, and $\mu_{i}=\mu_{j}$.
The subscripts are somewhat ambiguous. We understand that the subscript $i$ when associated with $\phi_{i}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ stands for a set of values

$$
i \equiv\left\{n_{1} l_{1}, n_{2} l_{2}, L_{12}, M_{12}, S_{12}, \mu_{12}\right\} .
$$

The subscript $i$ when used with $\psi_{i}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ will stand for the set

$$
i \equiv\left\{L_{12}, M_{12}, S_{12}, \mu_{12}, E_{i}\right\} .
$$

On the other hand, when $i$ is used as a subscript for $\Psi_{i}$, it stands for the set of quantum numbers

$$
i \equiv\left\{L_{12}, S_{12}, n_{3}, l_{3}, E_{i}, L, S\right\} .
$$

The functions defined in Eq. (1) are linearly independent, but not orthogonal (except in trivial cases). An orthonormal basis set can be constructed by first evaluating the overlap matrix:

$$
\begin{equation*}
X_{i j}=\left\langle\Psi_{i} \mid \Psi_{j}\right\rangle . \tag{4}
\end{equation*}
$$

$X$ is Hermitian and has no negative eigenvalues. The vectors defined by

$$
\begin{equation*}
\left|\bar{\Psi}_{i}\right\rangle=\sum_{j}\left(\Lambda^{-1 / 2} U\right)_{i j}\left|\Psi_{j}\right\rangle, \tag{5}
\end{equation*}
$$

where $\Lambda$ and the unitary matrix $U$ satisfy the eigenvalue equation

$$
U X U^{-1}=\Lambda=\Lambda^{1 / 2} \Lambda^{1 / 2}
$$

form the desired orthonormal basis set which spans the same space as the $\Psi_{j}$ 's. The orthonormality is easily shown:

$$
\begin{aligned}
\left\langle\bar{\Psi}_{k} \mid \bar{\Psi}_{i}\right\rangle & =\sum_{j, l}\left(\Lambda^{-1 / 2} U\right)_{i j}\left(\Lambda^{-1 / 2} U\right)_{k i}\left\langle\Psi_{l} \mid \Psi_{j}\right\rangle \\
& =\left(\Lambda^{-1 / 2} U X \tilde{U} \Lambda^{-1 / 2}\right)_{k i}=\left(\Lambda^{-1 / 2} \Lambda \Lambda^{-1 / 2}\right)_{k i} \\
& =(I)_{k i}=\delta_{k i} .
\end{aligned}
$$

The next step is to construct the Hamiltonian matrix with respect to this orthonormal basis:

$$
\begin{equation*}
\mathfrak{F}_{i j}=\left\langle\bar{\Psi}_{i}\right| H\left|\bar{\Psi}_{j}\right\rangle, \tag{6a}
\end{equation*}
$$

where

$$
\begin{align*}
H & =\left[-\sum_{i=1}^{3}\left(\frac{1}{2} \nabla_{i}^{2}+\frac{Z}{r_{i}}\right)+\left(\frac{1}{r_{12}}+\frac{1}{r_{23}}+\frac{1}{r_{13}}\right)\right] \\
& =H_{1}+H_{2}+H_{3}+V_{12}+V_{23}+V_{13} \tag{6b}
\end{align*}
$$

is the standard three-electron Hamiltonian (expressed in atomic units) in the field of nuclear charge $Z$. The eigenvalues of $\mathscr{H}$ can be thought of as representing the energy levels associated with the operator $Q H Q$, where $Q$ is the projection operator onto the subspace spanned by the $\Psi_{i}$ 's and can be written as

$$
\begin{equation*}
Q \equiv \sum_{i=1}^{n}\left|\bar{\Psi}_{i}\right\rangle\left\langle\bar{\Psi}_{i}\right|, \tag{7a}
\end{equation*}
$$

where $n$ is the dimension of the subspace spanned by the $\left|\bar{\Psi}_{i}\right\rangle$ 's. We have

$$
\begin{equation*}
Q\left|\bar{\Psi}_{j}\right\rangle=\left|\bar{\Psi}_{j}\right\rangle, \tag{7b}
\end{equation*}
$$

and for an arbitrary function $|f\rangle$,

$$
\begin{equation*}
Q|f\rangle=0 \tag{7c}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\left\langle\bar{\Psi}_{i} \mid f\right\rangle=0 \text { for all } i=1, n . \tag{7d}
\end{equation*}
$$

It easily follows that

$$
\begin{equation*}
\left\langle\bar{\Psi}_{i}\right| Q H Q\left|\bar{\Psi}_{j}\right\rangle=\left\langle\bar{\Psi}_{i}\right| H\left|\bar{\Psi}_{j}\right\rangle=\mathscr{C}_{i j} . \tag{7e}
\end{equation*}
$$

## B. Method

First of all, we will use the basis set of threeelectron product functions which are antisymmetric in particles one and two, but not in three. All the above functions will be expressed in terms of these:

$$
\begin{align*}
\Phi_{i}\left(1,2 ; 3 \mid n_{1} l_{1}, n_{2} l_{2}, L_{12}, S_{12}, n_{3} l_{3}, L, S\right) & \\
& \equiv\left[\phi_{i}(1,2) \varphi_{n_{3} l_{3}}(3)\right]_{L S}^{M M} . \tag{8}
\end{align*}
$$

We define now the three-electron antisymmetrization operator as

$$
A=\frac{1}{3!}\left(\sum_{p=1}^{3!}(-1)^{p} \mathscr{O}_{p}\right),
$$

where the sum is over all permutations of three particles. With this definition, $A$ has the property that $A^{2}=A$, and $A=A^{\dagger}$. That is, $A$ is idempotent and Hermitian; therefore $A$ is a projection operator. ${ }^{18}$
We have to calculate the matrix representation of $A$ in terms of the functions of Eq. (8). Thus we have

$$
A \Phi_{i}=\sum_{j} A_{i j} \Phi_{j}
$$

$A_{i j}=0$ unless the single-particle quantum numbers $\left(n_{1} l_{1}, n_{2} l_{2}, n_{3} l_{3}\right)_{j}$ of function $j$ are a permutation of those of function $i$. The $\Phi$ 's are orthonormal, but the $A \Phi$ 's are neither orthogonal nor normalized.

As an example, consider the three functions

$$
\begin{aligned}
& \Phi_{1}\left(2 s 2 s^{1} S 2 p^{2} P^{o}\right), \\
& \Phi_{2}\left(2 s 2 p^{1} P 2 s^{2} P^{o}\right), \\
& \Phi_{3}\left(2 s 2 p^{3} P 2 s^{2} P^{o}\right)
\end{aligned}
$$

These three functions form an invariant subspace for $A$, in that $A$ operating on any one of them will
give a linear combination of them only. In this case, $A$ has the three-dimensional representation:

$$
[A]=\frac{1}{3}\left[\begin{array}{ccc}
1 & -1 / \sqrt{2} & -\sqrt{3} / \sqrt{2}  \tag{9}\\
-1 / \sqrt{2} & 1 / 2 & \sqrt{3} / 2 \\
-\sqrt{3} / \sqrt{2} & \sqrt{3} / 2 & 3 / 2
\end{array}\right] .
$$

It is easy to see that $A \Phi_{1}, A \Phi_{2}, A \Phi_{3}$ are all proportional to each other, as required, since there is only one totally antisymmetric function in this three-dimensional space, and therefore the $A$ matrix in Eq. (9) has only one nonzero eigenvalue. In Appendix A, we derive the explicit formula for $A$, for all cases.
We now express $\Psi_{i}$ [Eq. (1)] in terms of $\alpha, A$, and the $\Phi$ 's:

$$
\begin{align*}
\Psi_{i} & =A\left[\psi_{i} \varphi_{n l}\right]_{L S}^{M M S}=A\left[\sum_{j} \alpha_{i j} \phi_{j} \varphi_{n l}\right]_{L S} \\
& =A \sum_{j} \alpha_{i j}\left[\phi_{j} \varphi_{n l}\right]_{L S}=A \sum_{j} \alpha_{i j} \Phi_{j}(1,2 ; 3) \\
& =\sum_{j} \alpha_{i j} A \Phi_{j}=\sum_{j, k} \alpha_{i j} A_{j k} \Phi_{k} . \tag{10}
\end{align*}
$$

The matrix $\alpha$ is rectangular and of order $n \times m$, where $m$ denotes the dimension of the full configuration space spanned by the partly antisymmetric $\Phi$ 's, and $n$ is the dimension of the subspace spanned by the $\Psi$ 's. The matrix $A$ is square and of order $m \times m$.

Next we evaluate $X$ in the $\Phi$ basis. From Eq. (4) we have

$$
\begin{aligned}
X_{i j} & =\sum_{k, l, m, n} \alpha_{i l}^{*} A_{l k}^{*} \alpha_{j m} A_{m n}\left\langle\Phi_{k} \mid \Phi_{n}\right\rangle \\
& =\sum \alpha_{i l}^{*} A_{i k}^{*} A_{m n} \alpha_{j m} \delta_{k n} .
\end{aligned}
$$

But $A$ is real and symmetric, so we have

$$
\begin{align*}
X_{i j} & =\sum \alpha_{i l}^{*} A_{i k} A_{m k} \alpha_{j m}=\sum \alpha_{i l}^{*} A_{i k} A_{k m} \alpha_{j m} \\
& =\left(\alpha A A \alpha^{\dagger}\right)_{j i}=\left(\alpha A \alpha^{\dagger}\right)_{j i}=\left(\alpha A \alpha^{\dagger}\right)_{i j} \tag{11}
\end{align*}
$$

where $\alpha_{i j}^{*}=\left(\alpha^{\dagger}\right)_{j i}$, and we have made use of the fact that $A^{2}=A$. From Eqs. (5) and (10), we can now write down the relationship between the $\bar{\Psi}$ 's and the $\Phi$ 's.

$$
\begin{equation*}
\bar{\Psi}_{i}(1,2,3)=\sum_{j=1}^{m}\left(\Lambda^{-1 / 2} U \alpha A\right)_{i j} \Phi_{j}(1,2 ; 3) \tag{12}
\end{equation*}
$$

At this point, we stop to mention that the matrix

$$
\begin{equation*}
M \equiv\left(\Lambda^{-1 / 2} U \alpha A\right) \tag{13a}
\end{equation*}
$$

has the properties

$$
\begin{align*}
M M^{\dagger} & =\Lambda^{-1 / 2} U \alpha A A \alpha^{\dagger} U^{-1} \Lambda^{-1 / 2} \\
& =\Lambda^{-1 / 2} U \alpha A \alpha^{\dagger} U^{-1} \Lambda^{-1 / 2} \\
& =\Lambda^{-1 / 2} U X U^{-1} \Lambda^{-1 / 2} \\
& =\Lambda^{-1 / 2} \Lambda \Lambda^{-1 / 2} \\
& =I, \tag{13b}
\end{align*}
$$

but

$$
M^{\dagger} M=A \alpha^{\dagger} X^{-1} \alpha A \neq I
$$

In fact,

$$
\begin{equation*}
Q=M^{\dagger} M \tag{14}
\end{equation*}
$$

is the matrix representation in the $\Phi$ basis of the projection operator defined in Eqs. (7). $Q$ has zero eigenvalues corresponding to the eigenvectors not lying in the subspace spanned by the $\Psi$ 's, while the eigenvectors of $Q$ belonging to eigenvalue 1 all lie in this subspace.
We can now evaluate the Hamiltonian matrix [Eq. (6)]:

$$
\begin{align*}
\mathcal{F}_{i j} & =\left\langle\bar{\Psi}_{i}\right| H\left|\bar{\Psi}_{j}\right\rangle \\
& =\sum_{k, i} M_{i k}^{*} H_{k l} M_{j l}=\left(M H M^{\dagger}\right)_{i j} \tag{15a}
\end{align*}
$$

where

$$
\begin{equation*}
H_{k l}=\left\langle\Phi_{k}\right| H\left|\Phi_{l}\right\rangle . \tag{15b}
\end{equation*}
$$

Note that Eq. (15b) is real and symmetric.
It is of interest to look further at the matrix $Q H Q$. This is the type of matrix one uses in Feshback formalism to calculate autoionization resonances. ${ }^{19}$ It can be shown that $Q H Q$ (with dimension space $m$ of $\Phi$ space), has the same nonzero eigenvalues as $\mathfrak{H C}$ (with dimension $n$ of $\Psi$ space), since they are related by the following equations:

$$
Q H Q=M^{\dagger} M H M^{\dagger} M=M \mathscr{H} M^{\dagger}
$$

and

$$
\mathfrak{F}=M Q H Q M^{\dagger}=M H M^{\dagger} .
$$

Thus, by selecting a set of functions (i.e., the $\Psi_{i}$ 's) one has equivalently chosen a projection operator $Q$.
We now show that

$$
\begin{align*}
\mathfrak{F}_{i j} & =\sum_{i, k} M_{i l}^{*}\left\langle\Phi_{l}(1,2 ; 3)\right| 3\left(H_{3}+V_{12}\right)\left|\Phi_{k}(1,2 ; 3)\right\rangle M_{j k} \\
& =3\left(M \mathfrak{G} M^{\dagger}\right)_{i j}, \tag{16a}
\end{align*}
$$

where

$$
\begin{equation*}
\mathfrak{h}=H_{3}+V_{12}, \tag{16b}
\end{equation*}
$$

and $H_{3}$ and $V_{12}$ are as defined in Eq. (6). First of all, consider

$$
\begin{equation*}
C_{l k}=\left\langle\Phi_{l}(1,2 ; 3)\right| H_{2}+V_{13}\left|\Phi_{k}(1,2 ; 3)\right\rangle . \tag{16c}
\end{equation*}
$$

Since this represents an integral over all three particles, the labels 1 and 2 can be interchanged, leaving

$$
C_{l k}=\left\langle\Phi_{l}(1,2 ; 3)\right| \boldsymbol{H}_{1}+V_{23}\left|\Phi_{k}(1,2 ; 3)\right\rangle,
$$

because

$$
\begin{equation*}
\Phi_{l}(1,2 ; 3)=-\Phi_{l}(2,1 ; 3) \equiv-P_{12} \Phi_{l}(1,2 ; 3) . \tag{17}
\end{equation*}
$$

When the coordinates of particles 2 and 3 are relabeled, $C_{l k}$ becomes

$$
\begin{aligned}
C_{l k} & =\left\langle\Phi_{\imath}(1,3 ; 2)\right| H_{3}+V_{12}\left|\Phi_{k}(1,3 ; 2)\right\rangle \\
& =\left\langle P_{23} \Phi_{l}(1,2 ; 3)\right| H_{3}+V_{12}\left|P_{23} \Phi_{k}(1,2 ; 3)\right\rangle \\
& =\left(P_{23} \mathfrak{h} P_{23}\right)_{l k} .
\end{aligned}
$$

Recalling Eq. (13a), we have

$$
\bar{C}_{i j} \equiv\left(M C M^{\dagger}\right)_{i j}
$$

$$
=\sum_{l, k} M_{i l} C_{l k} M_{j k}^{*}
$$

$$
=\sum_{l, m, n, k}\left(\Lambda^{-1 / 2} U \alpha\right)_{i n} A_{n l}\left\langle P_{23} \Phi_{l}(1,2 ; 3)\right| H_{3}+V_{12}\left|P_{23} \Phi_{k}(1,2 ; 3)\right\rangle\left(\Lambda^{-1 / 2} U \alpha\right)_{j m}^{*} A_{m k}^{*}
$$

$$
=\sum_{m, n}\left(\Lambda^{-1 / 2} U \alpha\right)_{i n}\left\langle P_{23}\left(\sum_{l} A_{n!} \Phi_{l}\right)\right| \mathfrak{h}\left|P_{23}\left(\sum_{k} A_{m k} \Phi_{k}\right)\right\rangle\left(\Lambda^{-1 / 2} U \alpha\right)_{j m}^{*} .
$$

It is not hard to show that

$$
P_{23} A=A P_{23}=-A,
$$

and since

$$
\sum_{l} A_{n l} \Phi_{l}=A \Phi_{n},
$$

we get

$$
\begin{align*}
\bar{C}_{i j} & =\sum_{m, n}\left(\Lambda^{-1 / 2} U \alpha\right)_{i n}\left\langle-A \Phi_{n}\right| \mathfrak{h}\left|-A \Phi_{m}\right\rangle\left(\Lambda^{-1 / 2} U \alpha\right)_{j m}^{*} \\
& =\sum_{k, l, m, n}\left(\Lambda^{-1 / 2} U \alpha\right)_{i n} A_{n l}\left\langle\Phi_{l}\right| \mathfrak{h}\left|\Phi_{k}\right\rangle A_{m k}^{*}\left(\Lambda^{-1 / 2} U \alpha\right)_{j m}^{*} . \tag{18a}
\end{align*}
$$

In effect, $A$ has absorbed $P_{23}$, leaving

$$
\begin{equation*}
\bar{C}_{i j}=\left(M \mathfrak{b} M^{\dagger}\right)_{i j}, \tag{18b}
\end{equation*}
$$

and so we have

$$
\mathfrak{F}=3 M \mathfrak{G} M^{\dagger} .
$$

Note that $\mathfrak{g}$ is block diagonal in form, in that $\mathfrak{h}_{i j}=0$ unless $L_{i}=L_{j}, S_{i}=S_{j}, l_{3 i}=l_{3 j}$.

One would similarly show that $\mathfrak{H}$ can be written in the form:

$$
\begin{equation*}
\mathfrak{H}=3 M\left[\frac{1}{2}\left(H_{1}+H_{2}\right)+V_{12}\right] M=3 M \overline{\mathfrak{h}} M^{\dagger} . \tag{19}
\end{equation*}
$$

$\overline{\mathfrak{h}}_{i j}$ has the additional property that $\overline{\mathfrak{h}}_{i j}=0$, unless $n_{3 i}=n_{3 j}$, making it completely independent of the third electron function.

## C. Relation of the $a$ matrices with CFP and seniority

The treatment of product wave functions representing several equivalent electrons is exhaustively covered in the literature. ${ }^{20}$ We would like to connect this with the formalism developed in Sec. II B. In the process we hope to gain some insight about totally antisymmetric basis functions in $N$ electrons, and also about coefficients of fractional parentage and seniority schemes. Briefly, one would like to express a totally antisymmetric N -electron wave function in terms of sums of ( $N-1$ )-electron wave functions, which are multiplied by a one-electron function and then coupled together, i.e.,

$$
\begin{equation*}
\Phi_{i}(1,2, \ldots, N \mid L S)=\sum_{j} a_{i j}\left[\phi_{j}\left(1,2, \ldots, N-1 \mid L_{j} S_{j}\right) \varphi_{j}\left(r_{N}\right)\right]_{L S}=\sum_{j} a_{i j} \Phi_{j}(1,2, \ldots, N-1 ; N), \tag{20}
\end{equation*}
$$

where

$$
\Phi_{i}(1,2, \ldots, N-1 ; N) \equiv\left[\phi_{i}\left(1,2, \ldots, N-1 \mid L_{i} S_{i}\right) \varphi_{i}\left(r_{N} \mid l_{i}\right)\right]_{L S} .
$$

The sum is only over all those $j$ 's which have the same set of orbitals as $i$. The $a_{i j}$ 's are generalizations of the coefficients of fractional parentage (CFP's). This decomposition is not necessarily
unique. There may be two or more mutually orthonormal $\bar{\Phi}(1, \ldots, N)$ 's with the same $L$ and $S$, associated with a given set of orbitals (i.e., same set of $\left\{n_{j} l_{j} \mid j=1, N\right\}$ ). For example, for $d^{3}$ con-
figurations, there are two functions with $L=2$ and $S=\frac{1}{2}$. Racah ${ }^{17}$ introduced the concept of seniority, so as to remove this degeneracy, and thereby allow the $\bar{\Phi}$ 's to be uniquely specified. Any given orthonormal set of $\bar{\Phi}$ 's is related to Racah's by a unitary transformation.
Consider now, the functions, $\Phi(1, \ldots, N-1 ; N)$. $A \Phi_{i}$ must be expressible as a linear combination of the $\bar{\Phi}$ 's of Eq. (20), since the $\bar{\Phi}$ 's span the space of completely antisymmetric functions. We can write

$$
\begin{equation*}
A \Phi_{j}(1,2, \ldots, N-1 ; N)=\sum_{i} b_{j i} \bar{\Phi}_{i}(1,2, \ldots, N) \tag{21a}
\end{equation*}
$$

and

$$
\begin{align*}
A_{i j} & =\left\langle\Phi_{i}\right| A\left|\Phi_{j}\right\rangle=\sum_{k} b_{j k}\left\langle\Phi_{i} \mid \Phi_{k}\right\rangle \\
& =\sum_{k} b_{j k} a_{k i}=(b a)_{j i} . \tag{21b}
\end{align*}
$$

Since $A_{i j}=A_{j i}$, we have

$$
\begin{equation*}
A_{i j}=(b a)_{i j} . \tag{22}
\end{equation*}
$$

Recall that the $\Phi$ 's and also the $\Phi$ 's are orthonormal sets, so from Eqs. (20) and (21a)

$$
\begin{aligned}
a_{j i} & =\left\langle\Phi_{i} \mid \bar{\Phi}_{j}\right\rangle=\left\langle\Phi_{i} \mid A \Phi_{j}\right\rangle \\
& =\left\langle A \Phi_{i} \mid \Phi_{j}\right\rangle=b_{i j},
\end{aligned}
$$

or

$$
\begin{equation*}
b^{T}=a, \tag{23}
\end{equation*}
$$

and from Eqs. (22) and (23)

$$
\begin{equation*}
A=a^{T} a \tag{24}
\end{equation*}
$$

Because of the orthonormality of $\bar{\Phi}_{i}$ 's and $\Phi_{i}$ 's, we have

$$
\begin{aligned}
\delta_{i j} & =\left\langle\Phi_{i} \mid \bar{\Phi}_{j}\right\rangle \\
& =\sum_{k, i} a_{i k} a_{j l}\left\langle\Phi_{k} \mid \Phi_{\imath}\right\rangle \\
& =\sum_{k} a_{i k} a_{j k}
\end{aligned}
$$

or

$$
a a^{T}=I .
$$

The $a_{i j}$ 's are generalized CFP's but they are not uniquely defined because of the fact that the $\bar{\Phi}$ 's are not unique to within an arbitrary orthogonal transformation (unless there is only one $\bar{\Phi}$ ). But, $A$ is not dependent on what seniority scheme is picked, since different schemes are related by unitary transformations. Let $a$ and $a^{\prime}$ be two different sets of CFP's derived from different schemes; then

$$
\begin{equation*}
a^{\prime}=U a \tag{25}
\end{equation*}
$$

where

$$
U^{-1}=U^{T} ;
$$

so

$$
\begin{aligned}
A^{\prime} & =a^{\prime T} a^{\prime}=(U a)^{T} U a=a^{T} U^{T} U a \\
& =a^{T} U^{-1} U a=a^{T} I a=a^{T} a=A .
\end{aligned}
$$

We can look at $A$ from an alternate point of view. Suppose the $\bar{\Phi}_{i}$ 's span an $n$-dimensional subspace of the $m$-dimensional space, spanned by the $\Phi_{i}$ 's. Let $A_{i j}$ be an $m$-dimensional representation of $A$. Since

$$
A^{2}=A
$$

all the eigenvalues of $A$ must be either 0 or 1 . Also, as $A$ is real-symmetric, there exists an orthogonal matrix $U$, such that

$$
U A U^{-1}=\left[\begin{array}{cc}
I_{(n)} & 0  \tag{26}\\
0 & 0_{(m-n)}
\end{array}\right]
$$

where $n$ equals the multiplicity of eigenvalue $\lambda=1$, and $(m-n)$ is the multiplicity of the zero eigenvalue. The $n$-dimensional subspace is spanned by the totally antisymmetric functions. Now

$$
\left[\begin{array}{cc}
I_{(n)} & 0  \tag{27a}\\
0 & 0_{(m-n)}
\end{array}\right]=a_{0}^{T} a_{0}
$$

where

$$
\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & \cdot & 0 & 0 & 0 & 0  \tag{27b}\\
0 & 1 & 0 & 0 & \cdot & 0 & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & 0 & 1 & \cdot & 0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right]
$$

is an $n$-row by $m$-column array. Consequently,

$$
\begin{equation*}
A=U^{-1} a_{0}^{T} a_{0} U=U^{T} a_{0}^{T} a_{0} U=\left(a_{0} U\right)^{T}\left(a_{0} U\right)=a^{T} a \tag{28a}
\end{equation*}
$$

where

$$
\begin{equation*}
a=a_{0} U \tag{28b}
\end{equation*}
$$

and

$$
\begin{equation*}
a a^{T}=I_{(n)}=a_{0} a_{0}^{T} \tag{28c}
\end{equation*}
$$

The matrix $a$ is seen to be rectangular (with the same dimensions as $a_{0}$ ) whose rows are orthonormal vectors. Any orthogonal rearrangement of these rows will also give a valid $a$, yielding the same $A$. Therefore, $a$ can be written in the general form

$$
\begin{equation*}
a=U_{1}(n \times n) a_{0}(n \times m) U_{2}(m \times m) . \tag{29}
\end{equation*}
$$

$U_{1}$ corresponds to the arbitrary choice of the $\Phi^{\prime}$ 's and $U_{2}$ corresponds to the selection of the basis functions $\left\{\Phi_{i}\right\}$. There are two trivial cases, corresponding to $n=0$ (then $a_{0}=0, a=0$, and $A=0$ ) and $n=m$ (i.e., $a_{0}=I, a=U_{1} U_{2}$, and $a^{T} a=A=I$ ). Otherwise, we have $1 \leqslant n \leqslant m$. If $n=1$, then $U_{1}=1$, and $a$ is uniquely defined by the choice of basis functions $\left\{\Phi_{i}\right\}$.

In Appendix A, we shall derive a relationship between $A$ and the exchange operator $P_{i j}$ using the $\left\{\Phi_{i}\right\}$ as the basis functions, and then evaluate the matrix $A$ explicitly for three particles. Once we have done this, we may calculate some $a$, if necessary, by observing that since

$$
A=a^{T} a=U_{2}^{T} a_{0}^{T} a_{0} U_{2}, \quad a=a_{0} U_{2}
$$

we have

$$
\begin{equation*}
U_{2} A U_{2}^{T}=a_{0}^{T} a_{0} \tag{30}
\end{equation*}
$$

But $a_{0}^{T} a_{0}$ is diagonal, so $U_{2}$ is an orthogonal matrix which diagonalizes $A$. Since, in general, the eigenvalues of $A$ are not all distinct, there exist many such orthogonal matrices which satisfy Eq. (30).
In the above discussion we have only used the properties of $A$ which make it a projection operator; thus everything shown is true for all projection operators. The $a$ matrices for two different cases are evaluated in Appendix B.

## D. Explicit use of totally antisymmetric bases

Since our objective is to evaluate the matrix $\mathcal{H}$ [Eqs. (16) and (17) in Sec. II B], we see that if we use CI target functions (nontrivial $\alpha$ ), a knowledge of $a$ is unnecessary. What we need instead are the eigenvalues and eigenvectors of $X=\alpha A \alpha^{r}$ [Eq. (11)]. If we include enough two-electron target states, so that $\alpha$ has the same dimension $n$, as $a$, then $X$ will have the same dimension as the number of linearly independent, totally antisymmetric functions. Any further addition of target states will not increase the dimension of $\bar{\Phi}$ space, and $X$ will have some zero eigenvalues. In any case, when $\alpha$ and $a$ have the same dimensions, the eigenvalues of $\mathcal{H}$ will be identical with the Hamiltonian matrix derived from using totally antisymmetric functions directly, without concern for target states. The dimensions of the $\mathfrak{H C}$ matrix, in this case, however, can exceed 300 , even if only oneelectron orbitals through $n_{1}, n_{2}, n_{3}=5$ are included, so this procedure is not of practical use. In Sec. VC we discuss our results for ${ }^{2} P^{o}$, where we calculate energies using five target states and all orbitals through $2 \leqslant n_{i} \leqslant 4, l_{i} \leqslant 2$ and compare with calculations using all possible antisymmetric functions having the same orbitals. The former requires the diagonalization of a $21 \times 21$ Hamiltonian
matrix, while the latter requires one which is well over $100 \times 100$.

## III. CALCULATION OF THE ENERGIES OF TRIPLY EXCITED STATES

As discussed in Secs. I and II, we expanded the wave function of the triply excited states in a linear combination of products of low-lying doubly excited two-electron target functions, with various oneelectron functions for the third electron. For example, in order to calculate the $\left(2 s^{2} 2 p\right)^{2} P^{o}$ state in $\mathrm{He}^{-}$we first diagonalized the particular truncated two-electron Hamiltonian, as in Refs. 6 and 15 to obtain the CI eigenfunctions ( $\alpha$ matrix of Sec. II) for the lowest members of the five doubly excited He targets with symmetries ${ }^{1} S^{e},{ }^{1} P^{o},{ }^{3} P^{0}$, ${ }^{3} P^{e}$, and ${ }^{1} D^{e}$. The two-electron functions were constructed using all possible hydrogenic orbitals with orbital angular momentum 0,1 , and 2 , and principal quantum number $n=2,3,4,5$. The charge $Z$ used was the same as that of the nucleus. Hydrogenic single-particle orbitals were also used for the third electron function, using the formalism of Sec. II to construct the basis functions $\left\{\Phi_{i}\right\}$. The Hamiltonian matrix $\mathfrak{H}$ [Eq. (17)] was then set up and diagonalized, yielding eigenvalues which are approximations to the various ${ }^{2} P^{o}$ energy levels. All the energies calculated in this way are expressed in a.u. below the total ionization limit for the three-electron system (the zero of the energy). For $\mathrm{He}^{-}$and Li some of the energies calculated here are also given in eV above the ground states of He and $\mathrm{Li}^{+}$, respectively. The conversion between eV and a.u. used is as follows:

$$
\begin{align*}
& \Delta E(\mathrm{eV})=27.210 \Delta E \text { (a.u. }),  \tag{31a}\\
& E_{\mathrm{He}}(\mathrm{eV})=78.9878-27.210 \mid E_{\mathrm{He}}(\text { a.u. }) \mid,  \tag{31b}\\
& E_{\mathrm{Li}^{+}}(\mathrm{eV})=203.4303-27.210 \mid E_{\mathrm{Li}^{+}}(\text {a.u. }) \mid, \tag{31c}
\end{align*}
$$

where $E_{A}(\mathrm{eV})$ is the energy above the ground state of $A$.
The results of our calculation of the energy of the lowest ${ }^{2} P^{o}$ state of $\mathrm{He}^{-}$is given in Table I, together with several recent theoretical calculations and experimental measurements. Golden, Schowengerdt, and Macek ${ }^{21}$ have pointed out that earlier experiments which used the $\left(1 s 2 s^{2}\right)^{2} S$ resonance in $\mathrm{He}^{-}$to calibrate their energy scales gave values for the triply excited states which were on the order of 0.05 eV too low, since they would have used the value of 19.3 eV instead of the presently accepted position of 19.35 eV .

Our value of 57.350 eV is in good agreement with the calculations of Nicolaides, ${ }^{12}$ and Eliezer and Pan, ${ }^{13}$ but the experiments of Kuyatt et al., ${ }^{8}$ Sanche and Schulz, ${ }^{9}$ and Grissom et al. ${ }^{10}$ all found a resonance about 0.2 eV below our value. This dis-

TABLE I. Position of $\left(2 s^{2} 2 p\right)^{2} p^{o}$ resonance in $\mathrm{He}^{-}$.

| $\begin{aligned} & \text { Experiment } \\ & \text { (eV) } \end{aligned}$ | Theory (eV) | Present calculation (eV) |
| :---: | :---: | :---: |
| $57.15 \pm 0.04^{\text {a }}$ | $57.3{ }^{\text {e }}$ | 57.350 |
| $57.1 \pm 0.1^{\text {b }}$ | $57.3{ }^{\text {f }}$ |  |
| $57.16 \pm 0.05^{\text {c }}$ | $56.5{ }^{\text {g }}$ |  |
| $57.21{ }^{\text {d }}$ |  |  |
| ${ }^{\text {a }}$ Reference 11. <br> ${ }^{\mathrm{b}}$ Reference 8. <br> ${ }^{c}$ Reference 9. <br> ${ }^{\mathrm{d}}$ Reference 10. |  | ${ }^{\mathrm{e}}$ Reference 13. |
|  |  | ${ }^{\text {f }}$ Reference 12. |
|  |  | $\mathrm{g}_{\text {Reference } 14 .}$ |
|  |  |  |

crepancy is not surprising, since the discrete set of hydrogenic functions is not a complete set. We could expect better agreement if we used different basis functions, such as generalized Laguerre polynomials with one exponential. The calculation of Smith et al. ${ }^{14}$ is well over 0.5 eV below all other results, and should probably be reexamined.
In Table II, the energies of the eight lowest ${ }^{2} P^{o}$ levels for He are listed. Their energies below the five doubly excited thresholds used in the calculation are also included. We see that only the lowest level lies below the $(2,2 a)^{1} S^{e}$ state, and only one other (the one at 58.2 eV lies below the secondlowest doubly excited state. We feel that our method (and any other method which uses discrete bases) can treat definitively only those Feshbach resonances ${ }^{19}$ which lie below the lowest doubly excited threshold included in the calculation. For this reason, the resonances quoted in this paper lying above the lowest ${ }^{2} S^{e}$ threshold should be used with some caution. Keep in mind, though, that there must exist resonances in that region, and some (if not all) of the quoted levels will correspond to experimental reality.
It should be mentioned here that the threshold
energies quoted in this paper are higher than those calculated in other papers by similar methods. ${ }^{6,15}$ This is due to the fact that we have only included $s, p$, and $d$ orbitals and $n=2,3,4,5$ states. A forthcoming paper on doubly excited states by Lipsky, Conneely, and Anania ${ }^{15}$ will include all orbitals through $h(l=5)$, and some principal quantum numbers through $n=10$. They report energy levels which are on the order of 0.02 eV lower than the doubly excited levels quoted here.

Once the formalism is set up for a given configuration (e.g., ${ }^{2} P^{o}$ ) it is not hard to perform the same calculation for any $Z$. In Table III we report the results of such calculations for all nuclear charges from 1 to 10 . All levels given in this table lie below the $(2 s 2 p)^{1} P^{o}$ threshold for that system. Table IV gives the energies of the lowest doubly excited state for each of the configurations ${ }^{1} S^{e},{ }^{1,3} P^{o},{ }^{3} P^{e},{ }^{1} D^{o}$ for every $Z$ from 1 to 10 . These are, of course, the five lowest thresholds below which the triply excited states are supposed to lie.
Similar calculations have been performed for the energy levels of ${ }^{2} S^{e}$ triply excited states. The basis functions $\left\{\Phi_{i}\right\}$ used in this calculation contained the three-electron configurations built upon the following four doubly excited He targets:

$$
(2,2 a)^{1} S^{e}, \quad(2 s 2 p)^{1,3} P^{o}, \quad \text { and } \quad\left(2 p^{2}\right)^{1} D^{e}
$$

The lowest ${ }^{2} S^{e}$ levels are tabulated in Table V. Two ${ }^{2} S^{e}$ triply excited states of $\mathrm{He}^{-}$are observed experimentally by Grissom et al., ${ }^{10}$ having energies around 59.4 and 58.79 eV , respectively. Our calculation, on the other hand, gives several levels in that energy range. We find one value at 59.61 eV corresponding to the 59.4 eV they report, but we have two levels, 58.71 and 58.79 eV , which could correspond to the one they report at 58.8 eV . Furthermore, we calculate one level at 58.07 eV , which is only 0.16 eV above the ${ }^{1} \mathrm{~S}$ threshold. This level's existence may have been obscured by the presence of that threshold.

TABLE II. Lowest ${ }^{2} p^{o}$ energy levels in $\mathrm{He}^{-}$as calculated using five two-electron target functions.

|  | Energy | Energy |  | gy differe | from | resholds |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (a.u.) | (eV) | $(2,2 a){ }^{1} S^{\text {e }}$ | ( $2 s 2 p)^{3} P^{0}$ | $\left(2 p^{2}\right)^{3} \mathbf{P}^{e}$ | $\left(2 p^{2}\right)^{1} D^{e}$ | $(2 s 2 p){ }^{1} p^{o}$ |
| 1 | -0.795 217 | 57.3500 | 0.5630 | 1.0238 | 2.4230 | 2.6874 | 2.9322 |
| 2 | -0.763 004 | 58.2265 | . . | 0.1473 | 1.5465 | 1.8100 | 2.0557 |
| 3 | -0.750 180 | 58.5754 | . $\cdot$ | ... | 1.1976 | 1.4620 | 1.7068 |
| 4 | -0.736 239 | 58.9547 | ... | . $\cdot$ | 0.8183 | 1.0827 | 1.3275 |
| 5 | -0.729 234 | 59.1453 | . $\cdot$ | -•• | 0.6277 | 0.8921 | 1.1369 |
| 6 | -0.711747 | 59.6212 | . $\cdot$ | ... | 0.1518 | 0.4162 | 0.6610 |
| 7 | -0.693873 | 60.1075 | . $\cdot$ | . . | ... | ... | 0.1747 |
| 8 | -0.688598 | 60.2510 | . $\cdot$ | . $\cdot$ | . $\cdot$ | - . | 0.0312 |
| Threshold energies (eV) |  |  | 57.9130 | 58.3738 | 59.7730 | 60.0374 | 60.2822 |

TABLE III. Lowest ${ }^{2} P^{o}$ energy levels for the $\mathrm{He}^{-}$isoelectronic sequence, expressed in a. u. below total ionization.
$\boldsymbol{Z =}$
${ }^{\text {a }}$ Above the $(2 s 2 p)^{1} P^{o}$ threshold. These are used in the $1 / Z$ perturbation theory fit.

TABLE IV. Doubly excited target thresholds for the He isoelectronic sequence for $Z=1$ to $Z=10$, expressed in a.u. below total ionization.

| Target threshold energies (a.u.) <br> $(2 s 2 p)^{3} P^{o}$ |  |  |  |  |  |  |  |  |  | $\left(2 p^{2}\right)^{3} P^{e}$ | $\left(2 p^{2}\right)^{1} D^{e}$ | $(2 s 2 p)^{1} P^{o}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Z$ | $(2,2 a)^{1} S^{e}$ | -0.147740 | -0.141791 | -0.124988 | -0.127623 |  |  |  |  |  |  |  |
| 1 | -0.774522 | -0.757588 | -0.706166 | -0.696448 | -0.125827 |  |  |  |  |  |  |  |
| 2 | -1.901094 | -1.873643 | -1.789498 | -1.758493 | -1.745186 |  |  |  |  |  |  |  |
| 3 | -3.527836 | -3.490166 | -3.373959 | -3.320759 | -3.302136 |  |  |  |  |  |  |  |
| 4 | -5.654583 | -5.606933 | -5.458984 | -5.383758 | -5.359355 |  |  |  |  |  |  |  |
| 5 | -8.281589 | -8.223833 | -8.044310 | -7.947281 | -7.916888 |  |  |  |  |  |  |  |
| 6 | -11.40853 | -11.34081 | -11.12981 | -11.01114 | -10.97466 |  |  |  |  |  |  |  |
| 7 | -15.03550 | -14.95784 | -14.71542 | -14.57524 | -14.53261 |  |  |  |  |  |  |  |
| 8 | -19.16248 | -19.07490 | -18.80110 | -18.63950 | -18.59068 |  |  |  |  |  |  |  |
| 9 | -23.78948 | -23.69199 | -23.38684 | -23.20387 | -23.14885 |  |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  |  |  |

Table VI is similar to Table III in that it contains the lowest ${ }^{2} S^{e}$ triply excited states which lie below the ${ }^{1} D^{e}$ threshold for each nuclear charge from 1 to 10 .

The last set of levels we calculated were those for ${ }^{2} D^{e}$, which were carried out only for $\mathrm{He}^{-}$. Here, seven doubly excited target states were included. In addition to the five which were used in the ${ }^{2} P^{o}$ calculation, we included the second lowest ${ }^{1} S^{e}(2,2 b)$ and ${ }^{1} P^{o}(2,3 b)$ states. Table VII indicates our value of 58.43 eV agrees reasonably well with experiment ${ }^{8-10}$ and other calculations. ${ }^{12-14}$ However, the experimental values all fall below the ${ }^{3} P^{o}$ threshold at 58.36 eV , whereas all the theoretical calculations fall at or above that threshold, so the difference between theory and experiment is small but significant.

Table VIII contains the 13 lowest ${ }^{2} D^{e}$ levels for $\mathrm{He}^{-}$. Here we see that the two lowest levels (at 58.43 and 58.52 eV ) are separated by less than 0.1 eV , so if the lowest resonance is below the ${ }^{3} P^{o}$ threshold, then there could be another one right at that threshold.

There has been some experimental and theoretical interest in triply excited states in Li recently. In particular, Bruch et al. ${ }^{22}$ have reported structures in electron emission from foil-excited states in Li which cannot be explained by doubly excited states. Our lowest ${ }^{2} P^{o}$ state [taken from Table III
and using Eq. (31c)] gives a value of 142.55 eV above the Li ground state, while our lowest ${ }^{2} S^{e}$ state (Table VI) gives a value of 147.39 eV . Both states can autoionize to a $1 s 2 l$ continuum, giving off an electron with energy of 80 to 86 eV . It is in this range that the otherwise unexplained resonant structures lie. Nicolaides ${ }^{12}$ has calculated a value of 141.7 eV (misquoted as 140.7 in his paper) for the lowest ${ }^{2} P^{o}$ state.

## IV. $Z$ DEPENDENCE FOR THE $\left(2 s 2 p^{2}\right)^{2} S^{e},\left(2 s^{2} 2 p\right)^{2} P^{o}$, AND ( $\left.2 p^{3}\right)^{2}{ }^{p o}$ LEVELS

It is of interest to study the dependence of the various energy levels on the charge of the nucleus. We have fitted the lowest ${ }^{2} S^{e}$ level of Table VI and the two lowest ${ }^{2} P^{o}$ levels of Table III to a perturbation theory expansion in $1 / Z,{ }^{23}$ retaining terms up to the order $1 / Z^{3}$. From perturbation theory it can be shown that by scaling the coordinates of the electrons $\left(r_{i} \rightarrow r_{i} / Z\right)$ the energy $E$ can be expressed as follows:

$$
\begin{equation*}
E(Z)=E_{0}+Z\left\langle\bar{\Phi}_{0}\right| V\left|\Phi_{0}\right\rangle+A+B / Z+\cdots, \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
& H_{0}\left|\Phi_{0}\right\rangle=E_{0}\left|\Phi_{0}\right\rangle, \\
& H_{0}=\sum_{i=1}^{3}\left(-\frac{1}{2} \nabla_{i}^{2}-\frac{Z}{r_{i}}\right),
\end{aligned}
$$

TABLE V. Lowest ${ }^{2} S^{e}$ energy levels for the $\mathrm{He}^{-}$as calculated using four two-electron target functions.

| Energy(a.u.) | $\begin{aligned} & \text { Energy } \\ & \text { (eV) } \end{aligned}$ | Energy differences from the thresholds (eV) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(2,2 a)^{1} S^{e}$ | $(2 s 2 p){ }^{3} P^{o}$ | $\left(2 p^{2}\right)^{1} D^{e}$ | $(2 s 2 p)^{1} P^{o}$ |
| -0.768649 | 58.0729 | -.. | 0.3010 | 1.9646 | 2.2093 |
| -0.745 258 | 58.7093 | . . | -•• | 1.3281 | 1.5729 |
| -0.742 416 | 58.7866 | . $\cdot$ | . $\cdot$ | 1.2508 | 1.4955 |
| -0.712 023 | 59.6137 | . $\cdot$ | -•• | 0.4238 | 0.6685 |
| Threshold energies (eV) |  | 57.9130 | 58.3738 | 60.0374 | 60.2822 |

TABLE VI. Lowest ${ }^{2} S^{e}$ energy level for the $\mathrm{He}^{-}$isoelectronic sequence, expressed in a.u. below total ionization.

| $Z=$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $-0.118193{ }^{\text {a }}$ | -0.768 649 | -2.059 242 | -4.155 947 | -7.010872 | -10.618 43 | -14.97751 | -20.08758 | -25.948 33 | -32.55957 |
|  |  | -0.745258 | -2.000 671 | -3.856790 | -6.322567 | -9.399 70 | -13.08842 | -17.38864 | -22.300 30 | -27.823 30 |
|  |  | -0.742416 | -1.946582 | -3.739861 | -6.149 902 | -9.170 64 | -12.80280 | -17.04685 | -21.90286 | -27.37075 |
|  |  | -0.712023 | -1.935 286 | -3.693 539 | -6.011336 | -8.963 03 | -12.54794 | -16.74706 | -21.55880 | -26.98278 |
|  |  |  | -1.876 317 | -3.624 845 | -5.963 069 | -8.953 89 | -12.34578 | -16.510 48 | -21.28750 | -26.67641 |
|  |  |  | -1.835 791 | -3.593 361 | -5.899 455 | -8.79174 | -12.284 28 | -16.27712 | -20.832 23 | -25.95024 |
|  |  |  | -1.801 004 | -3.519 036 | -5.848232 | -8.739 12 | -12.13856 | -16.098 45 | -20.621 00 | -25.706 97 |
|  |  |  | -1.787424 | -3.473 394 | -5.714676 | -8.509 08 | -11.857 09 | -15.764 32 | -20.235 07 | -25.27041 |
|  |  |  |  | -3.426 092 | -5.662 587 | -8.44649 | -11.78005 | -15.66959 | -20.125 77 | -25.147 24 |
|  |  |  |  | -3.413836 | -5.641598 | -8.420 60 | -11.75399 | -15.633 37 | -20.04618 | -24.99424 |
|  |  |  |  |  | -5.403891 | -8.188 43 | -11.494 67 | -15.346 08 | -19.73980 | -24.67390 |
|  |  |  |  |  |  | -7.953 04 | -11.22487 | -15.03376 | -19.37921 | -24.26176 |
|  |  |  |  |  |  |  | -11.13182 | -14.926 97 | -19.26189 | -24.135 85 |
|  |  |  |  |  |  |  |  |  | -18.850 43 | -23.73076 |

[^0]TABLE VII. Position of $\left(2 s 2 p^{2}\right)^{2} D^{e}$ resonance in $\mathrm{He}^{-}$.

| Experiment <br> $(\mathrm{eV})$ | Theory <br> $(\mathrm{eV})$ | Present <br> calculation <br> $(\mathrm{eV})$ |
| :---: | :---: | :---: |
| $58.23 \pm 0.04^{\mathrm{a}}$ | $58.3^{\mathrm{e}}$ | 58.433 |
| $58.2 \pm 0.1^{\mathrm{b}}$ | $58.4^{\mathrm{f}}$ |  |
| $58.25 \pm 0.05^{\mathrm{c}}$ | $58.3^{\mathrm{g}}$ |  |
| $58.31^{\mathrm{d}}$ |  |  |

${ }^{\mathrm{a}}$ Reference 11.
${ }^{\mathrm{b}}$ Reference 8.
${ }^{c}$ Reference 9.
${ }^{\mathrm{d}}$ Reference 10.
and

$$
V=\frac{1}{r_{12}}+\frac{1}{r_{13}}+\frac{1}{r_{23}} .
$$

The letters $A$ and $B$ involve matrix elements, which are independent of $Z$.

To apply the above analysis to the lowest ${ }^{2} S^{e}$ energy level, we have taken

$$
\bar{\Phi}_{0}=\bar{\Phi}\left[\left(2 s 2 p^{2}\right)^{2} S^{e}\right]
$$

which is a coupled the totally antisymmetrized three-electron product function. Now this function can be expressed in terms of the $\Phi_{i}$ 's of Eq. (8) as follows:

$$
\begin{aligned}
\bar{\Phi}_{0}=(1 / \sqrt{3}) & {\left[\Phi\left(2 p^{2}{ }^{1} S 2 s\right)-(1 / \sqrt{2}) \Phi\left(2 s 2 p{ }^{1} P 2 p\right)\right.} \\
& \left.+\sqrt{\frac{3}{2}} \Phi\left(2 s 2 p{ }^{3} P 2 p\right)\right]
\end{aligned}
$$

We note that since $\Phi_{0}$ is totally antisymmetric, we have

$$
\left\langle\bar{\Phi}_{0}\right| V\left|\bar{\Phi}_{0}\right\rangle=3\left\langle\bar{\Phi}_{0}\right|\left(1 / r_{12}\right)\left|\bar{\Phi}_{0}\right\rangle=3\left\langle\bar{\Phi}_{0}\right| V_{12}\left|\bar{\Phi}_{0}\right\rangle
$$

and

$$
\begin{aligned}
\left\langle\bar{\Phi}_{0}\right| V\left|\Phi_{0}\right\rangle= & \left\langle\phi\left(2 p^{21} S\right)\right| V_{12}\left|\phi\left(2 p^{2}{ }^{1} S\right)\right\rangle \\
& +\frac{1}{2}\left\langle\phi\left(2 s 2 p^{1} P\right)\right| V_{12}\left|\phi\left(2 s 2 p^{1} P\right)\right\rangle \\
& +\frac{3}{2}\left\langle\phi\left(2 s 2 p^{3} P\right)\right| V_{12}\left|\phi\left(2 s 2 p^{3} P\right)\right\rangle
\end{aligned}
$$

The $\phi$ 's are the same as those in Eq. (3b), with $Z=1$. We use the values of two-electron matrix elements in the hydrogenic basis and get

$$
\begin{equation*}
\left\langle\bar{\Phi}_{0}\right| V\left|\bar{\Phi}_{0}\right\rangle \equiv \lambda=0.5117188 \tag{33a}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{0}\left(2 p^{21} S 2 s\right)=-\frac{1}{2} Z^{2}\left(\frac{1}{4}+\frac{1}{4}+\frac{1}{4}\right)=-\frac{3}{8} Z^{2} \text { (a.u.). } \tag{33b}
\end{equation*}
$$

The expression $E(Z)+\frac{3}{8} Z^{2}-0.5117188 Z$, where $E(Z)$ is taken from the first row of Table VI, is plotted against $1 / Z$ in Fig. 2. The plot shows that the linear fit is good for $Z>5$.

To extend this analysis to the lowest two ${ }^{2} P^{o}$ levels, we note that in this case, there are two degenerate unperturbed levels:

$$
\begin{aligned}
& \bar{\Phi}_{01} \equiv \bar{\Phi}_{01}\left[\left(2 s^{2} 2 p\right)^{2} \dot{P}^{o}\right] \\
& \bar{\Phi}_{02} \equiv \bar{\Phi}_{02}\left[\left(2 p^{3}\right)^{2} P^{o}\right]
\end{aligned}
$$

$\bar{\Phi}_{01}$ and $\bar{\Phi}_{02}$ can be written as

$$
\begin{aligned}
& \bar{\Phi}_{01}=(1 / \sqrt{3})[ \Phi\left(2 s^{2}{ }^{1} S 2 p\right)-(1 / \sqrt{2}) \Phi\left(2 s 2 p^{1} P 2 s\right) \\
&\left.\quad-\sqrt{\frac{3}{2}} \Phi\left(2 s 2 p{ }^{3} P 2 s\right)\right] \\
& \bar{\Phi}_{02}=\sqrt{\frac{1}{3}}\left[\sqrt{\frac{2}{3}} \Phi\left(2 p^{21} S 2 p\right)-\sqrt{\frac{3}{2}} \Phi\left(2 p^{2}{ }^{3} P 2 p\right)\right. \\
&\left.-\sqrt{\frac{5}{6}} \Phi\left(2 p^{21} D 2 p\right)\right] .
\end{aligned}
$$

Following the procedure of degenerate perturbation theory, ${ }^{24}$ we have to diagonalize the matrix:

$$
\left[\begin{array}{cc}
\left\langle 2 s^{2}{ }^{1} S\right| V_{12}\left|2 s^{2}{ }^{1} S\right\rangle & \left\langle 2 s^{2}{ }^{1} S\right| V_{12}\left|2 p^{21} S\right\rangle \\
\left\langle 2 p^{2}{ }^{1} S\right| V_{12}\left|2 s^{21} S\right\rangle & \left\langle 2 p^{21} S\right| V_{12}\left|2 p^{21} S\right\rangle
\end{array}\right]
$$

TABLE VIII. Lowest ${ }^{2} D^{e}$ energy levels in $\mathrm{He}^{-}$as calculated using seven two-electron target functions.

| Energy | Energy | Energy differences from the thresholds (eV) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a.u.) | (eV) | $(2,2 a)^{1} S^{e}$ | $(2 s 2 p){ }^{3} P^{o}$ | $\left(2 p^{2}\right)^{3} p^{e}$ | $\left(2 p^{2}\right)^{1} D^{e}$ | $(2 s 2 p){ }^{1} \boldsymbol{P}^{0}$ | $(2,2 b)^{1} S^{e}$ | $(2,3 b)^{3} \mathbf{p}^{0}$ |
| -0.755416 | 58.4329 | -•• | -•• | 1.3401 | 1.6045 | 1.8492 | 3.8456 | 4.3309 |
| -0.752 229 | 58.5196 | -•• | . . | 1.2534 | 1.5178 | 1.7625 | 3.7589 | 4.2442 |
| -0.741436 | 58.8133 | - . | -•• | 0.9597 | 1.2241 | 1.4688 | 3.4652 | 3.9505 |
| -0.705 968 | 59.7784 | . $\cdot$ | . . | -•• | 0.2591 | 0.5038 | 2.5001 | 2.9854 |
| -0.694 605 | 60.0876 | . $\cdot$ | . $\cdot$ | . . | -•• | 0.1946 | 2.1909 | 2.6762 |
| -0.687960 | 60.2684 | . $\cdot$ | ... | -•• | - . | 0.0138 | 2.0101 | 2.4954 |
| -0.683837 | 60.3806 | . $\cdot$ | . . | ... | -.. | -• | 1.8979 | 2.3832 |
| -0.679 340 | 60.5029 | . . | . . | ... | . . | . . | 1.7756 | 2.2609 |
| -0.671432 | 60.7181 | $\cdots$ | ... | ... | - . | ... | 1.5604 | 2.0457 |
| -0.657672 | 61.0925 | -•• | . $\cdot$ | ... | -•• | - | 1.1860 | 1.6713 |
| -0.640 338 | 61.5642 | . $\cdot$ | . . | . $\cdot$ | -•• | -•• | 0.7143 | 1.1996 |
| -0.622 390 | 62.0525 | . $\cdot$ | . . | -•• | -•• | . $\cdot$ | 0.2260 | 0.7113 |
| -0.617703 | 62.1801 | . $\cdot$ | -•• | -•• | -•• | . $\cdot$ | 0.0984 | 0.5837 |
| Threshold energies (eV) |  | 57.9130 | 58.3738 | 59.7730 | 60.0374 | 60.2822 | 62.2785 | 62.7638 |



FIG. 2. $1 / Z$ expansion to the lowest ${ }^{2} S^{e}$ energy level, where the unperturbed state is $\left(2 s 2 p^{2}\right)^{2} S^{e}$.

The two eigenvalues obtained are

$$
\begin{equation*}
\lambda_{1}=0.43033, \quad \lambda_{2}=0.5599 . \tag{33c}
\end{equation*}
$$

The smaller value corresponds to the lowest ${ }^{2} P^{o}$ energy level, and $\lambda_{2}$ corresponds to the next lowest level, while $E_{0}$ is the same for both and the same as Eq. (33b). The expressions $E_{i}(Z)+3 Z^{2} / 8-\lambda_{i} Z$, for $i=1$ and 2 , are plotted as functions of $1 / Z$ in Figs. 3 and 4, respectively. $E_{1}(Z)$ and $E_{2}(Z)$ come from the first two rows of Table III.

## V. FURTHER DISCUSSION

A. On the linear independence of $\Psi_{i}$ 's and on their orthogonality to lower states

According to the development of Sec. II, the $X$ matrix [Eq. (4)] gives the overlaps among the functions $\left\{\Psi_{i}\right\}$. These functions (and equivalently $\left\{\bar{\Psi}_{i}\right\}$ ) form a basis set in the physical space. The physical space is a subspace of the full configuration space spanned by the $\Phi_{i}$ 's. The dimensions of the


FIG. 3. $1 / Z$ expansion of the lowest ${ }^{2} P^{o}$ level.


FIG. 4. $1 / Z$ perturbation theory fit to the second lowest ${ }^{2} P^{o}$ level.
subspace which we use here are determined by the number of doubly excited targets and the number of one-electron functions which are coupled to each of these targets. Now, to do the calculation of a triply excited state by our method, we have chosen a few of the low-lying doubly excited targets (see Sec. III for details). The basis functions $\left\{\Psi_{i}\right\}$ thus constructed will normally be linearly independent, as is manifested mathematically when the $X$ matrix has no zero eigenvalues. But the formalism also provides a test of linear independence for the basis set $\left\{\Psi_{i}\right\}$ in the physical space. That means if we had initially constructed a set which was not linearly independent, then some of the eigenvalues of $X$ would be zero, and by throwing away the corresponding eigenvectors of $X$, one could obtain a linearly independent, orthonormal basis set $\left\{\bar{\Psi}_{i}\right\}$ as described in Sec. II. In such a case, this set would span the appropriately reduced subspace of physical space.
Another point on which we would like to comment here is the orthogonality of the functions $\left\{\Psi_{i}\right\}$ to ${ }^{\text {' }}$ lower-lying states of the same symmetry. As mentioned in Sec. I, these functions are approximately orthogonal to all the states of the same symmetry, i.e., to the low-lying discrete states (singly and doubly excited), and also to the states lying in one- and two-electron continua. This is so because these functions are made up of products of various doubly excited states of the target with single-particle hydrogenic states. Now, the doubly excited states of the two-electron target are orthogonal to all the singly excited eigenstates (including the ground state) of the two-electron Hamiltonian, and the singly excited one-electron states of the additional electron are also mutually
orthogonal as well as orthogonal to (1s) (the ground-state orbital). Therefore, the wave function of the triply excited state in the $\Psi_{i}$ basis constructed by our method is approximately orthogonal to all the low-lying singly excited and doubly excited states of the same symmetry. The asymptotic behavior of the continuum states in the oneand two-electron continua is different from the asymptotic behavior of a triply excited state, which decreases exponentially as a function of the coordinates of any of the three electrons. So all the continuum states are also orthogonal to the wave function of the triply excited states.

## B. Calculation of $\left(2 s^{2} 2 P\right)^{2} P^{o}$ level using the full $\Phi_{i}$ basis set

We would like to comment here on employing the full basis set $\left\{\Phi_{i}\right\}$ for the expansion of the wave function of a triply excited state. In Sec. III we described the calculation of triply excited levels using CI wave functions for the low-lying doubly excited two-electron targets. To study in some detail the differences between the two approaches, we have performed the calculation of the energy of the lowest ${ }^{2} P^{o}$ level, ( $2 s^{2} 2 p$ ), in $\mathrm{He}^{-}$using the full $\Phi_{i}$ basis. That is, we diagonalized the total threeelectron Hamiltonian matrix

$$
\begin{equation*}
\overline{\mathfrak{H}}=A H A \tag{34}
\end{equation*}
$$

evaluated in the $\Phi_{i}$ basis consisting of all the three-electron configurations up to a certain maxi-
mum value of $n_{i}$ and $l_{i}(i=1,3)$, From the formalism developed in Sec. II C, this could be accomplished either by calculating the Hamiltonian matrix with respect to the eigenstates of $A$ belonging only to nonzero eigenvalues or equivalently by calculating the matrix,

$$
\begin{equation*}
\mathfrak{F}^{\mathcal{C}^{\prime}}=a H a^{T} \tag{35}
\end{equation*}
$$

with some known $a$.
We now consider the Hamiltonian matrix $\mathcal{H}$ evaluated in the $\bar{\Psi}_{i}$ basis [Eq. (15), Sec. IIB] which includes all the doubly excited states of He lying below the various thresholds of $\mathrm{He}^{+}$, with $n l$ ranging from $2 s$ up to $n_{i}^{\max } l_{i}^{\max }$ and having symmetries ${ }^{1,3} S^{e},{ }^{1,3} P^{o},{ }^{1,3} P^{e},{ }^{1,3} D^{e},{ }^{1,3} D^{o}$, and ${ }^{1,3} F^{o}$. Since $\alpha$ in this case is square and unitary and the $X$ matrix is given by Eq. (11):

$$
X=\alpha A \boldsymbol{\alpha}^{T}
$$

where $X$ and $\alpha$ are of the same order as the $A$ matrix ( $m \times m$ ); therefore $X$ is a projection operator just like $A$ with the eigenvalues 0 and 1 only. Now the Hamiltonian matrix $\mathfrak{H}$ has the form:

$$
\mathfrak{F}=\alpha A H A \alpha^{T},
$$

which has the same eigenvalues as

$$
\overline{\mathscr{C}}=A H A,
$$

and thus the same nonzero eigenvalues as $\mathcal{K}^{\prime}$. We have then shown that using the full $\Phi_{i}$ basis (i.e., employing the straightforward CI expansion for the wave function of a triply excited state) is for-

TABLE IX. Energy of lowest ${ }^{2} P^{o}$ state in $\mathrm{He}^{-}$using different basis sets. The energy entries are in a.u.; these are also given within parentheses in eV.

| Configurations included | $n^{\text {max }}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 3 | 4 | 5 |
| ssp <br> (No constraints) | $\begin{gathered} -0.75491543 \\ (58.4466) \end{gathered}$ | $\begin{gathered} -0.75835065 \\ (58.3531) \end{gathered}$ | $\begin{gathered} -0.75914513 \\ (58.3315) \end{gathered}$ |
| ssp (3-TDM targets, ${ }^{1} S^{e}$ and ${ }^{1,3} P^{0}$ ) | $\begin{gathered} -0.75438240 \\ (58.4611) \end{gathered}$ | $\begin{gathered} -0.75781946 \\ (58.3676) \end{gathered}$ | $\begin{gathered} -0.75881370 \\ (58.3405) \end{gathered}$ |
| $\begin{aligned} & s s p, p^{3} \\ & \text { (No constraints) } \end{aligned}$ | $\begin{gathered} -0.77999649 \\ (57.7641) \end{gathered}$ | $\begin{gathered} -0.78149642 \\ (57.7233) \end{gathered}$ | ... |
| ```ssp, p}\mp@subsup{}{}{3}\mathrm{ (5-TDM targets }\mp@subsup{}{}{1}\mp@subsup{S}{}{e}\mathrm{ , 1,3po, ,}\mp@subsup{}{}{3}\mp@subsup{p}{}{e}\mathrm{ , and 1}\mp@subsup{D}{}{e}``` | $\begin{gathered} -0.77901917 \\ (57.7907) \end{gathered}$ | $\begin{gathered} -0.77993154 \\ (57.7659) \end{gathered}$ | $\begin{gathered} -0.78100856 \\ (57.7366) \end{gathered}$ |
| All ${ }^{\text {a }}$ <br> (No constraints) | $\begin{gathered} -0.79563664 \\ (57.3385) \end{gathered}$ | $\begin{gathered} -0.79688050 \\ (57.3047) \end{gathered}$ | . . |
| All ${ }^{\text {a }}$ (5-TDM targets, ${ }^{1} S^{e}$, ${ }^{1,3} p^{o},{ }^{3} p^{e}$, and ${ }^{1} D^{e}$ ) | $\begin{gathered} -0.79355921 \\ (57.3951) \end{gathered}$ | $\begin{gathered} -0.79469074 \\ (57.3643) \end{gathered}$ | $\begin{gathered} -0.79521674 \\ (57.3500) \end{gathered}$ |

[^1]TABLE X. Calculated energy of lowest ${ }^{2} P^{o}$ level in $\mathrm{He}^{-}$with increasing number of target states.

| Energy of $\left(2 s^{2} 2 p\right)^{2} p^{o}$ level in $\mathrm{He}^{-}$ (eV) | $(2,2 a){ }^{1} S^{e}$ | Energy differences from target thresholds (eV)$(2 s 2 p)^{3} p^{o} \quad\left(2 p^{2}\right)^{3} p^{e} \quad\left(2 p^{2}\right)^{1} D^{e}$ |  |  | $(2 s 2 p){ }^{1} P^{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 58.1540 | a | b | b | b | b |
| 57.7823 | 0.1307 | b | b | b | 2.4999 |
| 57.4910 | 0.4220 | 0.8828 | b | b | 2.7912 |
| 57.3831 | 0.5299 | 0.9907 | 2.3899 | b | 2.8991 |
| 57.3500 | 0.5630 | 1.0238 | 2.4230 | 2.6874 | 2.9322 |
| Threshold energies (eV) | 57.9130 | 58.3738 | 59.7730 | 60.0374 | 60.2822 |

${ }^{a}$ Indicates that the energy level is above the particular threshold.
${ }^{\mathrm{b}}$ Indicates that the particular target was not included in the calculation.
mally equivalent to expanding this wave function in a linear combination of the products of all the doubly excited CI target functions with various one-electron functions. For comparison, we list in Table IX the results of the calculation for the energy of $\left(2 s^{2} 2 p\right)^{2} P^{o}$ state in $\mathrm{He}^{-}$with CI functions for the lowest doubly excited two-electron targets, and also without them (i.e., using full $\bar{\Phi}$ basis) for different values of $n_{i}^{\text {max }}$ and $l_{i}^{\text {max }}\left(3 \leqslant n_{i}^{\text {max }} \leqslant 5,1 \leqslant l_{i}^{\text {max }}\right.$ $\leqslant 2$ ).
We observe from Table IX that the difference between calculations using doubly excited targets and those which use the full $\Phi$ basis (i.e., have no constraints) is less than 0.06 eV . This is rather surprising, since we had expected that the latter calculations would have yielded much lower energy values, perhaps even lower than experiment, and comparable to the calculation of Smith et al. ${ }^{14}$ Since this did not happen, we must conclude that either we did not include enough radial configurations (including all $n=5$ states would have required the diagonalization of a $340 \times 340$ matrix-an impossibility on our computer system) or orthogonality to the 1 s orbital is all that is necessary to define triply excited states. In other words, a projection operator can be constructed (a direct extension of the $Q$ of Hahn, O'Malley, and Spruch ${ }^{25}$ for two electrons) which projects out the ground state of the one-electron system.
Of course, a calculation which includes several two-electron CI functions will yield lower energies than equivalent calculations using fewer CI functions. Table X shows the results of calculations where one to five target states were included. First, a calculation using only the lowest ${ }^{1} S^{e}$ state yielded an energy of 58.1540 eV for the lowest ${ }^{2} P^{o}$ triply excited state. Next, two target states were included, the lowest ${ }^{1} S^{e}$ and the lowest ${ }^{1} P^{o}$, giving
an energy of 57.7823 eV . Then, successively, the lowest ${ }^{3} P^{o},{ }^{3} P^{e}$, and ${ }^{1} D^{e}$ states were included, giving energies of $57.4910,57.3831$, and 57.3500 eV , respectively. Naturally, if more and more states were added, the calculated energies for the triply excited states would approach the eigenvalues of $\overline{\mathscr{H}}$ [Eq. (34)] or $\mathscr{H}^{\prime}$ [Eq. (35)]. But, after some point, states would be added which are poor approximations to their respective doubly excited targets, thereby, presumably losing the orthogonality to the singly excited states.

## C. Relation with close-coupling method

Here we discuss some of the points relating our method of calculation for triply excited levels with the close-coupling procedure. In the close-coupling procedure for electron-atom scattering the wave function is expanded in a linear combination of products of target eigenfunctions, $\psi_{t}$ with some unknown functions for the additional electron, $F_{\mu}(r)$. The unknown functions $F_{\mu}$ 's satisfy secondorder integrodifferential equations obtained from Kohn's variational principle. ${ }^{25}$ In the CI method, on the other hand, known functions $R_{n l}$ are used for the additional electron, and the $N$ independent expansion coefficients are chosen such that the energy is minimized, which is equivalent to diagonalizing the Hamiltonian matrix. Thus, the con-figuration-interaction method is equivalent to a close-coupling procedure involving closed channels only. Our approach, using CI target eigenfunctions for the doubly excited target states is better than the close-coupling approximation, in the sense that we can use more accurate $\psi_{t}$ 's. But the closecoupling approximation is better in the respect that the functions $F_{\mu}$ are more accurately and efficiently determined, as these are the actual solutions to the differential equations describing the
multichannel scattering.
To achieve the same accuracy as that of a closecoupling calculation, we would have to include many more hydrogenic single-particle orbitals for the additional electron. We can expect to speed up the convergence if we use as $R_{n l}$ 's, generalized Laguerre functions (of which Sturmians are perhaps the best known set) in the place of hydrogenic radial functions. Because these functions are more compact and tightly bound than the hydrogenic, one can achieve some of the advantages of the variationally determined $F_{\mu}$ 's for the lowlying multiply excited states. Also the generalized Laguerre functions, being a complete set, represent well the contributions from the continuum. However, the hydrogenic radial functions are better suited to describe the higher members of Rydberg series of triply excited states since the Laguerre functions are more tightly bound, and more of them will be required to describe an electron of relatively high quantum number.
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## APPENDIX A. DERIVATION OF THE MATRIX REPRESENTATION OF $A$ IN THE $\Phi_{i}$ BASIS

The antisymmetrization operator for $N+1$ particles, $A_{N+1}$ can be written in terms of that for $N$ particles, $A_{N}$, as follows:

$$
\begin{aligned}
A_{N+1} & =\frac{1}{(N+1)!} \sum_{p}(-1)^{p} P_{p} \\
& =\frac{1}{N+1}\left(1-P_{1, N+1}-P_{2, N+1} \cdots-P_{N, N+1}\right) A_{N},
\end{aligned}
$$

where $P_{i, N+1}(i=1, N)$ denotes the interchange operator for the pair of particles $i$ and $N+1$.
If we use as basis functions $\Phi$ 's which are antisymmetric in the first $N$ particles but not in the ( $N+1$ ) st, we have

$$
\begin{aligned}
\left(A_{N+1}\right)_{i_{j}}= & \left\langle\Phi_{i}\right| A_{N+1}\left|\Phi_{j}\right\rangle \\
= & \left\langle\Phi_{i}\right|\left(1-P_{1, N+1}\right. \\
& \left.\quad-P_{2, N+1} \cdots-P_{N, N+1}\right)\left|\Phi_{j}\right\rangle /(N+1),
\end{aligned}
$$

since, by definition of the $\Phi$ 's,

$$
A_{N} \Phi_{j}(1,2, \ldots, N ; N+1)=\Phi_{j} .
$$

Also, since

$$
P_{i, N+1}=P_{N i} P_{N, N+1} P_{N i} \quad(1 \leqslant i<N)
$$

and

$$
\begin{aligned}
P_{N i} \Phi_{j}(1, \ldots, i, \ldots, N ; & N+1) \\
& =\Phi_{j}(1, \ldots, N, \ldots, i ; N+1) \\
& =-\Phi_{j}(1, \ldots, i, \ldots, N ; N+1),
\end{aligned}
$$

we have

$$
\left\langle\Phi_{i}\right| P_{i, N+1}\left|\Phi_{j}\right\rangle=\left\langle\Phi_{i}\right| P_{N, N+1}\left|\Phi_{j}\right\rangle .
$$

So

$$
\begin{equation*}
A_{i j}=[1 /(N+1)]\left(\delta_{i j}-N\left\langle\Phi_{i}\right| P_{N, N+1}\left|\Phi_{j}\right\rangle\right) \tag{A1}
\end{equation*}
$$

or, in matrix form,

$$
\begin{equation*}
A=[1 /(N+1)]\left(I-N P_{N, N+1}\right) . \tag{A2}
\end{equation*}
$$

In particular, for $N=3$,

$$
\begin{align*}
A_{i j} & =\left\langle\Phi_{i}\right| \frac{1}{3}\left(1-2 P_{23}\right)\left|\Phi_{j}\right\rangle \\
& =\frac{1}{3}\left[\delta_{i j}-2\left\langle\Phi_{i}\right| P_{23}\left|\Phi_{j}\right\rangle\right] \tag{A3a}
\end{align*}
$$

or

$$
\begin{equation*}
A=\frac{1}{3}\left[I-2 P_{23}\right] . \tag{A3b}
\end{equation*}
$$

Note that this equation is not a general operator equation, since it does not hold for the evaluation of the matrix elements between states which do not satisfy Eq. (17). One may ask the question, then, if there is an operator $p$ for which

$$
\begin{equation*}
A=\frac{1}{3}(I-2 p) \tag{A4a}
\end{equation*}
$$

is always true. The answer is yes, namely

$$
\begin{equation*}
p=\frac{1+P_{12}}{4}+\left(\frac{1-P_{12}}{2}\right) P_{23}\left(\frac{1-P_{12}}{2}\right) . \tag{A4b}
\end{equation*}
$$

Equations (A4a) and (A4b) together present an identity for $A$

$$
\left\langle\Phi_{i}\right| p\left|\Phi_{j}\right\rangle=\left\langle\Phi_{i}\right| P_{23}\left|\Phi_{j}\right\rangle .
$$

As a result of the above we note that $A$ can be used interchangeably with its matrix representation $A_{i j}$, but $P_{23}$ cannot. We also know that $A$ (and ther efore $P_{23}$ in the $\Phi$ basis) commutes with total $\overrightarrow{\mathrm{L}}$ and $\overrightarrow{\mathrm{S}}$; so we can write that

$$
A=A\left(L, M_{L}, S, M_{S}\right)
$$

and

$$
P_{23}=P_{23}\left(L, M_{L}, S, M_{S}\right) .
$$

The functions $\Phi_{i}$ and $\Phi_{j}$ are defined by Eq. (8) and can be written as (the quantum numbers associated with subscript $j$ are denoted by primes):

$$
\begin{aligned}
\Phi_{i}(1,2 ; 3)= & N\left(n_{1}, l_{1}, n_{2}, l_{2}\right) \\
\times & \times \phi\left(1,2,3 \mid n_{1} l_{1}, n_{2} l_{2}, L_{12}, S_{12}, n_{3} l_{3}, L, S\right) \\
& \left.-\phi\left(2,1,3 \mid n_{1} l_{1}, n_{2} l_{2}, L_{12}, S_{12}, n_{3} l_{3}, L, S\right)\right] \\
\equiv & N[\phi(1,2,3)-\phi(2,1,3)] .
\end{aligned}
$$

Here

$$
\begin{equation*}
N\left(n_{1}, l_{1}, n_{2}, l_{2}\right)=\frac{1}{\sqrt{2}+(2-\sqrt{2}) \delta\left(n_{1} n_{2}\right) \delta\left(l_{1} l_{2}\right)} \tag{A5}
\end{equation*}
$$

is the normalization constant and

$$
\begin{align*}
\phi(1,2,3)= & R_{n_{1} l_{1}}(1) R_{n_{2} l_{2}}(2) R_{n_{3} l_{3}}(3) \\
& \times\left[\mathcal{Y}_{L_{12} l_{1} l_{2}}^{1_{1} l_{2}}(\hat{1}, \hat{2}) \chi_{S_{12}}^{\mu_{12}} Y_{l_{3}}^{m_{3}}(\hat{3}) \chi_{1 / 2}^{\mu}\right]_{L S}^{M M_{S}} . \tag{A6}
\end{align*}
$$

Note that this $\phi$ is not antisymmetric in the inter-
change of any two particles.
Upon taking the scalar product $\left\langle\Phi_{i}\right| P_{23}\left|\Phi_{j}\right\rangle$, four terms appear. The first term is

$$
\begin{aligned}
M_{1} & =\langle\phi(1,2,3)| P_{23}\left|\phi^{\prime}(1,2,3)\right\rangle \\
& =\left\langle\phi(1,2,3) \mid \phi^{\prime}(1,3,2)\right\rangle .
\end{aligned}
$$

It can be shown that $\phi^{\prime}(1,3,2)$ can be written in terms of the functions $\phi^{\prime}(1,2,3)$ by carrying out a change of coupling transformation. ${ }^{20}$ Therefore, we have

$$
\begin{aligned}
\phi^{\prime}(1,3,2) & \equiv \phi\left(1,3,2 \mid n_{1}^{\prime} l_{1}^{\prime}, n_{2}^{\prime} l_{2}^{\prime}, L_{12}^{\prime}, S_{12}^{\prime}, n_{3}^{\prime} l_{3}^{\prime}, L, S\right) \\
& =\sum_{L_{13}^{\prime} S_{13}^{\prime}}\left\langle l_{1}^{\prime} l_{2}^{\prime}\left(L_{12}^{\prime}\right) l_{3}^{\prime} ; L \mid l_{1}^{\prime} l_{3}^{\prime}\left(L_{13}^{\prime}\right) l_{2}^{\prime} ; L\right\rangle\left\langle\frac{1}{2} \frac{1}{2}\left(S_{12}^{\prime}\right) \frac{1}{2} ; S \left\lvert\, \frac{1}{2} \frac{1}{2}\left(S_{13}^{\prime}\right) \frac{1}{2}\right. ; S\right\rangle \phi^{\prime}(1,2,3) .
\end{aligned}
$$

where

$$
\begin{aligned}
\left\langle l_{1}^{\prime} l_{2}^{\prime}\left(L_{12}^{\prime}\right) l_{3}^{\prime} ; L \mid l_{1}^{\prime} l_{3}^{\prime}\left(L_{13}^{\prime}\right) l_{2}^{\prime} ; L\right\rangle\left\langle\frac{1}{2} \frac{1}{2}\left(S_{12}^{\prime}\right) \frac{1}{2} ; S \frac{1}{2} \frac{1}{2}\left(S_{13}^{\prime}\right) \frac{1}{2} ; S\right\rangle= & (-1)^{l_{1}^{\prime}+l_{2}^{\prime}+l_{3}^{\prime}+L}(-1)^{S+1 / 2}(-1)^{l_{3}^{\prime}+l_{2}^{\prime}+L_{12}^{\prime}+L_{13}^{\prime}(-1)^{S_{12}^{\prime}+S_{13}^{\prime}}} \\
& \times\left[L_{12}^{\prime}\right]\left[S_{12}^{\prime}\right]\left[L_{13}^{\prime}\right]\left[S_{13}^{\prime}\right] \\
& \times W\left(l_{1}^{\prime} l_{3}^{\prime} l_{2}^{\prime} L ; L_{13}^{\prime} L_{12}^{\prime}\right) W\left(\frac{1}{2} \frac{1}{2} \frac{1}{2} S ; S_{13}^{\prime} S_{12}^{\prime}\right) .
\end{aligned}
$$

Finally, the first term is

$$
\begin{align*}
M_{1} & =\left\langle\phi_{1}(1,2,3) \mid \phi_{1}^{\prime}(1,3,2)\right\rangle \\
& =(-1)^{L_{12}+S_{12}+L_{12}^{\prime}+S_{12}^{\prime}(-1)^{l_{1}+L}(-1)^{S+1 / 2} \times\left[L_{12}\right]\left[S_{12}\right]\left[S_{12}^{\prime}\right]\left[L_{12}^{\prime}\right]} \\
& \times \delta\left(n_{1}, n_{1}^{\prime}\right) \delta\left(l_{1}, l_{1}^{\prime}\right) \delta\left(n_{2}, n_{3}^{\prime}\right) \delta\left(l_{2}, l_{3}^{\prime}\right) \delta\left(n_{3}, n_{2}^{\prime}\right) \delta\left(l_{3}, l_{2}^{\prime}\right) W\left(l_{1} l_{2} l_{3} L ; L_{12} L_{12}^{\prime}\right) W\left(\frac{1}{2} \frac{1}{2} \frac{1}{2} S ; S_{12} S_{12}^{\prime}\right) . \tag{A7}
\end{align*}
$$

Here $W$ is a Racah coefficient as defined in Rose. ${ }^{17}$ Similarly, the second term is

$$
\begin{align*}
M_{2}= & -\langle\phi(2,1,3)| P_{23}\left|\phi^{\prime}(1,2,3)\right\rangle \\
= & -\left\langle\phi(1,2,3) \mid \phi^{\prime}(2,3,1)\right\rangle \\
= & (-1)^{L_{12}+s_{12}(-1)^{l_{3}+L}(-1)^{S+1 / 2} \times\left[L_{12}\right]\left[S_{12}\right]\left[L_{12}^{\prime}\right]\left[S_{12}^{\prime}\right] \delta\left(n_{1} n_{2}^{\prime}\right) \delta\left(l_{1} l_{2}^{\prime}\right) \delta\left(n_{2} n_{3}^{\prime}\right) \delta\left(l_{2} l_{3}^{\prime}\right) \delta\left(n_{3} n_{1}^{\prime}\right) \delta\left(l_{3} l_{1}^{\prime}\right)} \\
& \times W\left(l_{1} l_{2} l_{3} L ; L_{12} L_{12}^{\prime}\right) W\left(\frac{1}{2} \frac{1}{2} \frac{1}{2} S ; S_{12} S_{12}^{\prime}\right) . \tag{A8}
\end{align*}
$$

The third term is given by

$$
\begin{align*}
M_{3}= & -\left\langle\phi^{\prime}(1,2,3)\right| P_{23}|\phi(2,1,3)\rangle \\
= & -\left\langle\phi(1,2,3) \mid \phi^{\prime}(3,1,2)\right\rangle \\
= & (-1)^{L_{12}^{\prime}+S_{12}^{\prime}(-1)^{l_{1}+L}(-1)^{S+1 / 2} \times\left[L_{12}\right]\left[L_{12}^{\prime}\right]\left[S_{12}\right]\left[S_{12}^{\prime}\right] \delta\left(n_{1} n_{3}^{\prime}\right) \delta\left(l_{1} l_{3}^{\prime}\right) \delta\left(n_{2} n_{1}^{\prime}\right) \delta\left(l_{2} l_{1}^{\prime}\right) \delta\left(n_{3} n_{2}^{\prime}\right) \delta\left(l_{3} l_{2}^{\prime}\right)} \\
& \times W\left(l_{2} l_{1} l_{3} L ; L_{12} L_{12}^{\prime}\right) W\left(\frac{1}{2} \frac{1}{2} \frac{1}{2} S ; S_{12} S_{12}^{\prime}\right) . \tag{A8}
\end{align*}
$$

The fourth term is given by

$$
\begin{align*}
M_{4}= & \left\langle\phi^{\prime}(2,1,3)\right| p_{23}|\phi(2,1,3)\rangle \\
= & \left\langle\phi(1,2,3) \mid \phi^{\prime}(3,2,1)\right\rangle \\
= & (-1)^{l_{1}+l_{2}+l_{3}+L}(-1)^{S+1 / 2} \times\left[L_{12}\right]\left[S_{12}\right]\left[L_{12}^{\prime}\right]\left[S_{12}^{\prime}\right] \delta\left(n_{1} n_{3}^{\prime}\right) \delta\left(l_{1} l_{3}^{\prime}\right) \delta\left(n_{2} n_{2}^{\prime}\right) \delta\left(l_{2} l_{2}^{\prime}\right) \delta\left(n_{3} n_{1}^{\prime}\right) \delta\left(l_{3} l_{1}^{\prime}\right) \\
& \times W\left(l_{2} l_{1} l_{3} L ; L_{12} L_{12}^{\prime}\right) W\left(\frac{1}{2} \frac{1}{2} S ; S_{12} S_{12}^{\prime}\right) . \tag{A9}
\end{align*}
$$

The notation $\left[L_{12}\right]$ etc. stands for

$$
\left[L_{12}\right]=\left(2 L_{12}+1\right)^{1 / 2} .
$$

The final expression for $A_{i j}$,

Eq. (A3), will, in
general, be a sum of the above four terms plus a diagonal term whenever it is present; i.e.,

$$
\begin{equation*}
A_{i j}=\frac{1}{3} \delta_{i j}-\frac{2}{3} N_{i} N_{j}\left[M_{1}+M_{2}+M_{3}+M_{4}\right] . \tag{A10}
\end{equation*}
$$

## APPENDIX B. EVALUATION OF TWO $a$ MATRICES

## Example 1

The matrix $A$ as evaluated by the above procedure has already been given in Eq. (9) of Sec. II B with respect to the basis functions $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$; that is,

$$
A=\frac{1}{3}\left[\begin{array}{ccc}
1 & -1 / \sqrt{2} & -\sqrt{\frac{3}{2}}  \tag{B1}\\
-1 / \sqrt{2} & \frac{1}{2} & \sqrt{3} / 2 \\
-\sqrt{\frac{3}{2}} & \sqrt{3} / 2 & \frac{3}{2}
\end{array}\right] .
$$

The functions $A \Phi_{1}, A \Phi_{2}$, and $A \Phi_{3}$ are all proportional to each other in this case, and only one totally antisymmetric function ( $\bar{\Phi}$ ) can be constructed from them. The $a$ matrix, therefore, is of order ( $1 \times 3$ ), and from Eq. (20) of Sec. IIC we
have

$$
\begin{equation*}
\bar{\Phi}=\sum_{i=1}^{3} a_{i} \Phi_{i} \tag{B2}
\end{equation*}
$$

Also,

$$
\begin{equation*}
A \Phi_{i}=a_{i} \bar{\Phi} \quad(i=1,3) \tag{B3}
\end{equation*}
$$

with the matrix $a$ having the property

$$
a a^{T}=I, \quad a^{T} a=A
$$

As there is only one $\bar{\Phi}, a$ is unique to within $\pm 1$ and is given by

$$
[a]=(1 / \sqrt{3})\left[\begin{array}{lll}
1 & -1 / \sqrt{2} & -\sqrt{\frac{3}{2}} \tag{B4}
\end{array}\right] .
$$

Example 2
Consider the following $A$ matrix:

$$
A=\frac{1}{3}\left[\begin{array}{cccccc}
1 & 0 & -\frac{1}{2} & -\sqrt{3} / 2 & -\frac{1}{2} & -\sqrt{3} / 2  \tag{B5}\\
0 & 1 & -\sqrt{3} / 2 & \frac{1}{2} & \sqrt{3} / 2 & -\frac{1}{2} \\
-\sqrt{3} / 2 & -\sqrt{3} / 2 & 1 & 0 & -\frac{1}{2} & \sqrt{3} / 2 \\
-\sqrt{3} / 2 & \frac{1}{2} & 0 & 1 & \sqrt{3} / 2 & \frac{1}{2} \\
-\frac{1}{2} & \sqrt{3} / 2 & -\frac{1}{2} & \sqrt{3} / 2 & 1 & 0 \\
-\sqrt{3} / 2 & -\frac{1}{2} & \sqrt{3} / 2 & \frac{1}{2} & 0 & 1
\end{array}\right] .
$$

The above representation of $A$ has been obtained with respect to the basis functions $\Phi_{i}(i=1,6)$, as defined below:

$$
\begin{aligned}
& \Phi_{1,2}=\Phi\left(n_{1} s n_{2} s^{1,3} S n_{3} p^{2} P^{0}\right), \\
& \Phi_{3,4}=\Phi\left(n_{1} s n_{3} p^{1,3} P n_{2} s^{2} P^{0}\right), \\
& \Phi_{5,6}=\Phi\left(n_{2} s n_{3} P^{1,3} P n_{1} s^{2} P^{0}\right), \quad n_{1} \neq n_{2} .
\end{aligned}
$$

We note here that the functions $A \Phi_{1}$ and $A \Phi_{2}$ are orthogonal to each other but are not normalized. Also the remaining functions, $A \Phi_{3}, A \Phi_{4}, A \Phi_{5}$, and $A \Phi_{6}$, can be represented as different linear combinations of $A \Phi_{1}$ and $A \Phi_{2}$. So if we construct a pair of orthonormal functions given by $\Phi_{1}, \Phi_{2}$, then we have [analogous to Eqs. (B1) and (B2)]

$$
\begin{align*}
& \bar{\Phi}_{i}=\sum_{j=1}^{6} a_{i j} \Phi_{j} \quad(i=1,2),  \tag{B6}\\
& A \Phi_{i}=\sum_{j=1}^{2}\left(a^{T}\right)_{i j} \bar{\Phi}_{j}=\sum_{j=1}^{2} a_{j i} \bar{\Phi}_{j} \quad(i=1,6) \tag{B7}
\end{align*}
$$

and the $a$ matrix satisfying the property

$$
a a^{T}=I, \quad a^{T} a=A
$$

We find that such an $a$ matrix is given by

$$
a=\frac{1}{\sqrt{3}}\left[\begin{array}{cccccc}
1 & 0 & -\frac{1}{2} & -\sqrt{3} / 2 & -\frac{1}{2} & -\sqrt{3} / 2  \tag{B8}\\
0 & 1 & -\sqrt{3} / 2 & \frac{1}{2} & \sqrt{3} / 2 & -\frac{1}{2}
\end{array}\right] .
$$

The above examples lead us to a general statement of how one might get an $a$ matrix directly from the $A$ matrix. First of all, if we select a particular $\Phi_{i}$ and antisymmetrize it, we get

$$
\begin{equation*}
A \Phi_{i}=N_{i} \bar{\Phi}_{i}, \tag{B9}
\end{equation*}
$$

where $\bar{\Phi}_{i}$ is a totally antisymmetric function of unit length. With the help of Eqs. (B6) and (B7), one can write

$$
\begin{equation*}
A_{i j}=N_{i} a_{i j} \quad(j=1, m) . \tag{B10}
\end{equation*}
$$

This equation says that the $i$ th column of $A$ is proportional to one column of an acceptable $a$ matrix. In example 1 all three columns of $A$ are proportional to $a$ [Eq. (B3)]. Now suppose that for some $k \neq i$, we have

$$
\begin{equation*}
A_{i k}=0 \tag{B11}
\end{equation*}
$$

then

$$
\begin{aligned}
A_{\boldsymbol{i} k} & =\left(A^{2}\right)_{i k} \quad\left(\text { since } A^{2}=A\right) \\
& =\sum_{j} A_{i j} A_{j k} \\
& =\sum_{j} A_{i j} A_{k j} \\
& =0 .
\end{aligned}
$$

This equation says that columns $i$ and $k$ are mutually orthogonal. Therefore the $k$ th column
can form another column of $a$. In example 2, we have three such zero pairs, $[(i, k)=(1,2),(3,4)$, $(5,6)$ ], allowing us to write down directly three different acceptable $a$ 's. Equation (B6) is the case for $(i, k)=(1,2)$. So, in those cases where there are as many mutually orthogonal (rows) columns in the $A$ matrix as the dimension $n$ of the subspace spanned by the eigenvectors of $A$, an $a$ can easily be found by inspection.
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[^0]:    ${ }^{\text {a }}$ Above the $(2 s 2 p)^{1} P^{o}$ thresholds. This level is used in $1 / Z$ perturbation theory fit.

[^1]:    ${ }^{\text {a }}$ The three-electron configurations used for these calculations are ( $n_{1} s, n_{2} s, n_{3} p$ ), ( $n_{1} p$, $\left.n_{2} p, n_{3} p\right),\left(n_{1} s, n_{2} p, n_{3} d\right),\left(n_{1} p, n_{2} d, n_{3} d\right)$, where $2 \leq n_{1}, n_{2}, n_{3} \leq n^{\max }$.

