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On-shot, high-intensity laser aberration measurements via ponderomotive electron ejection
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We present a technique to assess the spatial aberration content of a focused multiterawatt laser when fired
at full power. This method leverages the direct detection of electrons ponderomotively accelerated from the
focal volume formed in a low-pressure gaseous backfill. Our results show that the spatial distribution of emitted
electrons exhibits distinct features correlated to the laser aberration type and magnitude. This work represents
progress toward the complete and accurate in situ spatiotemporal characterization of focused high-intensity
lasers.
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I. INTRODUCTION

A focused laser can be described as relativistic when its
intensity is sufficient to accelerate electrons to relativistic
kinetic energies (�511 keV) within one laser cycle. The char-
acteristic intensity of a laser within its focal volume can be
calculated from its energy, temporal duration, and focused
spot size. For diffraction-limited Gaussian beams, this is ex-
pressed as I0 = 2P/πω2

0, where P is the peak laser power
and ω0 is the Gaussian laser beam waist. Lasers capable of
reaching and exceeding relativistic intensities of 1019 W/cm2

(corresponding to field amplitudes of 1012 V m−1 and 104 T)
are increasingly accessible to researchers [1].

A laser’s focused intensity is also frequently ex-
pressed in terms of the associated normalized vector
potential, which in practical units is expressed as a0 �
0.86λ0 (µm)

√
I0 (1018 W/cm2). Here, λ0 is the laser’s central

wavelength in microns and I0 is the laser’s focused intensity in
1018 W/cm2. A laser for which a0 > 1 indicates that ionized
electrons will be energized beyond their rest mass energy. The
characteristic temperature of the resulting free-electron popu-
lation is estimated [2] as the maximum energy of the electrons
oscillating in the field of incident laser: kBTe = (γt − 1)m0c2,
where γt = 1 + a2

0/2 and m0c2 is the rest mass energy of an
electron.

Relativistically focused lasers find many applications such
as in miniature particle accelerators [3], bright x-ray sources
[4], investigations of quantum electrodynamics [5], and the
pursuit of laser-driven fusion [6]. State-of-the-art laser sys-
tems are currently operating at the petawatt level [7] and a
record focused intensity of the order 1023 W/cm2 was re-
ported in 2021 [8]. In all applications, knowledge of the
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focal-spot distribution is essential in the interpretation of
experimental results. Departures from an ideal, diffraction-
limited focal spot are introduced via a multitude of origins,
both before focusing (such as from variations in the beam
quality) and during final focusing (such as coma and astigma-
tism from an off-axis parabolic focusing mirror), necessitating
careful measurements.

The same properties that make these lasers interesting for
scientific study and critical for practical applications also
create difficulty in quantitatively characterizing their focal
quality (and hence, their intensity). These intensities exceed
the damage threshold of optical materials by many orders of
magnitude [9], preventing direct imaging of the focus using
a microscope objective and/or camera sensor. Hence, con-
ventional techniques for direct focal-spot characterization of
relativistically intense lasers rely on imaging the low-energy
output of the laser. While a widespread practice, this method-
ology can be misleading as full-power shots may result in a
degraded focal-spot distribution due to the effects of thermal
distortion of optical components. Another common method
utilizes a sampled pickoff from the main beam, which is at-
tenuated and imaged onto a wavefront sensor [10] or its focus
imaged using a proxy focusing element. This method will
not capture focal-spot variations induced by optical elements
after the sampling element, such as the primary focusing optic
itself (which is often the largest contributor to focal spot
aberrations).

Here, a method for direct assessment of focal-spot aberra-
tions such as coma and astigmatism at full power is presented,
which instead utilizes the effect of ponderomotive accelera-
tion of electrons freed within the focal volume from a rarefied
background gas (Fig. 1). It has been shown theoretically [2,11]
and experimentally [12] that a free electron is nominally
forward-accelerated away from the laser focus with an angle θ

relative to the laser axis that is dependent upon the energy that
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FIG. 1. Two perspectives of the interaction and detector geome-
try. (a) Simulation output of electrons (the outgoing paths of which
are depicted) formed in and ejected from the laser focal volume, with
more-energetic electrons (as parameterized by the Lorentz factor γ )
being more forward directed. The laser propagates from left to right
in this image. (b) A 120 mm × 90 mm image plate is placed 25 mm
beyond the laser focus, with a 20-mm-diameter hole for the laser
to pass through. The image plate records the spatially resolved dose
imparted by the electrons.

the electron gains from the laser, expressed via the Lorentz
factor γ = (1 − v2/c2)−1/2, where v is the electron’s speed
and c is the speed of light in vacuum. The peak value of γ may
in turn be correlated with the local laser intensity [13,14]. Be-
cause focal aberrations lead to a nontrivial spatial distribution
of laser intensity within the focal volume, each electron will
exit the volume into a forward solid angle that correlates with
the sampled intensity during its transit; thus, the global spatial
distribution of exiting electrons carry a signature of the laser’s
aberration content.

In a recent work, indications of aberration content in such
measured distributions were noted [14]. With the assumption
of paraxially focused beams (focused with a large f# = f /D
optic, where f is the focal length of the focusing optic and D
is the incoming beam diameter), the effects of specific aber-
ration content were predicted using simulations [13]. Short
f# systems, however, are attractive for achieving the highest
intensities, and paraxial approximation methods are invalid in
this regime.

This paper presents experimental measurements of electron
spatial distributions as the laser aberration content is control-
lably varied. In a short-focal-length configuration, coma and
astigmatism were added to the beam using a programmable
spatial light modulator (PSLIM) system [15]. Further, sim-
ulations in the short f# domain are presented, which aid in
the interpretation of the data. The observation of distinctive,
smoothly varying features in the resulting electron images
suggest that a unique reconstruction of the focal spot is
possible.

II. BACKGROUND

It is known that in the presence of a paraxial, focused
electromagnetic wave, electrons are forward-accelerated at an
angle correlated to the energy they gain from the wave [11]:

tan θ = p⊥/p‖ =
√

2/(γ − 1), (1)

where γ is the relativistic Lorentz factor introduced in the
previous section and p⊥ (p‖) is the electron’s momentum
perpendicular (parallel) to the wave’s propagation direction.

It has been computationally [2] and experimentally [12]
shown that electrons ionized in a low-density gas in the pres-
ence of a focusing laser field will tend to follow this relation,
with better agreement for paraxial (long f# � 5) focusing ge-
ometries in which plane-wave approximations can be applied
to the focal volume of interest. From Eq. (1), it can be seen that
a minimum cutoff angle θmin would correlate with the highest
energy imparted to electrons by the laser field. A suitable
I (γ ) relationship can then be used, as has been experimentally
demonstrated for laser intensities of 1019–1020 W/cm2 with
femtosecond-class lasers [13,14] and which appears extend-
able up to 1021 W/cm2 before the small θmin complicates the
intensity measurement.

With short focal lengths (corresponding to an f# � 5),
commonly used in high-intensity experiments, a large distri-
bution of k vectors and a more prevalent longitudinal electric
field lead to a deviation from the γ (θ ) relationship [16].

Ionization occurs when the focusing laser field sufficiently
distorts the atomic potential barrier, reducing it to the ion-
ization energy associated with a bound electron. Ionization
energies for different atomic states are well documented [17],
and various models can be applied to estimate the correspond-
ing laser intensity. In barrier-suppression ionization [18], the
appearance intensity at which an electron with ionization
energy Eion is ionized from the Z th charge state can be ap-
proximated by the relation Iapp = cE4

ion/128πe6Z2, where e
is the elementary charge. For reference, the appearance in-
tensities corresponding to the 18 electrons of the argon atom
range from 2.5 × 1014 W/cm2 for the outermost electron to
5 × 1021 W/cm2 for the innermost electron. For the laser in-
tensities used in this work, we expect to have ionized 16 of the
18 electrons available.

To systematically describe the aberrations, we utilize the
convenient mathematical decomposition into the Zernike
polynomial basis set on the unit disk [19]. This basis set
explicitly describes common optical aberrations such as coma
and astigmatism, which are the focus of this work. The
Zernike polynomials utilized corresponded to (i) coma par-
allel to the laser polarization axis, (ii) coma perpendicular to
this axis, and (iii) astigmatism applied at 45◦ to this axis. The
polarity of the applied waveform aberrations was also varied.

To avoid collective or nonlinear plasma effects from com-
plicating our analysis, the characteristic Debye length should
be greater than the characteristic size of the focal region. For
the laser parameters utilized in this experiment, the electron
temperature is approximately kBTe ≈ 1 MeV. In this work,
argon was used as the background fill gas. Conservatively
assuming that all 18 electrons of the argon atoms are ionized,
for the utilized background pressure of 8.5 × 10−4 Torr we
calculate a Debye length of λD =

√
ε0kBTe

e2n ≈ 500 µm, where
ε0 is the electric permittivity of vacuum, e is the charge of
an electron, and n is the volumetric density of electrons. The
value of 500 µm is much larger than the focal spot size of
10 µm, justifying the neglect of collective effects.

III. EXPERIMENTAL SETUP

The multiterawatt (MTW) laser [20] at the Laboratory
for Laser Energetics is an optical parametric chirped pulse
amplification system seeded at 1053 nm and amplified with
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Nd:glass stages. The experiment described in this paper
utilized the laser in a 10-J output mode with a full-width-at-
half-maximum (FWHM) pulse duration of 700 fs, with 7.5 J
transported to the final laser focus. The beam was apodized
prior to final amplification to a circular tophat profile with a di-
ameter of 70 mm. It was focused using an off-axis paraboloid
(OAP) with a focal length of 200 mm, resulting in an f# of 2.8.
An apochromatic microscope objective was used to image the
resulting laser focus at low power and the OAP was adjusted
to optimize the focal spot. The optimized focus exhibited mild
horizontal elongation due to uncompensated wavefront tilt,
resulting in an optimized focal spot area (at 75% intensity con-
tour) of 20 µm2 and a corresponding focused intensity of ap-
proximately I = 8 × 1019 W/cm2 (corresponding to a0 ≈ 8).

Prior to final amplification and compression, the laser
wavefront was manipulated using a PSLIM system, which was
used to both optimize the wavefront for the nominal focus
case as well as to controllably introduce wavefront aberra-
tions. A series of aberration types and amplitudes were chosen
for the experiment, including vertically (‖ with polarization)
and horizontally (⊥ to polarization) directed coma, as well
as oblique astigmatism (45◦ to polarization, denoted “∠’)
with amplitudes ranging in steps from −0.5λ to 0.5λ, where
λ is the laser central wavelength. A feedback optimization
scheme was employed whereby the PSLIM settings were
automatically adapted to generate the desired wavefront. The
corresponding focal-spot microscope images were recorded at
low energy under vacuum and are presented in Fig. 2.

A 120 mm × 90 mm Fujifilm BAS-MS image-plate (IP)
detector with a 20-mm-diameter centered hole was utilized
as the electron detector, covering a full cone angle of 65◦
from the laser focus. It was mounted consistently using a
suspended mount 25 mm beyond the laser focus. The detector
was shielded with 16-µm-thick aluminum foil to prevent laser-
induced signal or damage to the detector surface, and which
blocked electrons with kinetic energies below approximately
40 keV from reaching the IP. The detector was exposed to a
single shot before removing and scanning. The IP was scanned
with a resolution of 50 µm and the images were converted
to units of photostimulated luminescence (PSL) using a pub-
lished conversion formula [21].

Argon backfill into the target chamber was controlled using
a pressurized needle valve assembly. The baseline chamber
pressure was 1 × 10−5 Torr. Prior to each shot, the needle
valve was manually opened until a steady, calibrated pressure
of 8.5 × 10−4 Torr was indicated on the chamber pressure
gauge.

As the aberration type and magnitude was varied, the spa-
tial distribution of electrons varied as demonstrated in Fig. 2
along with the corresponding focal spot and (graphically em-
bedded) nominal wavefront image. Concentrations of electron
dose can be seen to gradually invert as the aberrated focal-
spot distribution inverts in sign and magnitude, indicating
that effects of the aberrations are transferred to the escaping
electrons in a detectable and tractable manner.

IV. SIMULATIONS

To corroborate these results, a series of simulations
was performed that captured the relevant aspects of the

FIG. 2. A gallery of single-shot IP detector scans of the spatially
resolved electron signal with corresponding low-energy focal spot
images (logarithmic scale) is presented. The nominal focal spot case
is enlarged and includes multiple θ contours: the yellow contour
represents the hole in the image plate; and the labeled white contours
identify angles of 20◦, 40◦, and 60◦ from the laser propagation
axis. Attached to each focal spot image is a representation of the
wavefront, with blue representing negative values, white representing
zero, and red representing positive values.

experiment. The aberrated laser field was focused using a
Stratton-Chu vector diffraction theory approach [22–24] to
capture the effects of short f# focusing; within the focal
volume, electrons were ionized from the defined gas species
according to their tabulated ionization levels from a hy-
brid barrier suppression ionization (BSI) model [18,25] and
the Ammosov-Delone-Krainov (ADK) tunneling ionization
method [26]; and finally electron trajectories were calculated
using a fourth-order Runge-Kutta computational solution to
the Lorentz force equation. The simulation volume was de-
fined as ±800 µm in the laser propagation axis and ±150 µm
in the transverse axes, fully enclosing the region in which
ionization occurs and in which electrons escape with ballistic
trajectories.

We modeled the experimentally relevant MTW laser pa-
rameters in the simulation. For 106 iterations, a random plane
perpendicular to the laser propagation direction was chosen;
within this plane, a random point within the range of ionizing
intensity was selected. The temporal evolution of the laser
field was scanned at the selected point from a time long before
the pulse arrives until the ionization occurred in order to
determine the ionization time. Ionization was initiated when
the field exceeded the BSI threshold corresponding to the
current charge state. If the electric field intensity was below
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FIG. 3. The results of simulations performed are displayed in
the form of 2D histograms of electron position as projected onto a
plane beyond the laser focus. The axes are expressed as x/d and y/d ,
where x and y are the horizontal and vertical spatial axes respec-
tively, and d is the distance of the plane from the center of focus.
(a) The aberration-free case; the following are labeled according to
their aberration type and magnitude as in Fig. 2. The white circle
represents the extent of the diverging laser cone, and the color map
corresponds to the number of data points within each grid cell. The
laser is polarized in the vertical direction.

the threshold, then ionization was assessed based on tunneling
ionization probability using a Monte Carlo ADK solver. Once
ionization occurred, the freed electron was propagated in the
time-varying laser fields until it intercepted an outer boundary.
From the same initial ionization point, the atom continued to
ionize to higher possible ionization states for the given local
intensity.

In this way Fig. 3 was generated, in which the spatial
distribution of ejected electrons are projected onto a plane

FIG. 4. (a) For the case of − 1
2 λ∠ astigmatism, the laser intensity

is shown averaged over 800 µm in the propagation direction. Elec-
trons are ionized within the focal volume (at the base of the depicted
arrows) and ejected with at an angle with respect to this axis (in
the direction of the arrowhead). In the transverse plane, they can be
seen to eject in the direction of the falling gradient of laser intensity,
consistent with the ponderomotive force. The white arrows represent
the average ejection angle from within each grid cell. (b) The final
average electron energies expressed in units of γ . Electrons born
within a higher local laser intensity accumulate a higher resulting
energy at the detector plane, and a correspondingly narrower forward
angle as determined by Eq. (1). These dynamics combine to produce
the resulting electron spatial distributions.

perpendicular to the laser propagation axis and presented as
two-dimensional histograms; a series of experimentally rele-
vant aberration types and magnitudes were scanned.

The simulations reproduce the trends observed in the ex-
perimental data. Inversion of the spatial distribution occur
about the planes of symmetry observed in the laser waveforms
as the polarity of the aberration is flipped. In the case of coma
‖, a concentrated feature on the top or bottom is opposed by
a broader feature on the opposite side in both the experimen-
tal and simulation data. In the astigmatism ∠ case, an “X”
pattern is evident in both experimental and simulation data.
Some discrepancies are evident between the experimental and
simulation data, which can be attributed to aberrations in
the nominal experimental case that were not modeled in the
simulation.

The electron spatial distributions can be interpreted by
considering the local intensity profile of the focal spot: appre-
ciable aberration leads to nontrivial structure in the intensity
distribution. In the plane transverse to the laser propagation
axis, electrons are ionized and ejected along the falling gra-
dient of the local intensity (Fig. 4). Their forward velocity
(and resulting forward angle of ejection) are determined by
the energy gained as they escape the focal volume, nominally
according to Eq. (1). An asymmetry is introduced by the
polarization direction of the laser.

In the zero aberration case in Fig. 3, it is notable that two
peaks exist in the electron spatial distribution within the white
circle defining the diverging laser cone angle. A particle trac-
ing analysis indicated that these electrons are ionized beyond
best focus (as the laser is beginning to diverge) and become
trapped within the laser cone due to the inward ponderomotive
repulsion of electrons from the laser’s Airy diffraction ring
structure. This effect is seen to discontinue when any appre-
ciable aberration is added to the laser profile, so their presence
may be a useful indicator of optimized focusing.
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V. CONCLUSIONS

In conclusion, we have demonstrated that for relativisti-
cally intense lasers in the short f# focusing regime, focal
aberrations result in imprints upon the spatial distribution
of electrons ponderomotively ejected from the focal volume.
These imprints appear uniquely mapped, and vary gradu-
ally with changes in the aberration magnitude. Followup
work will continue to assess the feasibility of using such
measurements to reconstruct the focal-spot distribution using
machine learning techniques, as well as to assess the appli-
cability and limitations of the technique to femtosecond-class
lasers. Particularly at the petawatt laser scale, these techniques
become challenging to implement given the higher energy of
accelerated electrons and the correspondingly smaller angle
of ejection. Techniques to extend the range of applicability,
such as the utilization of magnifying electron optics, are being
considered as we further develop our simulation capabilities.
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