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State-selective charge exchange in collisions of multiply charged ions with H2
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In this work, an improved classical trajectory Monte Carlo method is introduced to describe collisions of
multiply charged ions with H2 molecules by merging two hydrogenic three-body models, conceived to improve
the H(1s) electronic radial distribution, into the five-body treatment of Wood and Olson. Present results are
contrasted against recently reported laboratory data and the multichannel Landau-Zener method for Ne9+ and
O6+ projectiles at intermediate to low impact energies. A reasonable agreement with the data is obtained at the
n-state selective level when considering a hydrogenic model that relies on an expansion over different nuclear
charges. Complementary results for He2+ and Fe26+ projectiles suggest that discrepancies among these models
accentuate as the projectile charge is increased and the collision energy is lowered, and highlight the need for
further joint experimental and theoretical studies.
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I. INTRODUCTION

In the past few decades, charge exchange processes have
been shown to play a significant role in astrophysical envi-
ronments. This process has been found to be at a great extent
responsible for the emission lines that originate in the elec-
tronic cascade that follows the interaction of charged ions with
comets, planetary atmospheres, the heliosphere, astrospheres
of stars, supernova remnants, and highly ionized regions of
the interstellar medium [1–9].

Among the relevant gaseous targets, H2 is the most abun-
dant molecule in the universe and controls much of the
chemistry in the interstellar medium [10]. During the last
decades, charge exchange processes in collisions of ions with
H2 have been experimentally studied over a wide impact
energy range [11–37]. Laboratory data focused on the deter-
mination of single and double charge exchange total cross
sections, n-resolved state-selective charge exchange, and the
emission lines resulting from the cascading process. To bench-
mark these studies, a diverse set of theoretical models have
been implemented. Among them, we can cite diverse three-
body and five-body versions of the classical-trajectory Monte
Carlo (CTMC) method [38–41], the Bohr-Lindhard model
[42], the model potential method [43], the linear combinations
of molecular orbitals (LCMO) method [44], the atomic-orbital
close-coupling (AOCC) method [45,46], the semiclassi-
cal molecular-orbital close-coupling (MOCC) method [47],
the two-active-electron three-center semiclassical asymptotic-
state close-coupling (SCASCC) method [48], the single-
particle time-dependent Schrödinger equation (TDSE) [49],
and the multichannel Landau-Zener (MCLZ) method [50,51].
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The CTMC method has been routinely used to describe
ion-atom and ion-molecule collisions during the past four
decades. In contrast to numerically intensive quantum me-
chanical methods, this method does not rely on extensive
basis sets to deal with highly charged projectiles and provides
electron capture cross sections for high-lying n values. For
hydrogen atoms in the ground state, its success has been
partially attributed to the fact that in the microcanonical de-
scription the classical and quantum mechanical momentum
distributions for the target electron are identical. The first
molecular multicenter CTMC model for H2 was proposed
by Meng et al. in 1989 [39]. In their work, a two-electron
distribution was constructed in terms of two microcanonical
distributions, one for each electron. A decade later, Wood and
Olson introduced a five-body model to study double ionization
of H2 by 3.6 MeV/u Se28+ and 1 GeV/u U92+ [41]. In this
case, the H2 molecule was initialized in terms of two indepen-
dent hydrogen atoms united by means of a Morse potential.
As one of the electrons was removed from the target (i.e.,
acquired a positive energy with respect to its parent nucleus),
the interactions among all particles were turned on by means
of a switching function. This model has also been used by our
group to describe single electron capture in He+ collisions at
intermediate to low impact energies [31]. In this case, very
good agreement was found with the n-state selective capture
cross sections measured by the reaction microscope setup at
the Bariloche Laboratory in Argentina.

In this work, we introduce a five-body CTMC method for
H2, which provides an improved representation of the target
system compared to the microcanonical ensemble used by
Wood and Olson. Two hydrogenic distributions, conceived to
provide a more accurate representation of the radial distri-
bution for H(1s) are implemented and extend the electronic
distribution of H2 to larger distances. In Sec. II we describe
the theoretical method and its implementation. In Sec. III A,
results for state-selective charge exchange are shown and
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contrasted with other five-body CTMC models as well as to
recently reported experimental data for Ne9+ and O6+ pro-
jectiles. We widen the scope of our study by analyzing the
one-electron capture total and np-state selective cross sec-
tions predicted by these models for He2+ projectiles at impact
energies in the range 7–200 keV/u and the n-state selective
cross sections for Fe26+ projectiles at a typical solar wind
energy. Finally, in Sec. IV, conclusions and outlook are drawn.

II. THEORETICAL METHODS

In what follows we describe the five-body CTMC models
employed in this work to describe collisions between charged
ions and H2 molecules. In all cases, the initial state of the H2

molecule is initially described by two independent hydrogen
atoms held together by a Morse potential with the experimen-
tal vibrational ground-state energy [31,41]. Each electron is
bound to only one nucleus. The electron-electron interaction,
as well as the interaction of each electron with the other
nucleus is not taken into account in the initial stage of the
collision.

5CTMC (Wood and Olson model). In the original version
of the five-body CTMC, each electron is initialized bound to
its parent nucleus with positions and momenta obtained from
microcanonical distributions. In this description, the electron
momentum distribution for each hydrogen atom is found in
perfect agreement with its quantum mechanical counterpart
as already stated. However, the exponential decreasing behav-
ior expected at large distances is not reproduced due to the
existence of a classical return point. As a result, the electronic
density of the H2 molecule exhibits a sharp cutoff in its spatial
extension.

E-CTMC method. Improved descriptions of the CTMC
method were designed for H(1s) in order to predict an elec-
tronic radial distribution in concordance with the quantum
mechanical counterpart. Eichenaur et al. used the Wigner
function for the initial distribution of the coordinates and
momenta of the electron instead of the microcanonical phase
space distribution [52]. Simultaneously, Hardie and Olson
fitted the quantum mechanical radial distribution by means
of a linear combination of microcanonical distributions cor-
responding to different ionization potentials Ei [53]. The
microcanonical radial distributions are obtained by integrat-
ing the microcanonical phase space distribution f (r, k) =
N δ(Ei − k2/2μ − Z/r) over the momentum coordinates and
the electron angular coordinates, giving:

ρ(r, Ei ) = 16E3
i r2

πZ3

√
Z

Eir
− 1. (1)

Here, N is a normalization constant, Z is the nuclear charge, r
and k are the electron’s position and momentum with respect
to the nucleus, respectively, and μ is the relative mass of
the electron-nucleus system. Soon after, Cohen proposed a
new classical phase-space distribution, which also considered
an energy distribution for the bound electron obtaining a
radial distribution coincident with the quantum mechanical
description while still providing a good approximation to
the momentum distribution [54]. We hereafter refer to these
models as E-CTMC models, noting that according to their

TABLE I. Weight factors (αi) for the 1s orbitals on each nucleus
of H.

Zi αi

0.500 0.07240
0.625 0.07658
0.750 0.09665
0.875 0.09230
1.000 0.16204
1.250 0.17971
1.500 0.13019
1.750 0.08071
2.000 0.06475
2.500 0.04493

extensive use and evaluation for more than four decades, they
lead in principle to very similar results [54–56].

In this work we use the methodology introduced by Cohen
[54]. Differences with the 5CTMC method amount to the
initialization of each electron in its parent nucleus. The im-
plemented procedure extends the electronic density in the H2

molecule to larger distances compared to the microcanonical
prescription.

Z-CTMC method. An alternative model termed Z-CTMC
was introduced by our group a decade ago with the aim of
improving the radial distribution when considering processes
such as charge exchange, which are particularly sensitive to
the ionization potential of the target. In this model, the radial
distribution for H(1s) was fitted by means of a linear com-
bination of microcanonical distributions by using the nuclear
charge as the expansion parameter, instead of the ionization
potential [56,57]:

ρ(r, Zi ) = 16E3
0 r2

πZ3
i

√
Zi

E0r
− 1, (2)

E0 being the ionization potential of the hydrogen ground
state. Overall, and compared to the E-CTMC predictions, the
Z-CTMC method led H(1s) to closer agreement to the AOCC
results of Igenbergs et al. [58,59].

In order to extend the Z-CTMC method for the H2

molecule in its ground state, we keep the ionization poten-
tial as a fixed parameter and we approximate the quantum
mechanical radial distribution for each hydrogen atom con-
forming the molecule as a linear combination of N classical
microcanonical radial distributions ρ(r, Zi ):

ρ(r) =
N∑

i=1

αiρ(r, Zi ). (3)

Here, αi are the weight factors for the different distributions
associated with the different Zi values considered. Explicit
values are provided in Table I.

Since we have a sum of N = 10 classical radial distri-
butions for each hydrogen atom, the molecular structure is
recovered by considering the 100 resulting combination terms
that, due to symmetry, can be reduced to 55 in order to reduce
the computational cost. In Fig. 1 we show in logarithmic
scale the electron density (P) obtained in the molecular plane
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(a) (b)

(c) (d)

FIG. 1. Logarithmic electronic densities in the xy molecular plane for H2. (a) Microcanonical 5CTMC method, (b) E-CTMC method,
(c) present Z-CTMC method, and (d) quantum mechanical description [60].

defined by the molecular axis (x) and one of the perpendic-
ular directions (y). The statistical description obtained with
5CTMC, E-CTMC, and Z-CTMC are compared to the quan-
tum mechanical description obtained from a molecular orbital
wave function [60]:

P(x, y) =
∫

dr2dz|�(r, r2)|2, (4)

where r = (x, y, z) and r2 = (x2, y2, z2). For the classical tra-
jectory models, the electron density is obtained by turning off
the projectile and taking a picture of the evolving trajectories
at any given time. The (x, y) ordinate pairs corresponding to
each electron are registered and binned over the spatial grid.
The distribution is normalized by requiring that∫

dxdyP(x, y) = 1. (5)

The hydrogenic models, E-CTMC and Z-CTMC, provide
an improved description with respect to the microcanoni-
cal model, exhibiting a more spatially extended electronic
density.

At the beginning of the simulation the center of mass of the
target is considered to be frozen and is located at the origin
of the coordinate system. Hamilton’s equations are written
in terms of Cartesian coordinates and are numerically solved

by means of a fourth-order Runge-Kutta-Hill method with
adaptive step size. For our present purposes, we consider a
nonoriented molecule. Hence, the positions and momenta of
the electrons and the nuclei are randomly rotated by means
of Euler angles. As the collision process proceeds, the energy
of each electron with respect to its parent nucleus is checked
in every time step. Whenever an electron reaches the con-
tinuum, the electron-electron and the electron-other nucleus
interactions are turned on smoothly in the Hamiltonian by
means of the switching function f (t ) = 1 − e−τ (t−t0 ). Here,
τ is the time constant and t0 is the instant of electron removal.
The value of τ has been evaluated over the range (0.1,100)
without obtaining significant changes in the electron capture
cross sections reported in this work. Therefore, it has been
arbitrarily set to τ = 0.1 a.u.

The simulation is stopped once the projectile recedes from
the reaction region and the collisional process can be con-
sidered as finished. The evaluation of the relative energy of
the electrons with respect to the nuclei allows characterizing
the nature of the collisional event and determining whether an
electron has been excited, ionized, or captured. For the latter,
a classical number nc is obtained from the binding energy Ep

of the electron relative to the projectile by

Ep = −Z2
p/

(
2n2

c

)
, (6)
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where Zp is the charge of the projectile core as long as bare
projectiles are considered. These classical nc values are then
related to the specific quantum level n according to the rela-
tionship derived by Becker and MacKellar [61],

[n(n − 1)(n − 1/2)]1/3 � nc < [n(n + 1)(n + 1/2)]1/3. (7)

From the normalized classical angular momentum lc =
(n/nc)(r × k), where r and k are the captured electron po-
sition and momentum, respectively, relative to the projectile,
we relate lc to the orbital quantum number l of the final state
by l � lc � l + 1.

For dressed projectiles we have used the central potential
model developed by Green et al. [62] from Hartree-Fock
calculations and, later on, generalized by Garvey et al. [63]
to describe the interaction of the projectile with the other par-
ticles. To calculate the n-state selective capture cross sections,
we have used the model developed by Schultz et al. [64] and
that we successfully implemented in our previous work on
He+ + H2 [31].

The (n, l) state-selective capture cross section for the
5CTMC and E-CTMC methods is defined as:

σ cap = N (n, l )

Ntot
πb2

max, (8)

where N (n, l ) is the number of events associated with the
process of capture to the (n, l ) state, Ntot is the total number of
trajectories integrated, and bmax is the impact-parameter value
beyond which the probability to collect events is negligibly
small.

For the Z-CTMC model, the capture cross sections must
consider the contribution of all linear combinations, and are
therefore defined by

σ cap =
∑

i

∑
j

αiα jσ
cap
i j , (9)

where σ
cap
i j are the set of cross sections for a given combina-

tion of the expansion terms corresponding to nuclear charges
Zi and Zj . In other words, σ

cap
i j is the electron capture cross

section corresponding to the simulation in which one of the
electrons is initialized with the microcanonical distribution
f (r1, k1) = N δ(E0 − k2

1/2μ − Zi/r1) to its parent nucleus,
while the other electron, bound to the other nucleus, is initial-
ized by means of the microcanonical distribution f (r2, k2) =
N δ(E0 − k2

2/2μ − Zj/r2), respectively. It is worth noting that
an identical expression is obtained for the E-CTMC in the
Hardie and Olson’s version, since it considers an expansion of
microcanonical distributions corresponding to different ion-
ization potentials (IP) [53].

Whenever a double electron capture event is detected
during the simulation, the electron-electron interaction is sud-
denly turned off to avoid the classical autoionization of the
ion. As a result, this double capture event is characterized by
an electron in the (n1, l1) state and the other in the (n2, l2)
state. While these events naturally lead for highly charged
ions to either autoionization or double radiative decay, these
subsequent processes are not inherently included in the classi-
cal treatment and a subsequent Auger decay scheme needs to
be implemented. The Auger decay scheme used in this work
is based on that developed by Ali et al. [65] for collisions
involving argon ions with argon atoms and that we adapted

in previous work for electron capture processes involving
highly charged ions and CO, Ne, Ar, and Kr targets [66,67].
This strategy successfully reproduced the line emission cross
sections obtained at NIST following Ne10+, Ar18+, and Kr36+

collisions on Ar at 4 keV/u [68], those obtained at the
Berlin-EBIT for Ar18+ collisions on Ar at collision energies of
18 eV/u and 218 eV/u [69], and those obtained by Trassinelli
et al. for Ar17+ collisions on Ar at 7 keV/u [70]. For H2 target,
this scheme can be summarized as follows:

(1) Events corresponding to an asymmetric doubly excited
state (|n2 − n1| � 2), are characterized as double radiative
decay and lead to true double capture (DEC).

(2) For nearly symmetric excited states (|n2 − n1| < 2),
an Auger process takes place. We characterize this process
as autoionizing double capture (A2C). The decaying electron
falls to a well-established n level according to the energy
equation while the other is assumed to proceed to the nearest
continuum limit with unit probability. The electronic angular
momentum of the decaying electron is determined throughout
the Auger process by requiring the preservation of its re-
spective orbital eccentricity, which in practical terms implies
that the initial (ni, li ) and final (n f , l f ) states of the decaying
electron satisfy l f = li(n f /ni ) [67].

III. RESULTS AND DISCUSSION

A. State-selective electron capture in O6+

and Ne9+ collisions on H2

First, we benchmark the present method by analyzing
n-resolved state-selective nondissociative single electron cap-
ture (SECnd ) processes for Ne9+ and O6+ projectiles for which
recent COLTRIMS experimental data from the Lanzhou
group are available [36,37]. Since these SECnd were obtained
from the coincidence detection of the residual molecular H2

+
ion and the projectile, autoionizing events originated in double
capture processes, which ultimately lead to a change of the
projectile charge state by one unit are not included in the data.
Therefore, in our simulations we have only considered those
events that comply with the reaction:

Aq+ + H2 −→ A(q−1)+(n, l ) + H2
+, (10)

where A is the projectile element and q its charge state.
In Fig. 2, we display the obtained SECnd n-state cross

sections in Ne9+ collisions on H2 as a function of the binding
energy difference Q = εi − ε f of the active electron before
and after collision, spanning the impact energy range 2.25–
24.75 keV/u. In this expression, εi and ε f are the binding
energies of the active electron, in the initially ground-state
target and finally excited projectile ion, respectively. Theoreti-
cally, each capture n state is associated with its corresponding
Q value through an average procedure over the eigenvalues
En,l that were calculated by numerically solving the one-
electron Hamiltonian corresponding to a Garvey potential for
the Ne9+ ion. The reported experimental spectra, given in ar-
bitrary counts, was extracted from the paper and renormalized
using the reported relative cross section (Table 2 in Ref. [36])
for the n = 5 level. A background subtraction procedure
was implemented at this point. The theoretical relative and
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FIG. 2. Nondissociative single electron capture Q spectra for Ne9+ collisions on H2. The theoretical predictions of the Z-CTMC model
are contrasted to those provided by the E-CTMC and 5CTMC methods. The MCLZ results and the experimental data are those reported in
Ref. [36].

absolute n-state selective SECnd cross sections are shown in
Tables II and III, respectively.

Theoretical results from the present 5CTMC, Z-CTMC and
the E-CTMC methods, are compared to the experimental rela-
tive SECnd cross sections and the MCLZ calculations reported
in Ref. [36]. To mimic the experimental resolution, theoretical
cross sections have been convoluted by means of Gaussian
functions. The Gaussian width value σ is indicated in each
case and was chosen in order to provide the best visual fit to
the width of the experimental n = 5 peak.

A quick survey of the experimental trends clearly shows a
distribution maximizing at n = 5 closely followed by n = 6
at impact energies lower than 6.75 keV/u while n = 6 is
dominant at 15.75 keV/u and 24.75 keV/u. Electron cap-
ture to n � 7 is negligible at 2.25 keV/u but gains relevance
with increasing impact energy. Very minor traces of electron
capture to n = 4 can be also seen at 4.5 keV/u and 6.75
keV/u. Instrumental resolution seems to play a role for the
15.75 keV/u and 24.75 keV/u cases, turning difficult any
specific assessment on the population of this level.

Regarding the theoretical predictions, we observe that the
MCLZ distribution reported by Xu et al. maximizes at n = 5

in the whole energy range explored. The agreement with
the data worsens as the impact energy increases, with clear
dominance of the low n values in clear discrepancy with
the experimental trends. No population of n � 7 levels is
predicted at the impact energy range explored. On the other
hand, the 5CTMC model tends to overestimate the experi-
mental electron capture to n = 5 while it underestimates the
electronic capture at n = 6. In contrast to the experimental
data, the dominance of electron capture to n = 5 extends over
the whole impact energy range explored.

For the E-CTMC model, we observe that the maximum
of the distribution is shifted to n = 6 at all impact energies,
although its population difference with electron capture to
n = 5 decreases with increasing energy. Overall, the n dis-
tribution looks much wider than that experimentally reported.
This could obey to the fact that the most populated projectile
n level in charge-exchange processes is roughly given by the√

13.6/IP q3/4 scaling law (where q is the projectile charge
and IP is the ionization potential expressed in eV) [71]. A
methodology based on a set of microcanonical distributions
involving different IP values is expected to lead to a wider
overall n distribution, depending on the relative weight of the
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TABLE II. Comparison of measured and calculated relative cross sections of the n-resolved state-selective SECnd process in Ne9+ collisions
with H2.

Energy (keV/u) n σ rel
Expt.(%) σ rel

Z-CTMC(%) σ rel
5CTMC(%) σ rel

E-CTMC(%) σ rel
MCLZ(%)

3 0.06 0.07 0.44
4 5.16 10.11 8.29 3.72

2.25 5 61.29(0.90) 43.97 74.79 29.64 79.34
6 37.78(0.75) 34.51 9.00 34.93 16.93
7 0.94(0.29) 7.43 3.28 18.31 5.86−4

� 8 8.87 2.75 8.39
3 0.03 0.04 0.57
4 1.19(0.84) 4.72 6.63 9.44 7.41

4.50 5 62.36(0.79) 47.06 84.70 30.64 80.04
6 34.25(0.83) 36.95 5.69 33.55 12.52
7 2.21(0.95) 5.98 1.41 17.80 4.30−4

� 8 5.26 1.53 8.00
3 0.02 0.01 0.65
4 1.72(0.31) 4.30 6.36 10.11 10.15

6.75 5 53.63(0.53) 45.77 86.52 31.39 79.28
6 40.97(0.51) 39.39 5.46 33.69 10.48
7 3.68(0.31) 6.92 0.74 16.35 3.58−4

� 8 3.60 0.91 8.11
3 0.03 0.03 0.80
4 1.90(0.81) 3.70 8.05 11.19 16.60

15.75 5 44.56(1.10) 34.79 68.59 28.91 75.42
6 44.73(1.13) 43.00 19.48 29.51 7.41
7 8.81(0.87) 13.12 2.69 17.34 2.50−4

� 8 5.36 1.16 12.25
3 0.05 0.09 0.98
4 2.47(0.72) 3.98 9.32 11.07 20.09

24.75 5 34.70(0.96) 28.59 51.30 26.66 72.51
6 43.84(1.02) 38.12 28.09 26.82 6.25
7 18.99(0.81) 17.76 6.90 16.18 2.10−4

� 8 11.50 4.30 18.29

terms involving IP values lower than that considered physi-
cally correct.

Now moving to the Z-CTMC model, the n distribution
maximizes at n = 5 followed closely by n = 6 at the three
lower impact energies considered. In concordance with the
experimental trends the dominance reverses at the two higher
energies considered. A minor fraction of SECnd is predicted
to populate n = 4, a behavior also predicted by the other
theoretical models. All the classical trajectory methods hereby
analyzed predict, at a different extent, the population of n
levels beyond n = 7.

Similarly, Fig. 3 shows the relative n-state selective cross
sections as a function of Q for O6+ collisions on H2 spanning
the impact energy range 19.5–100 keV/u. In this case, the
different theoretical methodologies are compared to the recent
measurements reported by Cao et al. [37]. The experimental
data were normalized in the same way as was done with
Ne9+, with the exception that here the peak at n = 3 was used
to normalize the extracted spectra, due to its isolation from
other structures. The theoretical relative and absolute n-state
selective SECnd cross sections are shown in Tables IV and V,
respectively.

At the lowest energy considered, the experimental spec-
tra exhibit a maximum at n = 4 followed in intensity by

n = 5 at the lowest impact energy explored. Minor struc-
tures are visible for n � 6 and n = 3. As the impact energy
increases, the dominance of the n = 4 structure attenuates
and the relative population of states corresponding to n � 6
gains relevance becoming the dominant structure already at
75 keV/u.

Regarding the theoretical descriptions, at the lowest impact
energy the 5CTMC method leads to good agreement with
the data at the maximum capture peak n = 4. However, it
clearly underestimates the n = 5 and n � 6 structures while
at the same time it overestimates the n = 3 population. As the
impact energy increases, this method predicts the maximum
of the distribution at n = 4 but the dominance over the other n
values is reduced. The E-CTMC, on the other hand, is in good
agreement with measurements at n = 3 in the range 19.5–
75 keV/u, but the description of the experimental spectra is
acceptable only at impact energies greater than 75 keV/u.
At lower impact energies, the distribution exhibits a more
pronounced population of large n values and, overall, a wider
spectra. The Z-CTMC method is the one that provides the
closest agreement with the measurements when analyzing the
whole energy range. The dominance of the n = 4 level is
attenuated with increasing impact energies while the n = 5
and n � 6 levels see their relative populations increased. At
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FIG. 3. Nondissociative single electron capture Q spectra for O6+ collisions on H2. The theoretical predictions of the Z-CTMC model are
contrasted to those provided by the E-CTMC and 5CTMC methods. The experimental data are those reported in Ref. [37].

100 keV/u the Z-CTMC and E-CTMC distributions are nearly
identical.

Since the Z-CTMC is the method that is found in best
overall agreement with the data, in Fig. 4(a), we show the
total cross section for the sum of the direct one electron
capture cross section (nondissociative and dissociative) and
the autoionizing double capture (SEC + A2C). In Fig. 4(b) we
show the DEC obtained with this method. Present results are
compared to the available experimental data and the MCLZ
results of Gao et al. [48]. For the latter, the authors split their
estimated autoionizing double capture contributions assigning
70% of it to SEC and 30% to DEC from their empirical
comparison with the data. A fast inspection of these cross
sections clearly indicates that the reported MCLZ support the
recently reported data by Han et al. for the DEC process [35].
However, such data seems to overestimate the data measured

by the JPL data by Machacek et al. [32] and the data by
Crandall et al. [16]. The present Z-CTMC result is in good
agreement with the JPL data for DEC at the time they ap-
proach the SEC data from below.

B. State-selective electron capture cross sections
in He2+ collisions on H2

We now focus on the He2+ projectile, which has been
extensively explored either from the experimental and the
theoretical sides [19,27,38,72–75]. The idea in this case is to
gain insight on whether or not the differences detected among
the 5CTMC, E-CTMC, and Z-CTMC models for Ne9+ and
O6+ projectiles show up also for a lighter projectile.

In Fig. 5(a) we show the total one-electron capture cross
section (SEC+A2C) as a function of impact energy predicted
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(a) (b)

FIG. 4. SEC and DEC total cross sections for O6+ collisions on H2. The theoretical predictions of the Z-CTMC model are contrasted to
those provided by the MCLZ and the experimental data reported in Ref. [37].

by the 5CTMC, the E-CTMC, and the Z-CTMC methods. The
obtained results are compared to the experimental results of
Olson et al. [38], Shah and Gilbody [19] and Rudd et al. [27]
at impact energies in the range 7–200 keV/u. It can be seen
that the Z-CTMC is in very good agreement, specially with
Rudd’s data, at impact energies greater than 10 keV/u. At
impact energies lower than 10 keV/u the classical trajectory
methods provide a nearly energy-independent behavior and
overestimate the experimental data. The E-CTMC method
results, in contrast, are in good agreement with the CTMC
and Z-CTMC methods at impact energies greater than about
60 keV/u, while it tends to overestimate the experimental data
at lower impact energies. We have also added for comparison
the semiclassical close-coupling results of Fritsch [72] that

extend up to 100 keV/u and the molecular multicenter CTMC
model of Meng et al. that covers the 30–200 keV/u impact
energy range [39,73]. In Fig. 5(b) we compare our theoretical
one-electron capture cross sections to He+(np) states with
the experimental data and the molecular multicenter CTMC
model reported by Meng et al. [73]. We observe that the
5CTMC method underestimates the data in all cases, while the
E-CTMC method is found in good agreement with the data
for the 2p case but tends to overestimate the data for higher
np states at impact energies lower than about 30 keV/u. The
Z-CTMC method provides an intermediate behavior between
the 5CTMC and the E-CTMC, and is found in overall closer
agreement to the theoretical predictions of Meng and the
experimental data.

(a) (b)

FIG. 5. One-electron capture cross sections following He2+ collisions on H2 as a function of impact energy: (a) Total cross section
(b) np state selective cross sections. The theoretical predictions of the Z-CTMC model are contrasted to those provided by the 5CTMC
method.
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TABLE III. Absolute cross sections of the n-resolved state-
selective SECnd process in Ne9+ collisions with H2 in units of
10−16 cm2.

Energy (keV/u) n σZ-CTMC σ5CTMC σE-CTMC

4 1.090 1.211 2.490
5 9.281 8.963 8.902

2.25 6 7.284 1.078 10.49
7 1.567 0.393 5.499

� 8 1.773 0.311 2.389
4 1.235 1.132 2.762
5 12.30 14.47 8.966

4.50 6 9.658 0.972 9.819
7 1.562 0.241 5.211

� 8 1.290 0.241 2.293
4 1.163 1.125 2.827
5 12.39 15.32 8.782

6.75 6 10.66 0.967 9.425
7 1.872 0.131 4.573

� 8 0.911 0.152 2.156
4 0.846 0.869 3.001
5 7.952 7.407 7.754

15.75 6 9.829 2.104 7.913
7 3.000 0.291 4.649

� 8 1.195 0.120 3.238
4 0.927 0.983 2.806
5 6.668 5.414 6.758

24.75 6 8.892 2.965 6.797
7 4.143 0.728 4.101

� 8 2.616 0.439 4.527

C. State-selective electron capture cross sections
in Fe26+ collisions on H2

In this section we consider the Fe26+ + H2 collision system
at an impact energy of 1 keV/u. Interest in this projectile
charge is twofold. On the one hand, differences arising at the

TABLE IV. Comparison of measured and calculated relative
cross sections of the n-resolved state-selective SECnd process in O6+

collisions with H2.

Energy (keV/u) n σ rel
Expt.(%) σ rel

Z-CTMC(%) σ rel
5CTMC(%) σ rel

E-CTMC(%)

3 4.31(0.84) 9.32 20.67 2.22
19.5 4 64.63(2.76) 51.20 65.19 17.15

5 26.41(1.48) 28.24 10.04 27.92
� 6 4.65(1.38) 11.24 4.10 52.71

3 4.06(0.58) 8.73 17.68 3.03
37.5 4 34.06(2.61) 34.43 42.33 14.13

5 28.93(2.26) 27.01 20.76 18.89
� 6 32.95(8.14) 29.83 19.23 63.95

3 4.58(0.32) 7.91 13.61 4.92
75 4 17.27(0.73) 18.76 22.56 13.15

5 18.96(0.79) 18.92 18.31 16.00
� 6 59.18(4.86) 54.41 45.52 65.93

3 5.48(0.61) 8.60 13.83 6.78
100 4 15.63(1.05) 17.18 19.28 14.06

5 17.05(1.12) 16.79 16.99 15.33
� 6 61.84(7.12) 57.43 49.90 63.83

TABLE V. Absolute cross sections of the n-resolved state-
selective SECnd process in O6+ collisions with H2 in units of
10−16 cm2.

Energy (keV/u) n σZ-CTMC σ5CTMC σE-CTMC

3 1.387 1.676 0.977
19.5 4 7.621 5.285 7.555

5 4.203 0.814 12.30
� 6 1.666 0.325 23.21

3 1.182 1.363 0.872
37.5 4 4.664 3.262 4.067

5 3.660 1.600 5.436
� 6 4.026 1.461 18.39

3 0.552 0.615 0.397
75 4 1.310 1.019 1.063

5 1.321 0.827 1.293
� 6 3.774 2.013 5.307

3 0.328 0.353 0.248
100 4 0.656 0.493 0.513

5 0.641 0.434 0.560
� 6 2.170 1.232 2.311

n-state selective SEC cross section from the different physi-
cal classical models hereby used are expected to accentuate
for such highly charged projectile. On the other hand, Fe26+

emission lines have been detected at the galactic center and at
the galactic ridge [76] thus providing supporting evidence of
its relevance for the astrophysical context.

In Fig. 6(a) the n-state selective SEC cross section is
shown. The 5CTMC leads to a narrow structure that peaks
at n = 11. In terms of intensity, the main SEC contribu-
tions can be organized in decreasing relevance as follows:
n = 11, 12, 10, 13, and 14. In contrast, the E-CTMC method
predicts a wide structure whose maximum is clearly shifted
to larger n-values. In fact, the maximum is attained at n = 16
but similar values are obtained for n = 15 and n = 17. Such
shift is most likely due to the fact that, in its conception, the
E-CTMC method recovers the electronic radial distribution
by considering an energy distribution for the electron target.
Hence, contributions arising from low IP values are expected
to enhance the role of larger n levels as already stated above.
On the other hand, the Z-CTMC method predicts a structure
with a maximum at nmax = 12. The distribution is clearly
wider than that predicted by 5CTMC, leading to much more
intense populations at values larger from nmax. Theoretical
n-state selective and line emission cross sections obtained by
means of the MCLZ method for this collision system have
been reported by Mullen et al. [50]. These results lead to a
maximum at n = 12. The total SEC cross section for Z-CTMC
equals 8.58 × 10−15 cm2, which is lower than that reported
MCLZ, but agrees with the extrapolation of the classical tra-
jectory Monte Carlo results by Schultz et al. [77].

In order to check whether the previous trends were proper
of the H2 target, in Fig. 6(b) we perform a similar analysis
for atomic hydrogen in the ground state. We observe that
the 5CTMC and Z-CTMC methods peak at n = 12, with the
Z-CTMC clearly enhancing the population of n > nmax. In
contrast, the E-CTMC method shows a much wider structure
and peaks at n = 14–15. Therefore, we conclude that the shift
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(a)

(b)

FIG. 6. SEC n-state selective cross sections for Fe26+ collisions
on H2 at an impact energy of 1 keV/u. The theoretical predictions of
the Z-CTMC model are contrasted to those provided by the E-CTMC
and 5CTMC methods.

of the n distribution towards larger n values is not a H2 purely
related feature, but can be traced to the H(1s) description
instead. Similarly, the Z-CTMC method leads to the increase
of the n distribution at larger n values but clearly with less
extent.

IV. CONCLUSIONS

In this work, two classical trajectory Monte Carlo meth-
ods have been introduced to describe collisions between

ions and H2 molecules. The spatial distribution of the
electrons has been extended to larger distances by incor-
porating the Z-CTMC and E-CTMC schemes, previously
developed for H(1s) targets, into the five-body CTMC method
developed by Wood and Olson. The procedure hereby in-
troduced reveals the sensitivity of the n-state selective cross
sections to the spatial extension of the electronic distribu-
tion, and provides a route to tackle highly charged ions
for which precise quantum mechanical data are not avail-
able yet or are unfeasible at present due to basis size
extension.

The E-CTMC and Z-CTMC models hereby introduced for
H2, have been benchmarked against recently reported state-
selective experimental data for Ne9+ and O6+ projectiles at
intermediate to low impact energies. Overall, present results
suggest that the Z-CTMC method is the one in closest agree-
ment with the data. Worth noting, and in contrast to the
5CTMC, E-CTMC and the MCLZ methods, the Z-CTMC
correctly reproduces the shift of nmax exhibited by the data in
the impact energy range explored. Complementary results for
He2+ projectiles indicate that differences among these models
are also visible at lower projectile charges, specially as the
impact energy is decreased.

The consideration of a highly charged projectile such as
Fe26+, indicates that discrepancies among the n-state selec-
tive cross sections predicted by these models accentuate for
increasing projectile charges. This situation represents quite
a challenge, especially with regard to confidence on the ap-
plicability of the cross sections in environments such as the
astrophysical.

In summary, present results suggest that the Z-CTMC
five-body model provides a valuable tool to analyze col-
lisional processes on H2, such as nondissociative single
capture, total one-electron capture, and radiative or au-
toionizing double capture processes. More experimental
data are required at this point, specially regarding highly
charged ions, to further test and refine the present theoretical
capabilities.
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