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Time-dependent semiclassical scattering dynamics: Electronically elastic and charge-transfer
study of H+ + O2 at keV collision energies
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The collision dynamics of H+ with O2 have been carried out at high collision energies Ec.m. = 0.096–4.848
keV (Elab = 0.1–5.0 keV) within the time-dependent semiclassical straight line trajectory approach. For high
collision energy, ions (projectiles) are expected to follow a straight line trajectory, and the collision time scales
allow us to consider sudden approximations for the rovibrational motions. Therefore, the dynamical calculations
have been performed using rigid-rotor potential-energy surfaces. The ab initio adiabatic potential-energy surfaces
exhibit nonadiabatic interactions between the entrance and charge-transfer (CT) channels. Dynamical attributes
such as differential cross sections and integral cross sections for the electronically elastic and the CT processes
have been calculated using the quasidiabatic surfaces and potential couplings and have been compared with the
available data from the scattering experiments.
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I. INTRODUCTION

The importance of ion- and atom-molecule collisions is
well realized in areas of interstellar, upper planetary, and
cometary atmosphere [1]. These collisions lead to three basic
inelastic processes: (i) the excitation of either of the collision
partners (vibrational or rotational excitations), (ii) the trans-
fer of electrons between target and projectile [charge-transfer
(CT)], and (iii) the ejection of electrons from the target or the
projectile [2]. The CT or charge exchange (CE) is described as
a process in which an ion takes one (single electron capture) or
more (multielectron capture) electrons from another atom or
molecule. The electron capture by the ions from the molecules
present in the Earth’s atmosphere and interstellar spaces has
been observed on a large variety of objects, such as comets
and planets in the interstellar media [3].

X-ray emissions from many comets have been observed,
and their origin is interpreted due to charge transfer between
the stellar or solar wind ions (H+, He+) and small molecules
(CO, N2, CO2, NO, and O2) leading to various electronic
states excitation [3,4]. The stream of ionized particles present
in the stellar wind moves with a speed ranging from 20 km/s
(cool stars) to 2000 km/s (hot, massive stars). The proton
is the most abundant ion in the interstellar medium, and its
kinetic energy (KE) is in the range of approximately 2.0 eV
to 20 keV. The Sun is a medium-sized star, and the speed of
the constituents of solar wind varies from 200 to 800 km/s.
This is approximately equivalent to the energy range of 0.2–
3.3 keV for the proton. Solar protons enter the Earth’s upper
atmosphere with kinetic energy in keV and lose most of their
energy in the ionosphere, and interact with several diatomic
and polyatomic molecules present in the stratosphere in the
range of 0–100 eV. These interactions significantly affect the
stratospheric dynamics. Interestingly, in the collision energy
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range 0–30 eV, O2 shows maximum vibrational excitation in
its ground electronic state compared to other diatoms (CO, N2,
NO) present in the stratosphere [5]. In fact, the vibrational
excitations in these molecules remain very low; the higher
vibrational excitations in O2 have been explained due to the
participation of the next higher electronic excited states [5–7].
Cross sections for processes occurring through the collision
of H+ with O2 in keV range energy are vital, as they give
insights into the chemistry of the upper planetary atmosphere
and interstellar media. The present paper focuses on semiclas-
sical dynamics studies on electronically elastic as well as CT
processes leading to various electronic excited states of O+

2
for the collision of H+ with O2 at the high collision energy
ranges (≈ keV).

Measurements of differential cross sections (DCSs) for the
H+ + O2 system in the forward scattering angle 0.02◦–1.0◦
for the collision energies of 0.5, 1.5, and 5 keV in the lab-
oratory frame have been measured by Gao et al. [8]. These
experiments were carried out by them in a molecular beam
scattering setup as described by Newman et al. [9]. The
work was further extended by Cabrera-Trujillo et al. [10] for
θlab = 0.15◦ and 5◦ in the laboratory frame to measure the
absolute differential and integral cross sections (ICSs) for the
elastic and charge-transfer processes. The experimental setup
adopted by them was similar to that of Gao et al. [8]. Total
experimental cross sections at high collision energies have
also been reported in the literature [8,11–16].

Cabrera-Trujillo et al. [10] reported theoretical calculations
for elastic and CT processes for the collision energy in the
range 0.5–25 keV using the electron-nuclear dynamics (END)
model [17,18]. The wave functions of the ground electronic
state of the H+ + O2 system were represented at the self-
consistent level (SCF) level of accuracy using Dunning’s con-
tracted basis sets, O : [6s3p/3s2p] and H : [5s2p/5s2p] [19].
Their study showed that large impact parameter collisions had
negligible contribution to the CT process. The measured DCS
values showed a high value in the forward scattering, followed
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by a sharp decrease in the cross-section values for larger
scattering angles. They also calculated ICSs and compared
them with the earlier available data.

Dynamics studies of ion-molecule collisions require highly
refined potential-energy surfaces (PESs). If the excited states
are involved in the dynamics, one should carefully examine
their involvement in influencing the overall dynamical out-
comes at a collision energy. In such cases, dynamics need
to be carried out on the electronic ground and several ex-
cited PESs. Computations of accurate PESs (both adiabatic
and quasidiabatic PESs) on the H+ + O2 system have been
carried out using various levels of theories [20–24]. Saheer
and Kumar [25] presented the adiabatic and quasidiabatic
potential-energy surfaces for the ground and the first three
excited (1–4 3A′′) electronic states of the system in the Jacobi
scattering coordinates.

Dynamics studies at low to moderate collision energy
ranges (1–100 eV) on the H+ + O2 system have been re-
ported in the literature [7,24,26]. Amaran and Kumar [7,24]
performed quantum-mechanical calculations under the vibra-
tional close-coupling rotational infinite-order approximation
to study the vibrational excitation and CT dynamics at 9.5
and 23 eV on two-state coupled PESs computed using mul-
tireference configuration interaction (MRCI) level of theory
and cc-pVTZ basis set. The results were found to be in good
agreement with those of experiments [27], suggesting the ade-
quacy of the quasidiabatic PESs and quasidiabatization using
the ab initio procedure [28].

It is important to note that, at high energy (≈ keV), the
higher electronic states become energetically accessible. The
combined experimental and theoretical studies by Cabrera-
Trujillo et al. [10] and Gao et al. [8] could provide information
only on the total CT cross section, and information on the
state-resolved CT channels could not be obtained. In our ear-
lier studies on the construction of ab initio PESs at the MRCI
level of accuracy and cc-pVTZ basis set [25], the following
four lowest electronic states have been identified to yield the
electronically elastic (sometimes also referred to as “direct”)
and CT processes:

H+ + O2 (X 3�−
g ) → H+ + O2(X 3�−

g ) (elastic),
H+ + O2 (X 3�−

g ) → H (2S) + O+
2 (X 2�g) (CT1),

H+ + O2 (X 3�−
g ) → H (2S) + O+

2 (a4�u) (CT2),
H+ + O2 (X 3�−

g ) → H (2S) + O+
2 (A2�u) (CT3).

To the best of our knowledge, an elaborate state-selective
study at high collision energy for these processes is still
lacking. Therefore, in the present paper, we have performed
the collision dynamics for the electronically elastic and
state-selective CT processes within the semiclassical time-
dependent straight line trajectory approach for the collision
energies Ec.m. = 0.096–4.848 keV. The present paper would
also be a benchmark to test the accuracy of the PESs and the
ab initio diabatization procedure for high-energy dynamics
calculations.

The paper is arranged as follows: The theoretical formu-
lations for the essential semiclassical time-dependent straight
line trajectory approach are given in Sec. II. Details on the
ab initio PESs and the corresponding radial couplings among
them are presented in Sec. III. Computational details of the

collision dynamics, calculations of collision parameters, and
dynamical attributes are given in Sec. IV. A summary with the
conclusion is given in Sec. V.

II. SEMICLASSICAL TIME-DEPENDENT STRAIGHT
LINE TRAJECTORY METHOD

A full quantum-mechanical treatment of a computationally
tractable collision system considering all degrees of freedom
would yield exact results. In the keV collision energy range,
a large number of channels (electronic, vibrational, and rota-
tional) become energetically accessible, and the calculations
become increasingly prohibitive computationally. Therefore,
in practice, one can invoke approximations which could be
physically valid to carry out scattering dynamics. The infinite-
order-sudden approximation is one such approximation where
the rotational motions of the diatom are considered frozen,
and the energy spacing between the rotational states is ignored
in view of high collision energy. The time period for the rota-
tional and vibrational motions of the diatom are of the order of
pico- and femtoseconds, respectively. At the higher energies
(≈ keV), the collision time (10−18 s) is approximately six
and three orders of magnitudes less compared to a typical
rotational and a vibrational motion of the diatom, respectively.
This allows one to carry out collision dynamics within the
semiclassical framework, wherein vibrational and electronic
degrees of freedom are treated quantum mechanically, and the
translational and rotational motions are treated classically. In
fact, the relative motion of the colliding partners can be ap-
proximated to follow a straight line trajectory, and the rotation
of the diatom can be considered as frozen. In such cases, the
time-dependent Schrödinger equation is solved for a particular
trajectory and further for a large number of trajectories. The
results are finally averaged out to obtain the cross sections.
The semiclassical trajectory method has been formulated and
well documented in the literature [29–31] and references
therein. For convenience, we provide the relevant descriptions
and details below. For a collision pair, (A + BC), in Fig. 1,
where A denotes an ion or atom colliding with diatom BC, one
can treat the dynamics in the Jacobi scattering coordinates,
where R is the vector joining A to the center of mass (c.m.) of
BC, r defines the B-C vector, and γ defines the angle between
them. The relative motion of the colliding partners can be ap-
proximated to follow a straight line trajectory, R(t ) = b + vt ,
as shown in Fig. 1. In the straight line trajectory model, b
is the impact parameter vector perpendicular to the incident
velocity v. θr and φr define the molecule’s orientations. φr and
φb are the azimuthal angles related to the impact parameter, b.
ψ = φb − φr is physically significant as the whole system is
invariant with respect to the rotation of the diatom. The two
most important relations used in this coordinate system are

R(t ) =
√

b2 + v2t2,

cos γ = (b sin θr cos ψ + vt cos θr )/R(t ). (1)

One can solve for the internal motion of the diatom along
the internal coordinate (r) quantum mechanically in the time-
dependent potential field of external coordinates (R), which
are constrained to follow a straight line trajectory (R(t )).
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FIG. 1. Collision geometry for the A + BC scattering in the im-
pact parameter model. R, r, and γ define the Jacobi scattering
coordinates. b, ψ , θr , and φr describe the trajectory. b and v are
perpendicular to each other. For details, see the text. Adopted from
Ref. [32].

The total Hamiltonian for the nonreactive A + BC molec-
ular scattering system in the Jacobi scattering coordinates (as
defined in Fig. 1) can be written as

Ĥtot (r, R, γ ) = − h̄2

2μA,BC
∇2

R + ĤBC (r)

+ V I (r, R, γ ) + Ĥe(q, r, R, γ ) (2)

where − h̄2

2μA,BC
∇2

R is the KE operator for the relative mo-

tion, ĤBC is the total Hamiltonian of diatom BC, and
He(q, r, R, γ ) is the electronic Hamiltonian. q stands for the
electronic coordinates. μA,BC is the reduced mass of the atom-
or ion-diatom system (μA,BC = (mB+mC )mA

(mB+mC )+mA
). V I (r, R, γ )

[= V (r, R, γ ) − V (r, R → ∞, γ )] is the interaction potential
of the atom or ion with the diatom, with V I (r, R, γ ) → 0 as
R → ∞. ĤBC (r) = ĥvib(r) + ĥrot (r), where ĥvib(r) and ĥrot (r)
stand for the vibrational and rotational energies of the diatom
(BC), respectively.

Under the approximation that A follows a straight line
trajectory, the total Hamiltonian can be decoupled as

Ĥtot (r, R, γ ) = ĤA + Ĥint (r, R, γ ) (3)

where Ĥint (r, R, γ ) is the effective Hamiltonian

Ĥint (r, R, γ ) = ĤBC (r) + V I (r, R(t ), γ ) + Ĥe(q, r, R(t ), γ )

(4)

and ĤA = − h̄2

2μA,BC
∇2

R yields the straight line trajectory. The
rotational motion of the molecule can be treated in the sud-
den limit considering the collision time scale. Applying these

approximations, the effective Hamiltonian can be rewritten as

Ĥint (r, R, γ ) = ĥvib(r) + V I (r, R(t ), γ ) + Ĥe(q, r, R(t ), γ ).

(5)

The time-dependent Schrödinger equation for the collision
pair (A + BC) in such framework is expressed as [33]

Ĥint (r, R, γ )�(r, R(t ), γ ) = ih̄
∂

∂t
�(r, R(t ), γ ). (6)

The wave function �(r, R(t ), γ ) is expanded as

�(r, R(t ), γ ) =
∑
n,v

an,v (R(t ))
n(qi; r, R(t ), γ )

× χn,v (r; R(t ), γ ) (7)

where n, v are the electronic and vibrational states. 
n and
χn,v are the electronic and the vibrational wave functions,
respectively. The expansion coefficients, an,v (complex in na-
ture), contain comprehensive information about the dynamical
features and depend on time via the straight line trajectory
R(t ) of A. The electronic Hamiltonian can be expressed as

Ĥe
n(qi; r, R(t ), γ ) = En(r, R(t ), γ )
n(qi; r, R(t ), γ ) (8)

where En is the electronic energy.
The present paper focuses on the dynamic study of high-

energy collisions (0.1–5.0 keV). In such cases, the collision
time scale is in attoseconds, whereas the time scale of a
typical vibrational excitation of a diatom is of the order of few
subfemtoseconds. In such a scenario, the vibrational compo-
nent of the diatom can be approximated to remain fixed, and
one can apply the vibrational sudden approximation [34,35].
Therefore, calculations are carried out for fixed value r, that
is, r = re, the equilibrium bond distance of the diatom, as-
suming that the diatom is in its ground electronic and ground
vibrational state (v = 0). Under such approximation, substi-
tuting Eq. (7) in Eq. (6) and multiplying by 
∗

n(q), followed
by integrating over electronic coordinates q, we obtained the
close-coupled equations (hereafter, in the atomic units, h̄ = 1)

i
∂an(t )

∂t
=

∑
n′ 	=n

an′ (t )Vnn′exp[−i(En′ − En)t]. (9)

Under this condition, the electronic coupling is evaluated with

r = re, that is, 〈
n(q)|V I (re, R, γ )|
n′ (q)〉= Vn,n′ (re, R). Po-
tentials are in the quasidiabatic framework.

Applying the boundary conditions below, the an’s are re-
lated to the scattering matrix (Sn) as

|Sn[R(b, re, t )]|2 = |an[R(b, re, t → +∞)]|2. (10)

The scattering amplitude in terms of S-matrix elements for the
small-angle scattering [36,37] within semiclassical approxi-
mations [38,39] is given as

fn′,n(θr, φr ) = −ik

2π

∫ ∞

b=0

∫ 2π

ψ=0
exp[−2ikb sin(θscat/2)

× cos(φr − ψ )](Sn′,n − δn′,n)bdbdψ. (11)

The final scattering amplitude depends upon b and ψ , and can
be calculated for a fixed molecular orientation, (θr, φr ). Av-
eraging over the molecular orientations (θr, φr) finally gives
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FIG. 2. Ab initio adiabatic (left panel) and corresponding quasidiabatic (right panel) PECs for the four lowest electronic states (1–4 3A′′)
of the H+ + O2 system as a function of R for γ = 65◦, and r = re = 2.293 a.u. See the text for details.

us the differential cross sections for the electronic transition,
n → n′ [38]:

dσn′,n(θscat ) = 1

4π

∫ π

θr=0

∫ 2π

φr=0
| fn′,n(θr, φr )|2 sin θrdθrdφr .

(12)

The knowledge of Sn-matrix elements can be applied further
for the calculation of integral cross sections. The total state-
to-state integral cross sections can be obtained as

σn′,n(Ecoll ) = 1

2

∫ π

θr=0

∫ ∞

b=0

∫ 2π

ψ=0
|(Sn′,n − δn′,n)|2

× dψbdb sin θrdθr . (13)

III. AB INITIO PES AND COUPLINGS

In the present paper, we have used the available quasidia-
batic PES points and the coupling potentials computed in our
group [25] in the Jacobi scattering coordinates for the lowest
four electronic states on the following grid points: R = 1.8–7
(0.2) and 8–15 (1.0); r = 1.5–3.5 (0.1); γ = 0◦–90◦ (7.5◦).
The data points for the ab initio adiabatic and quasidiabatic
PESs, as well as the coupling potentials, are provided in the
Supplemental Material [40]. As discussed in the previous
section, the dynamics study for high-energy collisions can be
carried out at the rovibrational sudden approximation. There-
fore, the present dynamical study has been carried out using
rigid-rotor PESs, that is, at r = re = 2.293 a.u., the equilib-
rium bond length of the diatom, O2. Before presenting the
dynamics results, it would be worthwhile to discuss briefly the
characteristics of the surfaces and the nonadiabatic couplings
among them.

For the H+ + O2 system, the ground electronic state
(1 3A′′) asymptotically correlates to the charge-transfer chan-
nel, H (2S) + O+

2 (X 2�g), and the first excited state (2 3A′′)
correlates to the entrance channel, H+ + O2 (X 3�−

g ). The

second (3 3A′′) and third (4 3A′′) excited states correlate to the
H (2S) + O+

2 (a4�u) and H (2S) + O+
2 (A2�u), respectively.

For the collinear (γ = 0◦) and perpendicular (γ = 90◦) ap-
proaches, there is direct curve crossing between 13�−/13B1

and 13�/13A2 as there is no radial coupling between them.
But these direct crossings become avoided crossings for the
off-collinear approaches. The degeneracy in the � state is
lifted into the A′ and the A′′ states. For an illustration, fresh
sets of calculations have been performed, and the adiabatic
PECs at γ = 65◦ and r = re = 2.293 a.u. as a function of
R are shown in the left panel of Fig. 2 (computed using
the MOLPRO suite of programs [41]). The adiabatic ground
potential-energy curve (PEC) (1 3A′′) and the first excited PEC
(2 3A′′) exhibit nonadiabatic interactions around R = 4.5 a.u.
Similarly, 2 3A′′ and 3 3A′′, and 3 3A′′ and 4 3A′′, show avoided
crossing at R = 3.0 and 3.2 a.u., respectively. The details
of the quasidiabatization procedure have been given in our
earlier paper [25]. Here, in Fig. 2 (right panel), we show
the corresponding quasidiabatic potential (V d ). The entrance
channel (V d

22) shows curve crossing with the CT channels, V d
11,

V d
33, and V d

44 at R = 4.0, 3.2, and 3.0 a.u., respectively.
For the first-order nonadiabatic coupling matrix elements

(NACMEs) (τ 1
n′,n = 〈
a

n′ | ∂1

∂R |
a
n〉), where 
a

n are electronic
adiabatic wave functions, as mentioned above, we have un-
dertaken a new set of calculations for γ = 5◦ and 85◦ to
further examine the nonadiabatic interactions. For a meaning-
ful discussion and convenience, we have used the data from
our earlier calculations and shown the τ values in Fig. 3 for
γ = 15◦–75◦. Since the sign of the NACMEs is not uniquely
defined [42,43], we have plotted their absolute values. First,
we would like to focus on the interactions between the en-
trance and excited states (CT channels). τ 1

12 represents the
coupling between the entrance and the CT1 channel. We ob-
served sharp peaks for τ 1

12 at γ = 5◦ and 85◦ around R = 4.5
and 3.5 a.u., respectively, that is, for the near-collinear and
near-perpendicular approaches, whereas a broad spread is no-
ticed for τ 1

12 at γ = 15◦–75◦, for the off-collinear approaches.
This implies that nonadiabatic flux transfer will be more ef-
fective for the off-collinear approaches (τ 1

12 operates over a
wider range of R) than for those collisions near the collinear
geometries. Although τ 1

12 for the near collinear geometries are
sharply peaked, they seem to be effective only over a limited
range of R. This suggests that with the increase in the collision
energy, the contributions from the near-collinear approaches
will decrease since the projectile will have less time to spend
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FIG. 3. Absolute NACME values (τ 1
n′,n = 〈
a

n′ | ∂1

∂R |
a
n〉) of the

H+ + O2 system for off-collinear geometries (γ = 5◦–85◦) as a func-
tion of R at r = re = 2.293 a.u. For details, see the text.

in the nonadiabatic interaction regions. The magnitudes of τ 1
23

and τ 1
24, that is, the couplings between the entrance with the

second and third CT channels, respectively, show sharp peaks
and are effective only for R = 2–4 a.u. for all the orientations.
This implies that CT excitations to these states will decrease
with the increase in collision energies. Another way by which
excited CT states can be populated is through indirect flux
transfer from CT1 to CT2 and CT3. The magnitudes of τ 1

13
and τ 1

14 are much less as compared to the τ 1
12. τ 1

34 exhibits
multiple sharp peaks, more so for the near-collinear collisions,
and therefore, it suggests that flux transfer from the CT2 to the
CT3 channel will be effective. However, as discussed above,
the flux transfer to the CT2 from the entrance channel is
relatively weak as compared to that of the CT1. Therefore,
contributions through such indirect flux transfers will be very
small, and it is expected that at relatively low collision ener-
gies (relatively longer collision time), the probability of CT to
the higher excited states will be higher as compared to that of
higher collision energies (less collision time).

IV. SEMICLASSICAL DYNAMICS

A. Computational details

We provide here the essential computational details for
the semiclassical time-dependent straight line trajectory

approach. The calculations are performed for 0◦ � φr �
360◦, 0◦ � θr � 180◦, 0◦ � ψ � 360◦, 1.0 � b � 8.0 a.u. in
the step size of 3.6◦, 15◦, 3.6◦, and 0.07 a.u., respectively. The
first-order coupled differential equations [Eq. (9)] are solved
using the fourth-order Runge-Kutta method. The unitarity re-
lation

∑
n |an(t )|2 = 1 has been followed to test the numerical

convergence with the initial condition, a1(t → +∞) = 1. The
time steps, �t = 0.03 a.u. of time, were sufficient to get the
convergence. The differential cross sections [Eq. (12)] are ob-
tained from the scattering amplitudes [Eq. (11)] by averaging
over the molecular orientations (φr, θr). The integral cross
sections [Eq. (13)] are calculated by integrating over (θr, b, ψ)
in the range of 0◦–360◦(15◦), 1.0–8.0 a.u. (0.07 a.u.), and 0◦–
360◦(3.6◦), respectively (where numbers in the parentheses
denote step sizes). Since all the theoretical calculations are
performed in the c.m. frame, it will be appropriate to convert
the available experimental data from the laboratory frame to
the c.m. frame. The collision energy and scattering angle in
the laboratory and c.m. frame are related as

Ec.m. = m2

m1 + m2
× Elab, (14)

sin θc.m. = sin θlab

m2
× (

m1 × cos θlab +
√

m2
2 − m2

2 sin2 θlab
)

(15)

where c.m. and lab in subscript denote center-of-mass and
laboratory frames, respectively. m1 and m2 are the masses of
the projectile and target, respectively. Here, m1 = 1.0 amu for
the H atom and m2 = 32.0 amu for the O2 molecule.

B. Probability amplitude

Before we discuss the details on the cross sections, it would
be helpful to have some insights into the dynamics in terms of
the amplitudes of expansion coefficients (|an(t )|2). We have
studied the time dependence of the expansion coefficients as
the collision proceeds for the energies Ec.m. = 96.96, 484.85,
1454.55, and 4848.48 eV. The corresponding values in the
laboratory frame are Elab = 100, 500, 1500, and 5000 eV,
respectively. R(t ) defines the straight line trajectory of the
projectile, and its range is chosen such that there is no further
variation in the amplitude of |an(t )|2, and the values reach
the convergence limit. This range also varies depending on
the chosen collision energy. To illustrate, the plots of |an(t )|2
versus R(t ) (or t) for the electronically elastic channel—
n′ = 0, [H+ + O2 (X 3�−

g ) → H+ + O2 (X 3�−
g )]—and the

CT channels—n′ = 1, CT1 [H+ + O2 (X 3�−
g ) → H (2S)

+ O+
2 (X 2�g)]; n′ = 2, CT2 [H+ + O2 (X 3�−

g ) → H (2S)
+ O+

2 (a4�u)]; n′ = 3, CT3 [H+ + O2 (X 3�−
g ) → H (2S)

+ O+
2 (A2�u)]—for two specific geometries—ψ = 0◦, θr =

30◦, b = 3.0 and ψ = 0◦, θr = 60◦, b = 3.5 a.u.—are shown
in Fig. 4. We have magnified the magnitude of CT3 by 1.5
times for a better illustration. We choose the impact param-
eter values of b = 3.0 and 3.5 a.u., as the scattering matrix
elements (|Sn|2) for the CT1 are significant in magnitude in
this range of b. The CT1 [H+ + O2 (X 3�−

g ) → H (2S) +
O+

2 (X 2�g)] appears to be the dominant channel and also
the most probable CT process for all the studied collision
energies. At Ec.m. = 96.96 and 484.85 eV, the amplitude of
|an(t )|2 for n′ = 2 and 3 [see Figs. 4(a)–4(d)] is higher as
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FIG. 4. Expansion coefficients |an(t )|2 as a function of R(t ) for
two different molecular orientations ψ = 0◦, θr = 30◦, b = 3.0 a.u.
and ψ = 0◦, θr = 60◦, b = 3.5 a.u. at collision energies (a), (b)
Ec.m. = 96.96 eV, (c), (d) 484.85 eV, (e), (f) 1454.55 eV, and (g), (h)
4848.48 eV. Electronically elastic, n′ = 0 (brown lines); CT1, n′ = 1
(blue lines); CT2, n′ = 2 (green lines); CT3, n′ = 3 (violet lines). For
better clarity, the curves for n′ = 3 have been multiplied by a factor
of 1.5.

compared to those of high collision energies (Ec.m. = 1454.55
and 4848.48 eV) [see Figs. 4(e)–4(h)]. For an interaction
domain of 20 a.u., the collision time for a projectile (here,
H+) with KE of 96.96 and 4848.48 eV is approximately
of the order of 10−16 and 10−17 s, respectively. When the

velocity of the ion (H+) is relatively less, it stays for a rela-
tively longer time in the interaction zone, thus facilitating the
charge-transfer processes leading to excitations to the CT2
and the CT3 channels, which is also in accordance with the
strength and behavior of NACME values (τ 1) (discussed in
Sec. III).

The above observation becomes more clear with the plot of
S-matrix elements as a function of impact parameter b. The S
matrix, |Sn[R(b, r, t )]|2 = |an[R(b, r, t → +∞)]|2 (computed
after the completion of the collision) as a function of im-
pact parameter b has been shown in Fig. 5 for two different
orientations of θr at fixed ψ . Plots have been shown for
the elastic (n′ = 0) and CT channels (n′ = 1–3) at ψ = 0◦,
θr = 30◦ and 60◦, respectively. We observe that the amplitude
of |Sn[R(b, r, t )]|2 for n′ = 1 is higher than those of n′ = 2
and 3. Excitations to the CT1 are effective for b in the range
of 1–6 a.u., which is again in conformity with the behavior
of NACMEs (Fig. 3, τ 1

12 values show a broad spread up to
R = 6 a.u.). The amplitudes of |Sn|2 for n′ = 2 and 3 are less
effective largely for b = 1–3 a.u., since τ 1

23, τ 1
24, and τ 1

34 show
sharp peaks for R values of 1–3 a.u. The amplitudes of |Sn|2
for n′ = 2 and 3, that is, CT to the O+

2 (a4�u) and O+
2 (A2�u),

are observed to be higher in case of low collision energies than
those of the high collision energies. The presence of oscilla-
tory behavior in the S matrix, especially for the low collision
energies and low impact parameter values, can be presumably
explained in terms of relatively longer time duration of the
ion in the interaction zone, where the flux transfers to the
CT2 and CT3 occur along with the dominant CT1 from the
entrance channel. With the increase in collision energy, the
peaks become less pronounced and broader, affecting the flux
transfer mostly to the CT1 state.

Let us now discuss the details of scattering amplitude
[ fn′,n(θr, φr )]. They exhibit rapid oscillations, pose a chal-
lenge for achieving numerical convergence, and become the
computational bottleneck. The plot of | fn′,n(θr, φr )|2 as a func-
tion of b at the experimental collision energies of 96.96 and
1454.55 eV are shown in Fig. 6 for the CT channels (n′ = 1–3)
for a particular orientation (specified in the Fig. 6). The am-
plitudes for the CT1 are higher than those of the CT2 and CT3
channels for both the collision energies. However, at Ec.m. =
96.96 eV, we observed that the scattering amplitudes for the
higher excitations (CT2 and CT3) are relatively higher than
those of higher collision energies, which can also be explained
in accordance with the collision time scale as discussed above.
At both collision energies, the amplitudes of scattering for
the CT1 channel become negligibly small beyond 5.0 and
7.0 a.u., respectively. Calculations of | fn′,n(θr, φr )|2 are fur-
ther extended for the b values of 9.0, 10.0, and 12.0 a.u.,
and we observed almost negligible amplitude in this b range.
Therefore, we can infer that the larger impact parameters
(beyond b = 8.0 a.u.) do not contribute to the magnitude of
| fn′,n(θr, φr )|2. Similar behavior is observed in the work of
Cabrera-Trujillo et al. [10].

C. Differential cross sections

Since differential cross sections contain the most impor-
tant and valuable information about the interaction potential
and the scattering processes, we have calculated DCSs us-
ing Eq. (12) for the electronically elastic channel [H+ + O2
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FIG. 5. The S-matrix elements |Sn|2 as a function of impact pa-
rameter b for two different molecular orientations ψ = 0◦, θr = 0◦

and ψ = 0◦, θr = 60◦ at collision energies (a), (b) Ec.m. = 96.96 eV,
(c), (d) 484.85 eV, (e), (f) 1454.55 eV, and (g), (h) 4848.48 eV.
Electronically elastic, n′ = 0 (brown lines); CT1, n′ = 1 (blue lines);
CT2, n′ = 2 (green lines); CT3, n′ = 3 (magenta lines).

(X 3�−
g ) → H+ + O2 (X 3�−

g )] and for the CT channels
[H+ + O2 (X 3�−

g ) → H (2S) + O+
2 (X 2�g) (CT1), H (2S)

+ O+
2 (a4�u) (CT2), H (2S) + O+

2 (A2�u) (CT3)]. It has
been observed in the experiments of Gao et al. [8] that DCSs
are strongly peaked in the forward directions (θc.m. ≈ 0◦),
and they decay sharply with the increase in scattering angle.
Therefore, a large fraction of the total cross section comes
from the scattering angle below 1.0◦.

It is worth noting that the DCS data often show oscilla-
tory structures. Various reasons have been attributed to such

behavior. The electronic states, which correspond to the var-
ious excitation channels, interact among themselves. These
interactions include Landau-Zener type (curve crossing,
mostly in the small R-value range) [44]. Such interactions
affect the transitions between the initial and final states of the
system, and the scattering amplitudes corresponding to the
different excitation pathways get affected due to such inter-
actions, which is reflected in the DCS data. Structures may
also arise due to the diffraction or rainbow scattering. These
phenomena may also occur due to the interference effect in
scattering arising from the attractive and repulsive parts of the
potential surface(s), which however does not seem to be the
case for forward scattering.

We have computed state-selected CT DCSs for Ec.m. =
96.96 and 1454.55 eV in order to investigate the charge trans-
fer to the first (O+

2 , X 2�g), the second (O+
2 , a4�u), and the

third (O+
2 , a4�u) excited states. The plots for the respec-

tive DCSs are shown in Fig. 7. At Ec.m. = 96.96 eV, some
structures are observed for scattering angle θc.m. = 1.0◦–3.0◦,
followed by a decrease in the magnitude for all the CT chan-
nels. At θc.m. < 0.10◦, the magnitude of CT2 is smaller by
approximately an order of magnitude as compared to that of
CT1. The magnitude of CT3 is smaller than that of CT2. For
higher energy at Ec.m. = 1454.55 eV, the magnitudes for all
CT channels increase, but the magnitude of the CT2 channel
is approximately two orders of magnitude less as compared
to the CT1 channel at θc.m. < 0.10◦. Therefore, the compar-
ison of their magnitudes for Ec.m. = 96.96 and 1454.55 eV,
confirms our earlier analysis that, at relatively low collision
energy, the probability of CT to higher excited states is higher
than that at higher collision energy ranges. The excitation to
the CT3 channel from the H+ + O2 (X 3�−

g ) is lower for both
the collision energies. The CT1 channel [H+ + O2 (X 3�−

g )
→ H (2S) + O+

2 (X 2�g)] is the most probable CT channel, as
the total CT DCS lies close to that of the CT1 channel.

The plots for DCSs values for the electronically elastic
process for collision energies Ec.m. = 484.85, 1454.55, and
4848.48 eV are shown in the upper panel of Figs. 8(a)–8(c),
respectively. Both the experimental and theoretical DCS data
of Cabrera-Trujillo et al. [10] have also been reproduced there.
Experimental data of Cabrera-Trujillo et al. [10] were carried
out in scattering angle range of 0.15◦–5.0◦. Present calculated
data show marginal overestimation of magnitude compared
to DCS data of Cabrera-Trujillo et al. [10]. However, the
overall behavior is predicted well in our calculations. We also
observed oscillations in the DCS data which would be arising
presumably due to the net effect of scattering from the various
coupled electronic PESs.

In order to investigate further, we have computed DCSs for
the most probable CT1 channel, H+ + O2 (X 3�−

g ) → H (2S)
+ O+

2 (X 2�g) at Ec.m. = 484.85, 1454.55, and 4848.48 eV,
and plotted them in the lower panel of Figs. 8(d)–8(f),
respectively. Experimental data of Gao et al. [8] are repro-
duced in the same plot. Cabrera-Trujillo et al. [10] had a
joint theoretical and experimental study, which are reproduced
there. These studies reveal the existence of structures in the
DCSs, which are also observed in our present calculations.
Structures were observed at low collision energies in the ex-
perimental DCS data of Gao et al. [8], which is not so well
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FIG. 6. Scattering amplitude | fn′,n|2 [Eq. (11)] as a function of impact parameter b for molecular orientation φr = 0◦, θr = 60◦ at collision
energies (a) Ec.m. = 96.96 eV and (b) 1454.55 eV. CT1, n′ = 1 (blue lines); CT2, n′ = 2 (green lines); CT3, n′ = 3 (violet lines).

pronounced in the experiments of Cabrera-Trujillo et al. [10].
In our present calculation, structures are observed at relatively
lower collision energy Ec.m. = 484.85 eV, and they tend to
diminish at higher collision energies. As discussed earlier, the
origin of these structures is presumably due to the accessibility
and participation of higher CT channels at lower energies with
relatively longer interaction time. It is important to note here
that in the experiments of Gao et al. [8], the angular resolution
was about 0.02◦. Uncertainty in their data counts varied from
1% near θlab = 0.02◦ to 10% near θlab = 1◦. Accounting for
these experimental uncertainties, the overall behavior of our
computed data is in agreement with the earlier experimental
observations.

Our paper involves the CT processes from the entrance
channel H+ + O2 (X 3�−

g ) to the three CT channels O+
2

FIG. 7. State-selected DCSs for the CT processes of the H+ + O2

system as a function of scattering angle θc.m. for Ec.m. = 96.96 eV
(left panel) and 1454.55 eV (right panel). Red solid lines represent
total CT DCS, blue dotted lines represent CT1, green dashed lines
represent CT2, and magenta dot-dashed lines represent CT3.

(X 2�g, a4�u, A2�u) with H+ resulting in H (2S) after the
electron transfer. At these high-energy collisions, still higher
excited CT states could be possible, leading to H (2S∗, 2P)
states. Since the state-resolved CT DCS data could not be re-
solved in experiments, we believe the dynamics calculations,
including other excited states of H and O+

2 , may improve the
results. A similar observation has also been noticed in the
calculation of ICS data, which we discuss in the next section.

D. Integral cross sections

Integral cross sections for the CT process have been cal-
culated both experimentally [8,11–16,45] and theoretically
[10] in the collision energy range Elab = 0.01–100 keV. We
have carried out integral cross-section calculations [Eq. (13)]
for the CT process at Ec.m. = 0.9696–9.696 keV (Elab = 0.1–
10 keV), which are shown in Fig. 9 (green line). The early
available experimental results of Stebbings et al. (red solid
circles) [12], Gao et al. (black solid triangles) [8], Lindsay
et al. (black solid stars) [45], and Cabrera-Trujillo et al. (dark
cyan solid squares) [10] have been reproduced in the same plot
in the stated collision range. Gao et al. [8] reported ICS values
of 12, 9.5, and 9.0 Å2 in the laboratory frame at Elab = 0.5,
1.0, and 1.5 keV. The ICS values reported by Stebbings et al.
[12], Lindsay et al. [45], and Cabrera-Trujillo et al. [10]
were nearly equal in magnitudes. The experimental error bars
associated with the ICS data given by Cabrera-Trujillo et al.
[10] are also shown in Fig. 9. The associated uncertainties
were larger towards the lower collision energies. Our com-
puted data show marginal underestimation as compared to
the above-discussed experimental results. The earlier END
calculations of Cabrera-Trujillo et al. [10] are based upon
time-dependent variational principle, where wave functions
are described as coherent state representations of the coupled
electronic and nuclear wave functions; all energetically open
CT channels were analyzed based on Müllikan’s population
analysis of either the projectile or the target molecule. They
reported ICSs by integrating the exchange DCSs over the
scattering angles [see Eq. (7) of Ref. [10]] and by mapping
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FIG. 8. DCSs for the electronically elastic (a)–(c) and CT1 (d)–(f) processes of the H+ + O2 system as a function of scattering angle,
θc.m.. Green lines represent our computed results; black solid circles represent experimental results of Gao et al. [8]; red squares represent
experimental data of Cabrera-Trujillo et al. [10]; blue lines represent theoretical results of Cabrera-Trujillo et al. [10].

the impact parameter (b) [see Eq. (8) of Ref. [10]] which
have been shown in Fig. 9 (as blue dash and pink solid line,
respectively). They also obtained the total CT leading to the
hydrogen atom in the 2S state by projecting the total electronic
wave function onto the 1s state of hydrogen, which is shown
in Fig. 9 (violet double dash line). Our calculated ICS data
(green line) are nearly equal in magnitude as compared to the
ICS data of Cabrera-Trujillo et al. [10] (violet double dash
line) in the studied collision energy range. As discussed in the
preceding section, the present CT calculations are performed
on the electronic states asymptotically correlating to H (2S) +
O+

2 (X 2�g) (CT1), H (2S) + O+
2 (a4�u) (CT2), and H (2S)

+ O+
2 (A2�u) (CT3) channels. Thus, we have taken into con-

sideration the 2S state of H in our calculations, which leads to
an almost similar observation as reported by Cabrera-Trujillo
et al. [10] (violet double dash line). However, electron capture
into the 2s and 2p states of H may also contribute to the total
CT process for the system. We believe that the inclusion of CT
states leading to excited states of H (2S∗, 2P) will improve the
overall ICS magnitude. In the present calculations, we have
used the potential couplings among the four electronic states
evaluated at r = re = 2.293 a.u. of the ground electronic state
of O2. Although the straight line trajectory assumption of
the projectile is largely justified in the high-energy collision
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FIG. 9. Charge-transfer ICSs as a function of collision energy
Ec.m. of the H+ + O2 system. Green line represents our computed in-
tegral cross sections; red solid circles represent experimental data of
Stebbings et al. [12]; black solid stars represent experimental results
of Lindsay et al. [45]; black solid triangles represent experimental
ICSs of Gao et al. [8]; dark cyan solid squares represent experimental
results of Cabrera-Trujillo et al. [10]; lines (pink solid, blue dash,
and violet double dash) represent theoretical data of Cabrera-Trujillo
et al. [10].

regimes, the variance with the experiments can be improved
further by considering the following: (i) the vibrationally
averaged electronic potentials and couplings to include the
vibrational component and its effect and (ii) inclusion of fur-
ther higher energetically opened charge-transfer states in the
calculations since the details of the involved CT states are not
available from the experiments and they could provide only
the total CT differential cross sections.

V. SUMMARY AND CONCLUSION

We have performed high-energy collision dynamics for the
CT processes in the H+ + O2 system within the semiclassical
straight line trajectory approach for the forward scattering
for collision energies Ec.m. = 0.096–4.848 keV. The dynamics
has been performed on ab initio rigid-rotor quasidiabatic PESs
on the four lowest electronic states correlating to H+ + O2

(X 3�−
g ) (electronically elastic), H (2S) + O+

2 (X 2�g) (CT1),
H (2S) + O+

2 (a4�u) (CT2), and H (2S) + O+
2 (A 2�u) (CT3).

The analysis of behavior and magnitudes of NACME val-
ues (τ 1) suggest that CT1 is the most probable CT process.
The CT2 and CT3 processes could become probable only at
lower collision energies (Ec.m. ≈ 100 eV) through indirect
flux transfer from CT1 to CT2 and from CT2 to CT3, as the
projectile (H+) spends a longer duration near the target (O2).
This is reflected in the calculated dynamical attributes such as
DCSs and ICSs. Oscillations in DCSs are observed, which are
more pronounced at lower energies than at higher energies.
This could be arising due to the larger participation of high
CT states at lower energies. The computed DCSs and ICSs
for the electronically elastic and the charge-transfer processes
are found to be in good agreement with early experimental
and theoretical outcomes, lending credence to the accuracy of
the quasidiabatic PESs obtained and to the adequacy of the
quasidiabatization procedure based on the ab initio approach.

However, we have observed some discrepancies in the
DCSs and ICSs data, which can be further improved through
the inclusion of higher excited states. An improvement can
also be achieved in the present semiclassical calculations by
considering the vibrational-electronic couplings, especially
towards the low collision energy ranges.
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