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Tomography-assisted noisy quantum circuit simulator using matrix product density operators
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In recent years, efficient quantum circuit simulations incorporating ideal noise assumptions have relied on
tensor network simulators, particularly leveraging the matrix product density operator (MPDO) framework.
However, experiments on real noisy intermediate-scale quantum (NISQ) devices often involve complex noise
profiles, encompassing uncontrollable elements and instrument-specific effects such as crosstalk. To address
these challenges, we employ quantum process tomography (QPT) techniques to directly capture the operational
characteristics of the experimental setup and integrate them into numerical simulations using MPDOs. Our
QPT-assisted MPDO simulator is then applied to explore a variational approach for generating noisy entangled
states, comparing the results with standard noise numerical simulations and demonstrations conducted on the
Quafu cloud quantum computation platform. Additionally, we investigate noisy MaxCut problems, as well as
the effects of crosstalk and noise truncation. Our results provide valuable insights into the impact of noise on
NISQ devices and lay the foundation for enhanced design and assessment of quantum algorithms in complex
noise environments.
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I. INTRODUCTION

Simulating quantum circuits on classic computers in the
presence of noise represents a formidable challenge, cru-
cial for advancing quantum computing, especially with noisy
intermediate-scale quantum (NISQ) devices [1,2]. The inher-
ent difficulties of simulating random quantum circuits without
noise due to system size and circuit depth have been well
documented [3–5]. To reduce these complexities, research
has shifted towards approximate simulation methods, such as
those employing matrix product states (MPS), which have
been instrumental in simulating realistic quantum dynamics
[6–10]. However, MPS struggles to represent mixed states
prevalent in noisy quantum systems, prompting the adop-
tion of matrix product operator (MPO) [11–13] and matrix
product density operator (MPDO) frameworks. The MPDO
approach, in particular, offers a robust framework for simu-
lating quantum circuits with noise, providing a more accurate
representation of noisy quantum systems [14].

Our research is based on the exploration of tensor net-
work techniques for simulating quantum dynamics, where
the limitations of entanglement in classical simulations have
led to significant insights [15–17]. This foundation sup-
ports our approach, utilizing the MPDO framework and QPT
[18,19] to better capture the intricate behavior of quan-
tum systems in the presence of real noise. The evolving
landscape of quantum computing, with the advent of NISQ
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devices, underscores the importance of our work, as these
devices offer a practical context for evaluating the effective-
ness of quantum algorithms in real-world scenarios [20–24].
Furthermore, tensor network simulations have provided a
deeper understanding of quantum dynamics, enriching our
approach to include comprehensive noise characterization and
simulation [25–27].

In this paper we present a methodological advancement
by integrating QPT with the MPDO framework to achieve a
more accurate simulation of noisy quantum circuits. This in-
tegration allows for a detailed characterization of operational
dynamics and the incorporation of experimental noise data,
thereby enhancing the fidelity and practicality of our simu-
lations. Furthermore, the flexibility of our approach allows
researchers to introduce experimental data featuring varying
levels of noise, contributing to a comprehensive investigation
of the impact of noise on quantum simulations. This capability
is particularly valuable as it not only enhances the reliability of
simulation outcomes but also broadens the scope for collabo-
rative research across different quantum computing platforms.
Moreover, by allowing for the dynamic integration of real-
world experimental noise into the simulation framework, our
methodology paves the way for a deeper and more nuanced
understanding of the practical constraints and opportunities
present in quantum computing.

This paper is organized as follows. Section II introduces
the theoretical background and the necessary preliminaries for
understanding MPDOs. Section III details the methodology,
elaborating on the integration of experimental noise data into
our MPDO-based simulation framework. Section IV presents
our numerical simulation setup and the results of our fidelity
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analysis under various noise conditions. Section V summa-
rizes our main results and discusses the potential prospects.

II. PRELIMINARY

A. Quantum noise representation

In the realm of quantum information theory, general
quantum noise channels are represented through various
mathematically equivalent frameworks. All these represen-
tations share the attribute of being completely positive and
trace-preserving (CPTP) and effectively capture the impact
of noise on quantum states and operations, such as Kraus
operators, Choi matrices, and superoperators [18,28–30].

A widely recognized approach for characterizing the noise
involves the use of Kraus representation, which can be ex-
pressed as

U (ρ) =
∑

i

KiρK†
i , (1)

where the Kraus operator Ki satisfies the completeness condi-
tion

∑
i K†

i Ki = I . Each noise channel K consists of multiple
operation elements Ki, each of which distinct influences on
the quantum system.

A noise model may encompass different types of noise,
such as the depolarizing noise model of a single qubit. In this
model, the qubit may flip with an error rate of p. Additionally,
it may experience a bit flip or a phase flip with equal proba-
bility. This impact on the density matrix can be modeled as

UDC(ρ) = (1 − p)ρ + pI

2

= (1 − p)ρ + p

3
(XρX + Y ρY + ZρZ ), (2)

where X , Y , and Z represent the Pauli-X, Pauli-Y, and Pauli-Z
operators, respectively, and p is the probability of depolarizing
noise occurrence.

The Kraus representation of the depolarizing noise chan-
nel, incorporating the operation elements, can be expressed as
follows [18]:

K0 =
√

1 − 3p

4

[
1 0
0 1

]
, K1 =

√
p

4

[
0 1
1 0

]
,

K2 =
√

p

4

[
0 −i
i 0

]
, K3 =

√
p

4

[
1 0
0 −1

]
. (3)

Thus, the depolarizing noise on a single-qubit gate with
representation as Eq. (1) can be written as

UDC(ρ) = K0ρK†
0 + K1ρK†

1 + K2ρK†
2 + K3ρK†

3 . (4)

B. Noise in circuit model

Quantum circuits are inherently susceptible to various
forms of noise that can significantly affect their performance.
It is crucial to set up models that simplify the representation
of quantum noise and help manage this complexity. One such
model, the unified noisy circuit model [31], begins with two
qubits in the state |00〉. These two qubits undergo a series of
processes, including the state preparation and measurement
channel (SPAM) and the thermal relaxation channel (TRC)
[18], which introduce errors over time. Notably, the impact

of TRC is time-dependent, with its error rate often being
influenced by the duration of the quantum gate process, par-
ticularly when compared to the overall circuit duration.

After the application of quantum gates, the qubits en-
counter the Depolarizing Channel (DC), which, in scenarios
involving two-qubit gates, affects only the target qubit, as
shown in Fig. 1(b). Before measurement, additional SPAM
process will bring further errors with a probability pM . An
alternate model, illustrated in Fig. 1(c), considers both the
depolarizing and thermal relaxation channels simultaneously
acting on the control and target qubits. This leads to a more
intricate interaction of noise within qubits.

These models provide a framework for simulating the ef-
fects of noise on quantum circuits. However, capturing the
full complexity of noise experienced in practical quantum
computing, including crosstalk [32,33] and multiqubit de-
polarization [34,35], remains challenging. The QPT method
offers a promising approach to represent these complex noise
profiles and integrate them into quantum circuit simulations,
which is achieved through the combination of an MPDO-
based simulator.

C. Noise in MPDO framework

In contrast to ideal quantum operators in pure quantum
systems, a noisy quantum operator is a higher-order tensor
with an additional “leg” connected to its conjugate space
operator to express the sum of noise. The traditional MPS
framework cannot effectively express the density matrix of
a noisy quantum state, i.e., the existence of the additional
“leg.” However, this can be effectively portrayed in the MPDO
form [12]. Recent work has demonstrated the effectiveness
and accuracy of the MPDO method for simulating quantum
circuits [14].

In the MPDO method, a qubit is represented by a rank-4
tensor

T [b] = T pini

li,ri
, (5)

where i represents the ith qubit in a qubit system, and pi refers
to the physical index of the qubit. The indices li and ri corre-
spond to the left and right inner bond indices, arising from
multiqubit quantum gates that create quantum entanglement
between qubits. The index ni characterizes the noise inner
index, facilitating the connection between a noisy qubit and
its conjugate copy, thereby representing classical information
entanglement. The qubit is depicted as the blue tensor in
Fig. 2(a).

Its conjugate tensor (diagonal stripes) is represented
as T [p] = T p′

ini

l ′i ,r
′
i
, where T [p]

:,pi,ni,: = (T [b]
:,ni,pi,: )

∗; the super-
scripts [b] and [p] are used to distinguish the |·〉 and 〈·| spaces.
Thus, the density matrix for a local qubit can be modeled as

M pi,p′
i

Li,Ri
=

di−1∑
ni=0

T pini

li,ri

(
T p′

ini

l ′i ,r
′
i

)∗
, (6)

where di denotes to the dimension of the ith qubit’s noise
bond.
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FIG. 1. Quantum noise model. (a) The general quantum noise arrangement in an actual circuit involves noise channels with time evolution
and quantum operations. Errors can occur during the state preparation and measurement stages (whose channel is called SPAM), propagate
during single-qubit gates, and accumulate over time through processes like depolarizing channel (DC) and thermal relaxation channel (TRC).
The effect of noise in two-qubit gates varies across different models, with efficient methods devised to simulate and address these noise sources.
(b) The unified noisy circuit model. In this model, the depolarizing channel is exclusively applied to the “target” qubit, sparing the “control”
qubit from this particular error source. (c) General ideal noisy circuit model. In contrast to the unified model, this ideal model imposes both
depolarizing and thermal relaxation channels on the qubits where two-qubit gates are applied, resulting in more complex noise interactions.

Consequently, the density matrix describing an open quan-
tum system with N qubits is represented as

ρ =
1∑

p0,p′
0,...,pN−1,p′

N−1=0

Tr
(
M

p0,p′
0

R0
IR0,L1 M

p1,p′
1

L1R1

· · · IRN−2,LN−1 M
pN−1,p′

N−1
LN−1

)
× |p0, . . . , pN−1〉〈p′

0, . . . , p′
N−1|, (7)

where Li = li ⊗ l ′
i and Ri = ri ⊗ r′

i .
A noisy Kraus operator element Ki is composed of the

noise operation Ni and the ideal quantum operator K̃ ,

Ki = NiK̃, (8)

where Ni and K̃ are both rank-2 tensors for a single qubit.
As shown in Eq. (1), the noise operator elements are applied
in parallel to quantum operators, meaning that each element
Ki is applied independently to the density matrix ρ, followed
by a summation of the index i. Consequently, these rank-2
tensors, which are noise operations, can combine to form a
rank-3 tensor, as illustrated in Fig. 2(b), wherein the purple
leg represents the new bond ni, referred to as the noise bond.
The noise node is interconnected single-qubit with the quan-
tum gate node, reflecting the process depicted in Fig. 2(c).
This implies that various types of noise can be applied to a
quantum gate. Through this connection, the noise node can be
contracted into the quantum gate, thereby generating the noisy
quantum gate node with an additional noise bond represented
in purple. It is easy to generalize this to multiqubit gates.

D. Low-rank matrix approximation

The utilization of singular value decomposition (SVD)
represents a prominent advantage when employing tensor
networks to simulate quantum circuits. The SVD technique
allows for the truncation of bond dimensions, leading to a
reduction in the complexity of the system while maintaining a
good approximation of the original system.

To effectively control the noise bond dimension for given
qubits, the corresponding tensors can be expressed in SVD
form as follows:

T pini

li,ri
�

∑
ν

U piν

li,ri
�νV †

ν,ni
, (9)

where Sν represents the singular value of the original tensor
T , arranged in descending order. The matrices U and V corre-
spond to unitary matrices, satisfying UU † = I and VV † = I ,
respectively.

The above decomposition holds when the dimension limit
is greater than or equal to the actual dimension of the orig-
inal tensor. Figure 3(a) demonstrates the process of SVD
truncation for noise inner bond of qubits and its conjugate
copy. By truncating the ν dimensions in Eq. (9), we obtain
an approximation error denoted by

‖T − T ′‖F = min
rank(T )�κ

‖T − T ′‖F =
√

λ2
κ+1 + · · · + λ2

m,

(10)
where T is the original tensor, T ′ = U�V 	, and λi represents
the eigenvalues arranged in descending order [36].

By limiting the noise bond dimension through truncation,
even a few bond dimensions can accurately represent a signif-
icant noise signal. The density matrix of the local qubit thus
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FIG. 2. (a) MPDOs representation of the density matrix for an
open quantum system, where qubits are linked to their conjugate
spaces by a purple leg, introduced by quantum noise. Each qubit
is modeled by a blue tensor denoted as T [b], while its correspond-
ing conjugate is represented by T [p]. Index i represents the content
associated with the ith bit. Through the contraction process, T [b]

and T [p] yield the density matrix M. (b) Transforming the Kraus
representation of a quantum noise channel into a higher-order tensor
representation. (c) Implementing the high-order tensor representation
of the noise channel on a single-qubit quantum gate. Upon contrac-
tion, it gives rise to a noisy single-qubit gate, which is then connected
to the respective qubit.

can be expressed as

M ≈
κ∑

ν=1

κ∑
ν ′=1

U pi,ν

li,ri
�νV †

ν,ni
δνν ′

(
U p′

i,ν
′

l ′i ,r
′
i
�ν ′V †

ν ′,ni

)†

=
κ∑

ν=1

U piν

li,ri
�νV †

ν,ni

(
U p′

iν

l ′i ,r
′
i
�νV †

ν,ni

)†

=
κ∑

ν=1

U ′�2U ′†, (11)

where U ′ is the truncated U matrix.
The process illustrated in Fig. 3(b) is similar to the previ-

ous one, but now it is specifically employed to truncate the
dimension of the bond between qubits. To achieve a unique
and globally optimal SVD truncation, a series of QR decom-
position from left to right is necessary to transform the matrix
product operator into a canonical form (without the conjugate
copy) [14,37]. After the canonicalization process, the SVD is
applied to truncate each of the bond indices from right to left.

By implementing this truncation strategy, the calculation
complexity of contracting tensor networks is significantly
and efficiently reduced. Therefore, the SVD and QR de-
composition help reduce bond dimensions and computational
resources required for tensor network contractions, making it
an advantageous approach for various applications [38]. After
the truncation, MPDO quantum circuit can contract efficiently
in the scheme shown in Fig. 4.

FIG. 3. (a) SVD truncation on the dimension of the noise inner
indices with limitation κ . (b) SVD truncation on the dimension of the
bond indices with the limitation χ .

III. REAL NOISE FROM EXPERIMENT

In practical quantum computing experiments, it is imper-
ative to take into account a multitude of noise sources that
extend beyond the inherent quantum noise illustrated in Fig. 1.
These additional sources include crosstalk, multiqubit depo-
larization, sparasitic coupling [39], and various forms of noise
arising from imperfections in quantum hardware and environ-
mental influences. These complex noise phenomena cannot
be readily encapsulated; they cast a significant impact on the
performance of quantum circuits and the fidelity of quantum
computations, akin to dark clouds looming over the quantum
landscape.

Advanced QPT techniques [18,19], enable us to gain com-
prehensive insights into the operations of noisy quantum
circuits or gates, as illustrated in Fig. 5(b). By employing
this method, we can dissect noisy gate functions into a series
of Kraus operators. This process involves eigenvalue decom-
position and strategic pruning of these tensors, organized by
descending eigenvalue magnitude, allowing for the effective
integration of real noise in circuit simulations. QPT provides
a powerful tool for researchers to decode the dynamics of
quantum processes using experimental data. It facilitates the
reconstruction of quantum channels or operations executed by
quantum circuits.

It is crucial in reconstructing quantum channels or op-
erations, elucidating the underlying mechanics of quantum
circuits. Despite its utility, QPT primarily yields the quantum
process matrix (or χ matrix), represented as

ε(ρ) =
∑
mn

χmnσmρσ †
n . (12)

To integrate these findings into a quantum circuit, it is
necessary to transform the χ matrix into Kraus operators.
This transformation begins by converting the χ matrix into
the Choi matrix, starting with Eq. (12). The χ matrix, defined
with respect to an orthonormal operator basis {σm}, is related
to the Choi matrix � through the change of basis

χ = Uc→σ�U †
c→σ , (13)
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FIG. 4. Quantum circuit contraction for MPDOs. Purple lines represent classical noise, and red lines depict quantum entanglement between
qubits. The application of noisy gates introduces purple noise lines, and two-bit gates establish red entanglement lines between the qubits.

where Uc→σ is the vectorization change of basis operator.
Thus, we have

� =
∑
mn

χmn|σm〉〉〈〈σn|, (14)

with |·〉〉 denoting the vectorization of an operator. Next, an
eigenvalue decomposition is performed on the Choi matrix

� =
∑

i

ηi|ψi〉〈ψi|, (15)

where ηi are the eigenvalues and |ψi〉 are the corresponding
eigenvectors. The Kraus operators are then derived from the
eigenvectors of the Choi matrix

Ki = λiAi, (16)

FIG. 5. Experimental quantum circuit. (a) Illustration depicting
a quantum gate operation, where unaccounted environmental noises
are represented as a dark, nebulous cloud surrounding the gate. This
emphasizes the ubiquitous presence of noise during gate execution,
affecting the fidelity of the quantum operation. (b) The applica-
tion of quantum process tomography to a noisy two-qubit gate,
specifically highlighting the phenomenon of crosstalk. The crosstalk
effect, depicted as an interaction with the nearest qubit, is crucial
for understanding and characterizing the intricate noise dynamics
in multiqubit systems. (c) Utilizing singular value decomposition to
extract the dominant noise tensor from the gate tensor.

where λi = √
ηi and Ai is the operator satisfying |Ai〉〉 = |ψi〉.

The number of Kraus operators is equal to the rank of the
Choi matrix. This process is elucidated in Fig. 6 within a
tensor network framework. Once real noisy quantum gate data
are acquired in the form of Kraus operators, it is integrated
into a noisy quantum gate using the MPDO quantum circuit
simulator.

We basically applied QPT to two fundamental two-qubit
gates based on the superconducting quantum computing plat-
form: the controlled-Z (CZ) gate and the controlled-phase
(CP) gate. It is important to note that other composite gates,
such as the controlled-NOT (CNOT) gate, can be decomposed
into these basic two-qubit gates in conjunction with additional
single-qubit gates, like in Fig. 7. For any two-qubit CZ gates
we use, we characterized them independently with QPT.

The flexibility of our framework allows for the char-
acterization of arbitrary processes, albeit with increased
computational costs. In the context of practical quantum com-
puting experiments, single-qubit gates typically exhibit high
fidelity, making errors in two-qubit gates more significant.
In our numerical simulation with real noise, which is called
QPT-MPDO simulation, we performed the single-qubit gates
as ideal gates with consideration of practical experimental
conditions and efficiency. However, if single-qubit gate errors
are deemed non-negligible, they can be included in the simu-
lations to provide a more accurate assessment.

The final numerical simulation accuracy will also be af-
fected by the accuracy of QPT, especially when we sacrifice
the accuracy of QPT in exchange for efficiency. Recent ad-
vancements, such as those leveraging machine learning, offer
more efficient characterization of quantum circuits and can
achieve good approximation effects with high efficiency, as
referenced in the literature [19]. This is especially relevant
in realistic NISQ scenarios, where experimental platform
errors are more complex than simple noise models like de-
polarization. Generally, the QPT of two or three qubits is
experimentally straightforward and not significantly affected
by computational complexity. For more complex error sce-
narios, QPT can be performed on multiple layers of quantum
gates or multiple qubits to form one “quantum gate” for the
circuit. In these cases, less accurate QPT methods might be
necessary to maintain efficiency. For typical experimental
scenarios, we believe that the potential accuracy deviation
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FIG. 6. Illustration of the conversion of the χ matrix to Kraus operators within a tensor network framework. The process begins with
transforming the χ matrix into the Choi matrix via a basis transformation. Following this, an eigenvalue decomposition is performed on
the Choi matrix, resulting in the derivation of Kraus operators. The different colors represent various summation operations involved in this
transformation process.

from QPT should fall within the error range of repeated ex-
periments, especially for parameterized quantum approximate
optimization algorithm (QAOA) scheme. However, it is cru-
cial to note that the performance of experimental platforms
can change dynamically. For accurate evaluation of the exper-
imental scheme at any given time, the QPT data should be as
current as possible.

IV. SIMULATIONS AND APPLICATIONS

A. Variational approach to entangled state generation

We assess the performance of our simulator under real
operational conditions by employing the QAOA to generate an
entangled quantum state. This application tests the simulator
with a variational quantum circuit and offers valuable insights
into the behavior of quantum circuits amid diverse environ-
mental and systemic disruptions commonly encountered in
real quantum computing settings.

We employ 2N measurement qubits to probe the state of
a target qubit. The simulated Hamiltonian for these 2N+1
qubits follows an Ising model, where the target qubit is sub-
jected to a transverse field Ising Hamiltonian, described as

H (t ) = −
∑

m

Jsm(t )σ s
z σ

m
z −

∑
m,n 
=s

Jmnσ
m
z σ n

z − h(t )
∑

m

σ m
x ,

(17)
where J represents the coupling of ZZ interaction and h(t )
is the transverse field applied to the measured qubits. In the
process of numerical simulation, the strength of the ZZ inter-
action is set to Jsm = 1.

The typical QAOA circuit is shown in Fig. 8, which in-
cludes the RZZ gate RZZ (γ ) ≡ exp(iγ σ̂zσ̂z ), the RX gate
RX (θ ) ≡ exp(iθσ̂x ), and the RY gate RY (θ ) ≡ exp(iθσ̂y).

FIG. 7. Demonstration of the compilation of a CNOT gate into a
CZ gate, flanked by two RY gates.

This design is scalable and maintains consistent structure
across larger qubit systems, with the circuit depth ideally
being half the number of measurement qubits. To highlight
the impact of nontrivial noise on real quantum computers, we
perform the five-qubit demonstration by using the Baiwang
device on the Quafu cloud platform [40]. A partial structure
of this device is shown in Fig. 9, and its basic information is
listed in Table I.

Here we take the initial state of the target qubit as |ψ0〉 =
sin(π/8)|0〉 + cos(π/8)|1〉 for demonstration. Executing the
quantum circuit yielded results depicted in Fig. 10, with pink
bars representing demonstration data from Quafu and blue
bars indicating numerical simulation outcomes using the stan-
dard noisy circuit model, which is described in Fig. 1(c),
including depolarization and thermal relaxation noise. To as-
sess quantum state similarity, we employed quantum state
fidelity Fψ,ϕ = |〈ψ |ϕ〉|2, and the Jensen-Shannon divergence

JSD(P||Q) = 1

2

(∑
i

Pi ln
Pi

Mi
+

∑
i

Qi ln
Qi

Mi

)
, (18)

FIG. 8. Schematic of five-qubit QAOA circuit with nearest-
neighbor interaction. The RZZ gates symbolize the ZZ interaction.
This circuit design is scalable to larger qubit systems while main-
taining the same structural framework. It is usually better to choose
a circuit depth equal to half the number of qubits. Each independent
qubit-interval CZ gate is individually characterized by QPT before
operation.
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FIG. 9. Part of topology graph from the Baiwang device in the
Quafu cloud platform.

where P and Q denote two discrete probability distributions,
and each Pi and Qi denotes the ith element of correspond-
ing distributions, respectively. The average distribution M
is defined as the midpoint between P and Q, calculated as
M = 1

2 (P + Q).
We attempted to incorporate the physical qubit information

into a quantum circuit model with standard noise, and further
used gradient descent (with Jensen-Shannon divergence as
the loss function) to optimize the parameters to find a set
of “optimal” parameters that are closest to the demonstration
data. The improved numerical simulation accuracy, however,
still surpassed the performance of the real device, suggesting
that simplistic noise models fail to encapsulate the entirety of
the real noise profile.

By utilizing QPT to obtain the χ matrix data of CZ gates,
which can be converted into Kraus operators as noisy quan-
tum gates by the process in Fig. 6, for the qubits in Table I
from Quafu, we are able to enhance our numerical simula-
tion to closely replicate the demonstration. This is evident
in the improved alignment between the result of QPT-MPDO
simulation (green bars in Fig. 10) and the demonstration data,
emphasizing the importance of integrating comprehensive
noise considerations into quantum simulations.

After verifying the capability of our simulator to effectively
handle real noise in contrast to standard models, we next ex-
plore the performance of QAOA on a larger array of qubits and
deeper quantum circuits with real noise data. The influence of
real quantum noise on quantum states is detailed in Fig. 11.
We investigate the effectiveness of QAOA across different
circuit complexities, as shown by our numerical simulation
for various qubit configurations.

Figure 11(a) shows the probability distribution of bitstrings
from an ideal three-qubit simulation, establishing a baseline

TABLE I. Basic information of physical qubits on the Baiwang
device from the Quafu cloud platform, including CZ gate error rates
between physically connected neighboring qubits, T1, T2, and fre-
quency of qubits.

Qubit Q108 Q109 Q110 Q111 Q112

T1(μs) 17.01 42.25 26.48 38.03 22.53
T2(μs) 22.58 26.36 21.57 14.85 21.77
Qubit frequency (GHz) 4.294 4.550 4.267 4.350 4.413
Mean readout fidelity 0.958 0.977 0.985 0.963 0.978
CZ gate error rate 0.957 0.970 0.980 0.950

FIG. 10. Probability distributions from standard and QPT-
MPDO simulations compared with demonstration result, utilizing
Jensen-Shannon divergence for distribution distance measurement.
Orange bars represent demonstration results from the Quafu cloud
platform, blue bars represent simulations with a standard quantum
noise model parameterized near physical parameters, and green
bars show simulations using real noise QPT data from Quafu.
The standard noise model inadequately mimics the actual system,
showing a divergence of 2.68 × 10−2, while the real noise model
aligns more closely with demonstration outcomes with divergence of
3.64 × 10−4. Minor discrepancies between QPT-MPDO simulation
and demonstration data may arise due to the truncation processes in
the tensor network framework.

for this QAOA circuit configuration. Figures 11(b)–11(d)
display the results from both ideal and noisy conditions,
tracking the evolution of the loss function and quantum
state fidelity over multiple epochs. The loss function indi-
cates the progression of the optimization via the gradient
descent algorithm, while the fidelity measures how closely
the generated state matches the desired entangled state. These
metrics are evaluated for systems with three, five, and seven
qubits.

The shaded areas around the loss and fidelity curves
represent error bars. These results confirm the ability of
algorithm to approximate the entangled quantum state un-
der ideal conditions. However, they also reveal the chal-
lenges posed by noise, highlighted by the differences be-
tween the ideal and noisy simulations. This underscores
the significant impact of real quantum noise on quan-
tum state preparation, emphasizing the importance of ro-
bust simulation practices in real-world quantum computing
scenarios.

B. Noisy MaxCut problems

Beyond simulating simple one-dimensional (1D) systems,
fully connected simulations can be conducted, exemplified by
solving the MaxCut problem in mathematics using the QAOA
[41]. Figure 12 shows two MaxCut scenarios: One with a
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0.146

0.854

(a)

0.747

0.160

(b)

0.109

0.674

(c)

0.397

0.098

(d)

FIG. 11. Simulation results for the entangled quantum state generation using a QAOA circuit across varying qubit configurations.
(a) Probability distribution for an ideal simulation with three qubits, establishing a reference case for this QAOA application for initial state
|ψ0〉 = sin(π/8)|0〉 + cos(π/8)|1〉. (b)–(d) Comparative analysis of ideal and noisy simulations for three-qubit and one-depth (b), five-qubit
(c), and seven-qubit (d) systems. The main graphs track the loss function and state fidelity across simulation epochs, employing a gradient
descent algorithm, with the shaded areas representing error bars. The insets highlight the respective bitstring probability distributions, reflecting
the distinction between ideal and real-noise conditions.

graph of four qubits (vertices) and another with five. The
objective of the MaxCut problem is to maximize the number
of edges that are severed by partitioning the vertices of the
graph into two distinct subsets [42,43].

In the general case, consider a graph with m edges and n
vertices. We seek a partition z that divides the vertices into

FIG. 12. Two example graphs for MaxCut problem.

two sets, i.e.m A and B, to maximize the cut count

C(z) =
m∑

γ=1

Cγ (z), (19)

where C represents the total number of edges cut by the
partition z. For each edge γ , if the partition z places one vertex
in set A and the other in set B, then Cγ (z) = 1; otherwise,
Cγ (z) = 0. To cast this into a quantum framework, we rep-
resent vertices as qubits and encode the measured bitstring
z = z1z2 . . . zn as the partitioning outcome, where z j = 0 im-
plies that the jth qubit is in set A, and z j = 1 indicates it is in
set B.

For the γ th edge connecting vertices i and k, the objective
function is expressed as

Cα = 1

2

(
1 − 〈

σ i
zσ

k
z

〉)
, (20)
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FIG. 13. Maximum cut problem on full-connection simulator. (a) Illustration of a four-qubit graph where the optimal partition {(0, 2), (1,
3)} results in all four edges being cut. (b) For a five-qubit graph, three optimal partitioning methods—{(2, 3), (0, 1, 4)}, {(0, 3), (1, 2, 4)}, and
{(1, 4), (0, 2, 3)}—achieve a maximum of four-edge cuts. (c) Outcome of the Quantum Approximate Optimization Algorithm applied to the
maximum cut problem, with results for qubits number Q = 4 and circuit depth p = 2 leading to quantum states |0101〉 and |1010〉, indicating
the grouping of qubits (vertices) into sets. For Q = 5 and p = 3, the quantum states |00110〉, |01001〉, |01101〉, |11001〉, |10110〉, and |10010〉
represent the corresponding vertex classifications as detailed in panel (b). The blue and orange bars denote the simulation outcomes with ideal
quantum gates and with real gate noise, respectively.

where σz denotes the Pauli-Z operator. If the qubits Qi and
Qk are in different partitions, Cα attains an eigenvalue of 1,
fulfilling the MaxCut problem’s criterion.

To implement the QAOA, the quantum circuit initiates with
a layer of Hadamard gates to create a uniform superposition
across the n bitstring basis states. In a standard QAOA cir-
cuit, parameterized quantum gates are employed, specifically
RX(α) and RZZ(β ) gates in this case, defined as

URXl =
n∏

i=1

e−iαl σ
i
x , URZZl =

∏
Ei,k

e−iβl (1−σ i
z σ

k
z )/2, (21)

where Ei,k denotes the edge between the qubits Qi and Qk , and
l signifies the lth depth in the circuit, which is composed of
one layer of URXl and URZZl .

For a circuit with p depths, the sequence of gate operations
is given by

|ψ�α,�β〉 = URXpURZZp · · ·URX1URZZ1 Hn|0n〉, (22)

where �α = (α1, . . . , αp) and �β = (β1, . . . , βp) represent the
sets of parameters, and H denotes the Hadamard gate. The
goal is to optimize these parameters so that the expectation
value of the final state |ψ�α,�β〉 with respect to the operator
defined in Eq. (19) is maximized by minimizing the −C,
representing the objective function for the MaxCut problem.

Upon executing the quantum circuit for the graphs depicted
in Fig. 12, we identify the quantum states that optimize the
objective function, along with their respective MaxCut config-
urations. For the case illustrated by the left image of Fig. 13(c)
with qubits number Q = 4 and circuit depth p = 2, the states
|0101〉 and |1010〉 emerge with high probability. These states
correspond to the MaxCut depicted in 13(a), where the qubits
Q0 and Q2 are segregated into set A, while the remaining
qubits fall into set B, delineated by a black dashed line. This
grouping results in the cutting of four edges, achieving the
maximum cut possible in this graph. Notably, the quantum
states |0101〉 and |1010〉 produce identical partitioning out-
comes, serving as mirror images of each other. Similarly, for
the right image in Fig. 13(c) with Q = 5 and p = 3, the states
|00110〉, |01001〉, |01101〉, |11001〉, |10110〉, and |10010〉
manifest with significant probability, mirroring the scenario
in Figs. 13(a) and 13(b). These six states correspond to three
distinct MaxCut configurations, as depicted in Fig. 13(b), each
achieving the maximum cut by severing four edges.

In Fig. 13(c) the blue bars represent the idealized, noiseless
circuit outcomes, whereas the orange bars depict the results
under the influence of real noise encountered. Note that the
introduction of noise conspicuously reduces the probabilities
of states with a “high” bitstring composition. The decrease
in probability is particularly pronounced in states with higher
probabilities in ideal conditions, highlighting the degradation
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FIG. 14. Overview of quantum circuit composition and crosstalk
handling. (a) Illustration of a randomized quantum circuit for three
qubits (denoted as Q = 3). Each layer of the circuit comprises a
set of single-qubit gates—randomly chosen from RX, RY, and RZ
gates—followed by a layer of CNOT gates representing entanglement
operations. (b) Integration of a two-qubit gate into the simulation
circuit, represented as a tensor, incorporates the effects of crosstalk
by including interactions with the adjacent qubit. The bottom legend
identifies the gate symbols used in the circuit diagram. It is readily
applicable to experimental data; for instance, as shown in (b), one
simply performs QPT on all qubits deemed to be influenced by noise
and integrates this data into the simulation.

effects of noise on the performance of the system. The results
validate the expectation that noise introduces significant per-
turbations in state probabilities, underscoring the challenge of
achieving high-fidelity quantum operations in practical quan-
tum computing environments.

C. Effects of noise truncation

To assess the resilience of QPT-MPDO simulations against
dimensionality truncation, we employ randomly generated
one-dimensional quantum circuits. Our objective is to ascer-
tain the critical truncation threshold where the fidelity of the
simulated system markedly diverges from that of the actual
quantum system, as depicted in Fig. 14. The single-qubit
gates of the circuit, represented by three-colored boxes, are
randomly chosen from the set RX (α), RY (β ), RZ (γ ), with the
parameters α, β, and γ uniformly sampled from the range
(0, 2π ]. This ensures a thorough exploration of the Hilbert
space. Following the single-qubit gate layer, a layer of CNOT

gates is applied to introduce entanglement, thereby construct-
ing the circuit’s depth composed of single- and two-qubit
gates. The iterative application of these layers, m − 1 times,
is indicated by the two dotted lines. A final layer of single-
qubit gates precedes the measurement phase to augment the
randomness of the system.

In Fig. 14(b) we illustrate the crosstalk effects resulting
from two-qubit gate operations on adjacent qubits. To model
these effects, we introduce an RZ (α) gate with a small, ran-
dom strength onto the nearest neighbor qubit, depicted with a
lightning bolt icon. Generally, crosstalk intensity is minimal
in a faultless experimental setup; we can estimate the angle
of the RZ gate using the methods described in [32,44]. For
this simulation, the angle α was arbitrarily chosen within the
range (10−5π, 10−3π ] to reflect the potential variability in a
real-world experiment.

To effectively assess the density matrix overlap before and
after real noise reduction, it is common practice to employ
quantum fidelity as a descriptor [45]

F (ρ, σ ) = (tr
√√

ρσ
√

ρ )2. (23)

Referring to Eq. (23), we subject σ to dimensional crop-
ping under various χ and κ values and ρ is the experimental
real noisy density matrix without truncation. Figure 15 clearly
illustrates that, in the Q = 3 circuit series, fidelity remains
relatively stable across different depths, indicating that trun-
cation has a minor information loss. Conversely, in the Q = 6
series, the impact of truncation is more pronounced, especially
as depth increases, evidenced by the more significant drop in
fidelity with lower χ and κ values. This suggests that larger
systems may require higher bond dimensions to maintain fi-
delity, particularly for deeper circuits. However, compared to
the full dimension, they are still small enough for a classic
computer to simulate.

Overall, the result indicates that the choice of bond dimen-
sion for dimension truncation is a critical factor in maintaining
fidelity in noisy simulations, and this choice becomes more
crucial as the system size and circuit complexity increase.
The cost of simulation approx to NDχ3κ3 [14], where N and
D represent the number of qubits and the depth of circuit,
respectively. It is tricky whether an idealized noise is easier
to be simulated in MPDO framework. However, it can be
expected that, in general, a model with real noise requires a
noise bond dimension κ that is greater than or equal to that
of an idealized error model. Real noise models may have
more complex principal components, necessitating a higher
noise bond dimension to achieve the same truncation fidelity
as idealized error models. This depends on the complexity of
the actual quantum process.

V. CONCLUSION AND DISCUSSION

In conclusion, we introduce a MPDO-based noise simula-
tor for the numerical simulations of noisy quantum circuits,
focusing on circuits with QPT data measured by real exper-
iments. This simulator allows for a systematic analysis of
the effects of noise truncation, highlighting the importance
of bond dimension selection in preserving simulation fidelity,
especially as the system size and circuit complexity increase.
Our approach is exemplified in the study of the QAOA for
preparing entangled states and solving MaxCut problems un-
der noisy conditions, offering insights into the operational
dynamics of quantum algorithms in realistic settings.
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FIG. 15. Fidelity of truncated quantum states under varying maximum bond dimension χ and maximum inner dimension κ along with
error bars, calculated from 1000 random circuits for two scenarios: (a) qubit count Q = 3 and (b) qubit count Q = 6. For smaller number
of quantum bits or shallower quantum circuit depths, employing smaller χ and κ values enables highly faithful numerical simulation of real
noise in quantum circuits. As the circuit depth and system size increase, greater noise and entanglement are introduced into the quantum
system. Consequently, it becomes necessary to scale up the values of χ and κ proportionally to achieve sufficiently accurate approximations
for simulating the scalable noisy system.

Furthermore, our research could facilitate the pre-
experimental testing of quantum schemes, enabling re-
searchers to evaluate the viability of experimental setups
before actual implementation with less effort. This pre-
dictive capability is crucial for designing experiments and
optimizing resources, thus saving time and reducing the like-
lihood of costly errors. The use of efficient QPT methods
in our simulator enhances the capture of experimental noise
characteristics, thereby improving the accuracy and realism
of our simulations, thus also making our approach an efficient
tool for designing noise-resilient quantum circuits aiming at
NISQ algorithms. In fact, experimental platforms will expe-
rience instability as time passes after calibration, the need
for up-to-date QPT data becomes critical to ensure accurate
assessments and optimizations.

A significant aspect of our work is its potential application
to error-mitigation strategies. The flexibility of the MPDO
approach allows for the evaluation of the effectiveness of
quantum circuits under various noise conditions, with its noise

bond formally representing the presence of quantum noise.
This approach enables researchers to deliberately design ex-
perimental noise scenarios, facilitating the investigation and
mitigation of specific quantum noise encountered in actual
experiments. Furthermore, methods discussed in Ref. [46],
such as using MPO to calculate the inverse of noisy quan-
tum processes, can be integrated into our framework, offering
pathways for mitigating unknown quantum noise.

Moreover, our approach addresses both Markovian and
non-Markovian noise. By characterizing quantum processes
at different time or space scales—whether single-qubit gates,
multiqubit gates, or multilayer quantum gates—we can model
various noise interactions with appropriate levels of detail.
This capability is essential for understanding the full impact
of noise on quantum computations and developing effective
mitigation strategies.

Our study underscores the importance of considering com-
plex noise profiles in practical quantum computing settings.
Advanced simulation techniques, like those we developed,
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are crucial for evaluating the feasibility and performance of
NISQ devices. Future research could further explore integrat-
ing these techniques with specific error-mitigation strategies,
potentially correcting sources of error in experimental pro-
cesses and extending the utility of our simulator in designing
robust quantum circuits. In summary, our MPDO-based sim-
ulator not only advances the understanding of noise impacts
on quantum circuits but also provides a versatile framework
for enhancing the fidelity and robustness of quantum compu-
tations in practical noisy environments.
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