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Quantum Hopfield model with dilute memories
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We discuss adiabatic spectra and dynamics of the quantum, i.e., transverse field, Hopfield model with dilute
memories (the number of stored patterns, p < log2 N , where N is the number of qubits). At some critical
transverse field, the model undergoes the quantum phase transition from the ordered to the paramagnetic state.
The corresponding critical exponents are calculated and used to determine the efficiency of quantum annealing
protocols. We also discuss implications of these results for the quantum annealing of generic spin glass models.
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I. INTRODUCTION

The Hopfield model [1–3] played a significant role in the
early development of neural network theory, contributing to
the understanding of the associative memory and the compu-
tational capabilities of interconnected neurons. Renowned for
its applications in computational neuroscience, the Hopfield
model takes its origin in the classical Ising model of statistical
mechanics. Many of its key properties, e.g., the critical capac-
ity αc ≈ 0.14 [4,5], have been evaluated using the replica trick
and cavity method, borrowed from the theory of disordered
systems and spin glasses [6].

Recent rapid developments of the quantum computing and
quantum information theory have stimulated the introduction
of quantum mechanics into neural network models [7–11].
One of the earliest attempts is the quantization of the Hopfield
model by substituting classical binary bits with the spin- 1

2
operators. This paper discusses the transverse field Hopfield
model, defined as

H = −1

2

N∑
i �= j

Ji jσ
z
i σ z

j − �

N∑
i=1

σ x
i , (1)

where σ x
i and σ z

i are Pauli matrices and � is a transverse field.
The coupling matrix Ji j encodes the information of p binary
patterns (or memories) by the Hebb’s rule [12],

Ji j = 1

N

p∑
μ=1

ξ
μ
i ξ

μ
j , (2)

where {ξμ
i } with μ = 1 . . . , p, and i = 1, . . . , N represent p

patterns, each N-bit long. For a statistical analysis, it is often
convenient to take {ξμ

i } as independent random variables,
say with the equal probability to be either +1 or −1. Free
energy and the phase diagram of the model were studied in
Refs. [13,14]. Specifically, Nishimori et al. [13] explicitly
showed that the replica method can be applied in such a
quantum model where the external parameter � plays the
role similar to temperature in the classical model [one could
expect this considering the correspondence between the (d +
1)-dimensional classical model and d-dimensional quantum

model]. The quantum phase diagram characterized by � and
α (=p/N) is nearly the same as the classical one found in
Ref. [4], except that temperature is replaced with �. This
similarity shows that quantum fluctuations, in influencing the
macroscopic properties of the system, bear a striking resem-
blance to thermal fluctuations.

The dynamics of updating the neurons in the classical
model, such as Glauber dynamics, have been explored in
many aspects [5,15,16]. The quantum model (1), evolving
according to the Schrödinger equation, may include time-
dependent parameters, such as the transverse field �(t ).
Specific time-dependent protocols can be adopted from appro-
priate quantum algorithms, e.g., quantum annealing [17–21]
or adiabatic quantum computing [22,23]. These protocols, of-
ten regarded as algorithms with potential quantum advantages
in solving combinatorial optimization problems, have gained
wide attention. Given that numerous combinatorial optimiza-
tion problems can be recast as the energy minimization of an
Ising-like Hamiltonian [24–26] sharing the similar form of
(1), it is natural to investigate the quantum annealing problem
associated with the Hopfield model. The model was also ex-
tended to the k-body interaction scenarios. In Ref. [27], it was
found that the antiferromagnetic transverse field allows one
to choose an annealing path to avoid problematic first-order
phase transitions for specific k’s. In open quantum systems
[28,29], the dynamics are described by Markovian processes,
allowing for the simultaneous treatment of both thermal and
quantum coherent effects. It was found that quantum fluctu-
ations can lead to the emergence of unique nonequilibrium
phases. While being mentioned in these extended models, the
lack of discussion of quantum annealing in quantum Hopfield
itself leads to this work.

The quantum advantage of adiabatic quantum compu-
tation and quantum annealing was questioned early on,
primarily attributing it to the first-order quantum phase tran-
sition in NP-hard problems in which exponentially small
eigenvalue gaps appear in the adiabatic energy spectrum
[30,31]. In a recent study of the two-pattern Gaussian Hop-
field model and the Sherrington-Kirkpatrick (SK) model
[32], it was argued that there are O(log N ) exponentially
small gaps in the glassy phase. Consequently, various
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strategies, such as quantum approximate optimization al-
gorithms [33,34], reverse and iterative cyclic annealing
[25,26,35], counterdiabatic driving [36–39], and quantum
walks [40], have been devised in the nonadiabatic regime
with the aim of mitigating these challenges. These pro-
tocols provide future directions for studying the quantum
Hopfield model.

In the present work, we investigate the characteristic an-
nealing time in the quantum Hopfield model. We develop
our theory using a two-level Landau-Zener formula in the
adiabatic regime. It turns out that two scaling exponents are
crucial, i.e., the dynamical energy gap in the thermodynamic
limit around the critical point (∼|� − �c|a) and the finite-size
scaling of the critical energy gap (∼N−b). A well-defined
second-order phase transition point is confirmed in the case of
p = 1 by noticing that it shares the same form of the Lipkin-
Meshkov-Glick (LMG) model [41]. The critical behaviors
of the LMG model were studied in [42,43]. Reference [42]
utilizes the Holstein-Primakoff boson representation along
with the continuous unitary transformation technique to ac-
curately compute finite-size scaling exponents for various
properties such as the energy gap and ground-state energy,
while Ref. [43] introduces a purely semiclassical method to
approach similar results. Reference [44] studied the adiabatic
quantum dynamics of the LMG model, showing different scal-
ing regimes for the residual energy. Following Ref. [42], we
use the large-N expansion of the Holstein-Primakoff transfor-
mation to evaluate the critical exponents a and b. This idea is
further extended to the case of dilute memories (p < log2 N),
where we treat different clusters of 1/2 spins as large spins.
We explicitly show that these two exponents are not spoiled by
dilute memories. They only form successive finite-size local
minima near the critical point. One interesting fact is that
b = 1/3 is postulated to be universal in infinite-range nondis-
order quantum systems [45], where it has been shown that b is
closely related to the upper critical dimension of the quantum
Ising model. For the regular Ising model of dimension d , the
conventional notation for our a and b is zν and z/d , respec-
tively, where ν is the critical exponent of correlation length
and z is the dynamic critical exponent. One recovers our
results (a = 1/2, b = 1/3) by assuming ν = 1/2 (mean-field
value), z = 1 [46], and d = 3 (upper critical dimension for
the quantum Ising model). The two-pattern Gaussian Hopfield
model [32] and our study of the Hopfield model with dilute
memories confirm b = 1/3, suggesting that this result might
be true for many spin glass systems. Thus, it further suggests
that our discussion of the characteristic annealing time [O(N )]
is general, i.e., one may expect such a timescale in quantum
annealing of other infinite-range spin glass models, e.g., in
the diabatic regime where one can ignore exponentially small
gaps.

The remainder of this paper is organized as follows.
In Sec. II, we derive the characteristic annealing time for
a generic quantum annealing problem, provided there is
a second-order phase transition point with relevant scal-
ing exponents. In Secs. III and IV, we explicitly show
the existence of such a second-order phase transition point
in the quantum Hopfield model for p < log2 N . Finally,
Sec. V summarizes our findings and provides an outlook for
future work.

II. THE QUANTUM ANNEALING PROBLEM

A quantum annealing problem is described by the
Schrödinger equation,

i∂t |ψ (t )〉 = H (t )|ψ (t )〉, (3)

where the Hamiltonian changes along an annealing trajectory
in its parameter space, ending at the Hamiltonian of the opti-
mization problem at hand. For an adiabatic evolution, the state
of the system follows its instantaneous ground state, starting
from a known one of the initial Hamiltonian, all the way to
that of the problem of interest. The timescale T required by
adiabaticity scales algebraically with the minimal energy gap
	 between the ground and a lowest excited state allowed by
symmetries, T ∼ 	−β [23], where β is a positive exponent.
Here we consider the simplest annealing protocol,

H (t ) = �(t )Hx + Hz, (4)

where �(t ) is a monotonically decreasing function of time,
and for the transverse field Hopfield model,

Hx = −
N∑

i=1

σ x
i ; Hz = −1

2

N∑
i �= j

Ji jσ
z
i σ z

j , (5)

where Ji j is the Hopfield coupling matrix (2).
If � is considered as a static parameter, the ground state

of the Hamiltonian (4) and (5) in the thermodynamic limit,
N → ∞, undergoes a continuous phase transition at � = �c,
between the paramagnetic state at � > �c and the ordered
state at � < �c. The former state is gapped, while the latter
exhibits a sequence of excited states, which become contin-
uous in the N → ∞ limit. The macroscopic gap g in the
paramagnetic state scales as

g(�) ∝ (� − �c)a, (6)

with a = 1/2. Our goal is to understand the finite-N fine
structure of this picture, to estimate how the annealing time
should scale with N .

We will show that in the ordered phase � < �c, there
is a sequence of p avoided crossing transitions between the
ground and low-energy states, describing Hopfield patterns.
The characteristic distance between these avoided crossings
scales as δ� ∼ (pN )−1/2, while the finite-size energy gaps 	

at the transitions scale as

	 ∝ N−b, (7)

with b = 1/3, which is much less than the separation between
the transitions, δ�, in the large-N limit. As a result, the in-
dividual transitions maintain their respective identities and
the corresponding probability P of the nonadiabatic dynamic
transitions can be estimated using the Landau-Zener formula
[47],

P = e−2πD D = 	2

4|∂g(�)/∂t | . (8)

Although one can optimize the �(t ) protocol (often referred
to as the quantum adiabatic brachistochrone [48]), we will
assume the simplest linear schedule, � ∼ t , for the most con-
servative estimate. In this case, the characteristic annealing
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FIG. 1. Annealing time needed to achieve 90% success probabil-
ity with respect to system size N (the case of p = 1). The success
probability is defined as the probability of finding the ground state
after annealing. Due to the symmetry explained in Sec. III, the
reduced Hilbert space is of dimension O(N ), which allows one to
compute the evolution operator for hundreds of qubits.

time T scales as

T ∼ |∂g(�)/∂�|
	2

. (9)

Since the diabatic transitions only happen when g ∼ 	,
i.e., in the parameter window |� − �c| ∼ 	1/a, the relevant
slope |∂g(�)/∂�| ∝ |� − �c|a−1 is estimated as 	1− 1

a . Con-
sequently, the annealing time scales as

T ∼ 	−1− 1
a , (10)

or, in terms of the system size N , as

T ∼ Nb(1+ 1
a ). (11)

Substituting b = 1/3 and a = 1/2, one estimates the charac-
teristic annealing time as T ∼ N . Numerical calculations are
made for the single pattern case, and the linearity between T
and N is clearly seen in Fig. 1.

It is worth mentioning that the global Z2 symmetry exists in
such a two-body interaction model, associated with the parity
operator,

Z = σ x
1 ⊗ σ x

2 ⊗ · · · ⊗ σ x
N ≡

∏
i

σ x
i , (12)

whose effect is equivalent to flipping all spins on computa-
tional bases. In particular, the initial state (the ground state of
Hx) is even,

Z| + + + · · · + ++〉 = | + + + · · · + ++〉, (13)

where σx|+〉 = |+〉. Thus, the dynamical transition only hap-
pens among states with even parity and the energy gap 	 of
interest refers to the gap between the ground state and the
second excited state (i.e., the first excited dynamical state with
the same parity as the ground state).

III. p = 1 CASE

As a warm-up exercise, let us consider the case of a single
energy minimum, p = 1. Without loss of generality, we set

this minimum to be a ferromagnetic state, encoded by ξ (1) =
{1, 1, 1, . . . , 1}. The Hamiltonian acquire a simple form,

H = − 1

2N

(
N∑

i=1

σ z
i

)2

− �

N∑
i=1

σ x
i , (14)

where the constant term is omitted. This is the LMG model
[41], defined through spin-N operators,

Sx = 1

2

N∑
i=1

σ x
i , Sz = 1

2

N∑
i=1

σ z
i , (15)

which satisfy SU(2) algebra. The Hamiltonian acquires the
form

H = − 2

N
S2

z − 2�Sx. (16)

This shows that the 2N -dimensional Hilbert space splits onto
blocks labeled by the total spin S = 0, 1, . . . , N/2 (hereafter,
we assume even N to simplify the notations). In particular,
the ferromagnetic ground state belongs to the maximal spin
S = N/2 block, which has multiplicity one. Therefore, the rel-
evant subspace is 2S + 1 = N + 1 dimensional, which allows
us to simulate time-dependent Schrödinger evolution for very
large N .

The critical behavior of the LMG model was understood
in Refs. [42,43]. Here we adopt and simplify the treatment of
Ref. [42], which will allow us to extend it to the p > 1 Hop-
field model. To this end, we employ the Holstein-Primakoff
transformation [49] for SU(2) spin operators in the following
form:

Sx = S − a†a = N

2
− a†a, (17a)

S+ =
√

2S − a†a a = N
1
2

(
1 − a†a

N

)1
2

a, (17b)

S− = a†
√

2S − a†a = N
1
2 a†

(
1 − a†a

N

)1
2

, (17c)

where S± = Sz ∓ iSy, and a, a† are bosonic creation, anni-
hilation operators with the commutation relation [a, a†] = 1.
Expanding the square roots here to the order of 1/N , one finds
(up to an additive constant)

H = (2� − 1)a†a − a†2 + a2

2

+ (a† + a)a†(a† + a)a + H.c.

4N
. (18)

Reference [42] then used the continuous unitary transfor-
mation technique to proceed. In contrast, we find it more
convenient to write this Hamiltonian via the canonical posi-
tion and momentum operators, defined as

a = 1√
2

(x + ip), a† = 1√
2

(x − ip). (19)

With their help, the Hamiltonian (18) takes the form

H ≈ � p2 + (� − 1) x2 + x4

2N
, (20)
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FIG. 2. Transition from the harmonic potential to the double-
well potential (N = 100).

where the involved approximations will be discussed shortly.
For � > �c = 1 (i.e., in the paramagnetic phase), the
quadratic part of this Hamiltonian represents a harmonic os-
cillator with the frequency

ω(�) = 2
√

�(� − 1). (21)

It provides a gap (6) between the ground state and the low-
est excited state within the S = N/2 subspace (only states
within this subspace can undergo dynamical Landau-Zener
transitions) in the paramagnetic phase, and illustrates the cor-
responding exponent, a = 1/2. For � < 1, Eq. (20) represents
the double-well potential (see Fig. 2), with two closely spaced
low-energy states. These two states are given by symmet-
ric and antisymmetric superpositions (i.e., cat states) of all
spin-up and all spin-down ferromagnetic states. In the ferro-
magnetic state, these two states are exponentially close in a
parameter ∝ N (1 − �)3/2�−1/2, showing that they are exactly
degenerate in the thermodynamic limit, N → ∞.

This shows that �c = 1 is the critical point, where the en-
ergy gap closes in the thermodynamic limit. We are interested
in the finite-size scaling of such a critical gap. To investigate
it, we notice that close to the criticality, where 0 < � − 1 
1, for the oscillator energy ∼ω(�), the characteristic scales
of the coordinate and momentum are x ∼ (� − 1)−1/4 and
p ∼ (� − 1)1/4. Therefore, close to the criticality, x � p and
therefore a ≈ a† ≈ x/

√
2. This is why, going from Eq. (18)

to Eq. (20), we kept only x but not p in the nonlinear, ∼1/N ,
terms. Focusing then at � = �c = 1, one arrives at the effec-
tive unharmonic oscillator,

H = p2 + x4

2N
. (22)

Applying the Bohr-Sommerfeld quantization condition,

∮
pdx =

∫ √
Ek − x4

2N
dx = 2π (k + 1/2), (23)

one notices that E1/2
k (EkN )1/4 ∝ k and thus

Ek − E0 ∝ N−1/3k4/3, (24)

FIG. 3. S = N/2 energy levels, Ek − E0, as functions of � for
N = 400. The inset zooms onto the low-energy part. Notice that
energy levels become pairwise degenerate (up to an exponentially
small splitting) upon entering the ferromagnetic phase. The second
level in the thermodynamic limit (dashed in the inset) follows the
E2(�) − E0(�) ∝ |� − �c|1/2 behavior near �c. The finite-size en-
ergy gap scales as E2(�c ) − E0(�c ) ∝ N−1/3, as confirmed in Fig. 4.

where integer k labels the energy levels with energy Ek . The
spectrum within the S = N/2 subspace is shown in Fig. 3, and
the exponent b = 1/3 is confirmed in the numerical calcu-
lation; see Fig. 4. Therefore, the finite-size energy gap 	 =
E2 − E0 for the first excited dynamical state at the critical
point is

	 ∝ N−1/3. (25)

IV. p < log2(N) CASE

For the single minimum, p = 1, we have seen that the full
Hilbert space with the dimensionality 2N is factorized down
to the block with dimensionality N + 1. The reason behind
this is that the Hamiltonian is invariant under a permutation
of the spins, such that it can be written in the form of a LMG
model. As a result, the total spin S is a conserved quantity.
For 1 < p < log2 N , some of the permutation symmetries are
preserved, i.e., the system can be regarded as a collection
of large spins. For example, p = 2: without loss of general-
ity, one takes the first memory to be ξ (1) = {1, 1, . . . , 1, 1},

FIG. 4. The log-log plot of the finite-size gap 	 at � = �c vs the
number of qubits ranging from 100 to 1000.
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FIG. 5. Definition of p mutually orthogonal vectors Kμ for an
arbitrary p. For a given p, the Nl ’s are integers with the constraint∑2p−1

l=1 Nl = N .

while the second one ξ (2) = {1, . . . , 1,−1, . . . ,−1} with N1

positive units and N2 negative units (N = N1 + N2). Though
ξ (2) is random in general, such a choice is always allowed
due to the permutation symmetry. Then, the Hamiltonian
Hz can be reduced to − 2

N [(Sz
1 + Sz

2)2 + (Sz
1 − Sz

2)2], where
Sz

l is the z component of the lth large spin with the to-
tal spin Nl/2. Following the same procedure, for p = 3,
one finds Hz = − 2

N [(Sz
1 + Sz

2 + Sz
3 + Sz

4)2 + (Sz
1 + Sz

2 − Sz
3 −

Sz
4)2 + (Sz

1 − Sz
2 + Sz

3 − Sz
4)2]. Figure 5 explains this proce-

dure. The resulting Hamiltonian acquires the form H = Hz +
�Hx, with

Hz = − 2

N

p∑
μ=1

2p−1∑
l,m=1

Kμ

l Kμ
m Sz

l Sz
m, (26a)

Hx = −2
2p−1∑
l=1

Sx
l , (26b)

where the large spins are defined as

Sz
l = 1

2

Nl∑
li

σ z
li
, Sx

l = 1

2

Nl∑
li

σ x
li . (27)

Here, the p vectors Kμ’s are the fixed strings of the
length 2p−1, e.g., for p = 3, they are K1 = {1, 1, 1, 1}, K2 =
{1, 1,−1,−1}, and K3 = {1,−1, 1,−1}.

Performing the Holstein-Primakoff transformation, given
by Eq. (17), for each of 2p−1 spins of size Nl/2 and keeping
the first-order terms in 1/Nl , one finds

Hx = 2�

2p−1∑
l=1

a†
l al − �N, (28)

Hz =− 1

2N

p∑
μ=1

2p−1∑
l,m=1

Kμ

l Kμ
m

√
Nl Nm

(
a†

l + al − a†
l (a†

l + al )al

2Nl

)

×
(

a†
m + am − a†

m(a†
m + am)am

2Nm

)
. (29)

Separating the quadratic and quartic terms, denoted as H0 and
H1, respectively, one finds

H0 = 2�

2p−1∑
l=1

a†
l al − 1

2

p∑
μ=1

2p−1∑
l,m=1

K̃μ

l K̃μ
m (a†

l + al )(a
†
m + am),

(30)

H1 = 1

4N

p∑
μ=1

2p−1∑
l,m=1

Kμ

l Kμ
m

⎡
⎣

√
Nl

Nm
(a†

l + al )a
†
m

×(a†
m + am)am +

√
Nm

Nl
a†

l (a†
l + al )al (a

†
m + am)

⎤
⎦,

(31)

where K̃μ

l =
√

Nl
N Kμ

l .
To proceed, let us define matrices,

(K̃)μl = K̃μ

l , M = K̃TK̃, T = K̃K̃T, (32)

with the dimensions p × 2p−1, 2p−1 × 2p−1, and p × p, re-
spectively. Since M is a real symmetric matrix, it may be
diagonalized with the orthogonal rotation OTMO = diag{εk},
where k = 1, . . . , 2p−1. Only p out of 2p−1 eigenvalues εk are
nonzero since the matrix M has a rank p. These p nonzero
εk’s are eigenvalues of the p × p symmetric matrix T. Upon
orthogonal rotation of the operators,

al =
2p−1∑
m=1

Olmbm, a†
l =

2p−1∑
m=1

b†
m(OT)ml , (33)

the quadratic part of the Hamiltonian takes the form

H0 =
2p−1∑
k=1

[
2� b†

kbk − 1

2
εk (b†

k + bk )2

]
. (34)

As before, it describes a collection of harmonic oscillators
with frequencies

ωk (�) = 2
√

�(� − εk ), (35)

for � > εk . The criticality is characterized by p nearly degen-
erate low-energy modes, originating from p eigenvalues of the
p × p matrix T.

To better understand the T matrix, given by Eq. (32), con-
sider the p = 3 case. By virtue of the orthogonality of the Kμ

vectors, the diagonal elements are all equal to unity, while the
off-diagonal ones are composed of Nl ’s with an equal number
of positive and negative signs,

T =

⎛
⎜⎜⎝

1 N1+N2−N3−N4
N

N1−N2+N3−N4
N

N1+N2−N3−N4
N 1 N1−N2−N3+N4

N
N1−N2+N3−N4

N
N1−N2−N3+N4

N 1

⎞
⎟⎟⎠. (36)

Assuming random Hopfield minima ξμ, one may argue that
the off-diagonal elements are random numbers with

mean(Tμ �=ν ) = 0, σ 2(Tμ �=ν ) = 1

4N
. (37)

Furthermore, in the limit N → ∞, these off-diagonal ele-
ments are statistically independent, up to the symmetry. As
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FIG. 6. The upper panel visualizes the distribution of the eigen-
values of T (�k’s are nonzero εk’s). The lower panel shows the
density.

a result, one can think of the T matrix as the unit matrix plus
a random Gaussian orthogonal matrix. Its spectral density is
therefore given by a Wigner semicircle [50] centered around
one with the radius

r = 2
√

pσ 2 =
√

p/N  1; (38)

see Fig. 6. The typical distance d between the eigenvalues is
thus

d ≈ 2r

p
= 2

√
1

N p
∼

√
1

N
. (39)

In the thermodynamic limit, the radius vanishes and p degen-
erate zero modes appear at the critical point.

To understand the finite-size behavior of the model, we
focus on these p oscillators with εk �= 0. Passing to the phase-
space representation, as in Eq. (19), and taking into account
that near criticality, xk � pk , one obtains (see Appendix A for
details) the following Hamiltonian for the p critical degrees of
freedom:

H =
p∑

k=1

[
� p2

k + (� − �k ) x2
k + x4

k

2N

]
+ 3

2N

p∑
k �=l

x2
k x2

l , (40)

where �k’s are defined as the nonzero εk’s and are arranged
such that �p < · · · �2 < �1. The first term of (40) represents
p independent nonlinear oscillators, discussed in Sec. III, and
the second term represents their interactions. Without such
interactions, the ground state is the state in which all oscil-
lators are in their ground states, while the low-lying excited
states are the states where one mode is excited and all other
modes remain in their ground state. As � is decreased, the
avoided crossings are encountered at � = �1, �2,...,�p. The
corresponding finite-size gaps are given by Eq. (25).

An important question is whether the intermode interac-
tions in Eq. (40) modify the critical exponents. For example,
the exponents may acquire corrections in the small parameter
p/ log2 N < 1. Here we argue that this is not the case. Indeed,

FIG. 7. The energy levels for the case p = 2 (N = 60 with N1 =
40, N2 = 20). The thickened black line is the first even state that
is dynamical. Note that the original Hopfield model for p = 2 has
an additional symmetry (Z2 × Z2) that Eq. (26a) Hz = − 4

N [(Sz
1)2 +

(Sz
2)2] has no interaction term. To present the general case, the inter-

acting term ∼Sz
1Sz

2 was added manually to remove this symmetry in
this numerical calculation.

for low-energy excitation, the interaction term can be under-
stood in the spirit of a mean-field approximation,

3

2N

p∑
k,l;k �=l

x2
k x2

l ≈
p∑
k

δ�k x2
k , (41)

δ�k = 3

N

p∑
l �=k

〈
x2

l

〉
, (42)

where the expectation 〈·〉 is taken with respect to the ground
state without interactions. This brings the noninteracting
Hamiltonian,

H =
p∑

k=1

[
� p2

k + (� − �′
k ) x2

k + x4
k

2N

]
, (43)

where �′
k = �k − δ�k . We found that the largest correction

δ�k,max = δ�p ∼ 1√
N

, which suggests that the average dis-
tance between the �′

k’s is not qualitatively different from bare
�k’s. A careful calculation of δ�k is detailed in Appendix B.
In Appendix C, we further show that the typical finite-size
distance between the successive avoided crossings, given by
Eq. (39), is large enough that all local gaps are well separated
to maintain their identity along with the scaling, given by
Eq. (25); see Fig. 7 for an example of p = 2. This shows
that rather than changing the critical exponents b = 1/3 and
a = 1/2, the intermode interactions lead to effects which are
subleading in higher powers of 1/N .

We thus conclude that for p < pc, the finite-size scaling of
the Landau-Zener gaps remains to be given by Eq. (25), i.e.,
b = 1

3 . A value of the critical Hopfield capacity pc cannot be
determined from our considerations. It may scale logarithmi-
cally with the system size, pc ∼ O(log2 N ), or algebraically,
pc ∼ O(Nσ ). For p < pc, the only effect of an increasing
number of Hopfield minima, p, is an increase of the number of
successive avoided crossings, encountered along the anneal-
ing path up to p. On the other hand, the scaling of individual
gaps with N continues to follow that of the p = 1 LMG model.
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V. CONCLUSIONS AND OUTLOOK

In this work, we have examined the time efficiency of a
quantum annealing problem, given the presence of a second-
order phase transition along the annealing schedule. The
analytical relation between the characteristic annealing time
and the scaling exponents was presented in the case of a
linear schedule. Specifically, in Secs. III and IV, we identi-
fied a well-defined second-order phase transition point in the
quantum Hopfield model under the dilute-memory condition
p < log2 N by treating the system as a collection of large
spins. The relevant scaling exponents (b = 1

3 , a = 1
2 ) as well

as the annealing time (T ∼ N) were obtained.
An interesting direction for future study is the question of

how finite connectivity among qubits will affect the system,
as it is well known that large-scale all-to-all connectivity
is far from feasible in current quantum annealers. Another
important issue is that the Hopfield model itself is not inher-
ently concerned with optimization problems; it is designed to
achieve associative memory, so it does not naturally require
adiabaticity. This gives great flexibility in choosing a quantum
protocol as its dynamical rule. For instance, the quantum al-
gorithms that we mentioned earlier, i.e., quantum approximate
optimization algorithms [33,34], reverse and iterative cyclic
annealing [25,26,35], counterdiabatic driving [36–39], and
quantum walks [40], which are designed in the nonadiabatic
regime, could serve as fascinating platforms to explore the
quantum Hopfield model. These studies may help us better
understand how to achieve meaningful quantum associative
memory.
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APPENDIX A: EFFECTIVE QUARTIC POTENTIAL

Consider first the most probable configuration of {Nl} that
all Nl are equal to N/2p−1. In this case, the T matrix is an
identity matrix. As a result, there are exactly p degenerate zero
modes (labeled as {bi}i=1,...,p) and all other modes are sepa-
rated by a finite (in the limit N → ∞) gap. Upon orthogonal
rotation, the quartic Hamiltonian (31) acquires the following
form:

H1 = 1

4N

p∑
μ=1

2p−1∑
l,m=1

Kμ

l Kμ
m

⎡
⎣2p−1∑

i=1

Oli(b
†
i + bi )

×
2p−1∑
j=1

Om jb
†
j

2p−1∑
k=1

Omk (b†
k + bk )

2p−1∑
q=1

Omqbq + H.c.

⎤
⎦.

(A1)

Since the low-energy excitations are coming from zero modes,
one can drop all massive modes in (A1), i.e., bi = b†

i = 0 for
i > p. Like for the single pattern case p = 1, near �c = 1,
one may put bi ≈ b†

i ≈ xi/
√

2 for 1 � i � p, to find, for the

quartic Hamiltonian in the phase-space representation,

H1 ≈ 1

2N

p∑
μ=1

2p−1∑
l,m=1

Kμ

l Kμ
m

p∑
i=1

Olixi

⎛
⎝ p∑

j=1

Om jx j

⎞
⎠

3

. (A2)

Note that the summation limit of xi has changed to p. The
remaining column vectors of O in (A2) are eigenvectors of M
corresponding to p nonzero eigenvalues. This leads to

OT MO = I, (A3)

with O defined as

O = KT

√
2p−1

, (K )μl = Kμ

l . (A4)

Applying (A4) to (A2), one finds

H1 ≈ 1

2N (2p−1)2

p∑
μ,i=1

2p−1∑
l,m=1

(K )il (K
T )lμ(K )μmxi

×
⎡
⎣ p∑

j=1

(KT )m jx j

⎤
⎦

3

= 1

2N (2p−1)2

p∑
μ,i=1

2p−1∑
m=1

2p−1δiμ(K )μmxi

⎡
⎣ p∑

j=1

(KT )m jx j

⎤
⎦

3

= 1

2N2p−1

2p−1∑
m=1

⎡
⎣ p∑

j=1

(KT )m jx j

⎤
⎦

4

. (A5)

Since the (KT )m j’s are either +1 or −1, only even power
terms x4

i and x2
i x2

j contribute for each m in (A5), while odd
power terms xix3

j , or xix jx2
k cancel each other due to the

orthogonality of the K vectors. One thus concludes

H1 ≈ 1

2N

p∑
j=1

x4
j + 3

2N

p∑
i �= j

x2
i x2

j . (A6)

Though (A6) was derived for a specific configuration of 2p−1

equal size Nl/2 spins, it is easy to see that this condition does
not matter in the leading order in 1/N . Indeed, the odd power
terms such as xix3

j , though nonzero in general, are subleading
in 1/N due to the random signs of the Kμ

l elements.

APPENDIX B: CALCULATION OF 〈x2
k〉 AND δ�k

In the calculation of expectation values 〈x2
k 〉, one encoun-

ters the following situations:

p2 + x2

√
N

+ x4

N
⇒ ωa ∼ N− 1

4 , 〈x2〉 ∼ N
1
4 , (B1a)

p2 + x4

N
⇒ ωb ∼ N− 1

3 , 〈x2〉 ∼ N
1
3 , (B1b)

p2 − x2

√
N

+ x4

N
⇒ ωc ∼ N− 1

4 , 〈x2〉 ∼ N
1
2 , (B1c)

where ω’s represent the energy gap for each case. For (B1a),
the quartic part can be ignored for low-energy excitations,
which are described by the harmonic oscillator. For (B1c),
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FIG. 8. Lowest two energy levels: without interaction (left) and with interaction (right). The horizontal � axis is considered to be the
ground-state energy.

the double-well potential can be regarded as the harmonic
oscillator centered around x0 ∼ ±N1/4.

For � ≈ �1, all modes except mode k = 1 are of type
(B1a); thus the correction to �1 according to (42) is

δ�1 ∼ (p − 1)
N

1
4

N
∼ N− 3

4 . (B2)

For � ≈ �2, mode 1 is of type (B1c), modes k > 2 are of type
(B1a), and the correction to �2 is thus

δ�2 ∼ N
1
2

N
+ (p − 2)

N
1
4

N
∼ N− 1

2 . (B3)

Similarly, for � ≈ �k ,

δ�k ∼ (k − 1)
N

1
2

N
+ (p − k)

N
1
4

N
∼ N− 1

2 . (B4)

These estimates show that the mean-field renormalized �k’s
are shifted by the amount ∼1/

√
N . Therefore, the typical

spacings between the corrected �k’s are still of the same order
as those between their bare values.

APPENDIX C: LOCAL MINIMAL GAPS AROUND
CRITICAL POINT

Equation (43) represents a noninteracting Hamiltonian in
the mean-field approximation. A careful reader will notice
that such an approximation cannot be applied to those points
where energy levels are degenerate. To see this, let us consider
the p = 2 case. Figure 8 shows the basic idea. Without the
interaction term, ∼x2

1x2
2/N , there is a point between �1 and

�2 that the first excited dynamical state is degenerate. The
interaction term opens a gap 	′, which can be estimated with

the degenerate perturbation theory,

	′ ∼ 〈02|x2
1x2

2 |20〉
N

∼ N−3/8, (C1)

where |02〉 is the state with mode 2 excited, while |20〉 is
the state with mode 1 excited; they represent the two energy
levels in Fig. 8. Here the state |2〉 is the first dynamical
state with the even parity. The calculation of this expecta-
tion value is a straightforward application of Appendix B.
Specifically, 〈0|x2

1 |2〉 is obtained from a double-well Hamil-
tonian of type (B1c). The ground state can be regarded as
the superposition of ground states at minima x0 ∼ ±N

1
4 such

that |0〉 = ψ0(x1−x0 )+ψ0(x1+x0 )√
2

, where ψ0 is the ground state of
a single well. The first excited even state can be regarded
as the odd superposition of the two locally odd states, i.e.,
|2〉 = ψ1(x1−x0 )−ψ1(x1+x0 )√

2
, where ψ1 is the first excited state of

a single well. Therefore,

〈0|x2
1 |2〉 = 1

2

∫
dx1x2

1[ψ0(x1 − x0) + ψ0(x1 + x0)]

×[ψ1(x1 − x0) − ψ1(x1 + x0)]

≈ 1

2

∫
dy[(y + x0)2 − (y − x0)2]ψ0(y)ψ1(y)

= 2x0

∫
dyyψ0(y)ψ1(y) ∼ x0√

ωc
∼ N3/8. (C2)

The matrix element 〈0|x2
2 |2〉 is easier to calculate since the

related Hamiltonian is of the type (B1a),

〈0|x2
2 |2〉 ∼ 1

ωa
∼ N1/4. (C3)

Finally, it comes to our result, 	′ ∼ N−3/8. As illustrated in
the right panel of Fig. 8, the energy spacing of the ground state
and first excited dynamical state, ∼N−1/4, is larger than 	′ ∼
N−3/8, showing that the avoided crossing transitions at �′

ks
are well separated and not affected by the interactions terms
in Eq. (A6).
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