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Quantum resource theory of coding for error correction
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Error-correction codes are central for fault-tolerant information processing. Here we develop a rigorous
framework to describe various coding models based on quantum resource theory of superchannels. We find, by
treating codings as superchannels, a hierarchy of coding models can be established, including the entanglement
assisted or unassisted settings, and their local versions. We show that these coding models can be used to classity
error-correction codes and accommodate different computation and communication settings depending on the
data type, side channels, and pre-/postprocessing. We believe the coding hierarchy could also inspire new coding

models and error-correction methods.
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I. INTRODUCTION

To protect information against noises, error-correction
codes are needed [1]. This is important for both reliable
computation and communication. A fundamental quantity of
a noise channel is its capacity, which is the maximal rate of
information transmission. Shannon’s classical channel coding
theorem shows that the capacity is given by the maximal
mutual information /(A : B) between the sender Alice, A,
and receiver Bob, B, over all possible inputs [2]. Quantum
noises are mathematically modeled as quantum channels, and
a variety of capacities can be defined [3-6].

A notable difference between the classical and quantum
cases are the nonadditivity of some channel capacities [7,8],
leading to many interesting phenomena [9,10]. The primary
setting of quantum communication is the direct transmission
of quantum data, with the asymptotic coherent information
as the measure of its quantum capacity [4]. Many efforts
have been devoted to understand this. For instance, it has
been shown that weakly noisy channels are limited in their
nonadditivity [11], and many nonadditive examples have been
constructed [12]. It was found that adding forward classical
communication does not make a difference, but the back
communication can increase its quantum capacity [13]. Mean-
while, other quantities have also been explored, such as the
reverse coherent information [14] and Rains information [15].

In recent years, the quantum resource theory (QRT) has be-
come a unifying framework to characterize quantum features
[16]. A notable example is bipartite entanglement, for which
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the bipartite separable states are free, i.e., of zero resource,
and stochastic local operations with classical communication
are free operations that cannot increase entanglement [17].
For quantum computation, we recently developed the QRT
of modeling and logical gates [18-20], which can be used to
classify universal quantum computing models and predict new
ones.

There have been a few resource-theoretic approaches for
quantum communication, e.g., Refs. [21-24], and they are
mostly QRTs of channels [16]. In these approaches, some
channels are identified as useless for communication tasks,
such as the set of replacement channels [22] and unitary chan-
nels, with maximal quantum capacity for a given dimension,
will be the most resourceful. However, this cannot identify
the codings that achieve a quantum capacity of a channel as
resources. This motivates us to consider the QRT of codings,
which are actually superchannels [25].

In this paper, we develop a QRT of codings which are
relevant to quantum communication and error correction, and
especially can be applied to various situations. A coding,
including a pair of encoding and decoding operations, is a
superchannel which converts a channel into another. A free
set is the codings that do not work well for a given noise
channel, and resources are those that indeed work. The one-
side computational ability of Alice and Bob also matters,
and different codes can be chosen for different purposes [1].
We find this can be characterized by a hierarchical family of
coding models.

We develop a hierarchy of coding models that includes
the standard settings for quantum communication and the
entanglement-assisted (EA) one [7], and also our two recent
refined models [26]. The hierarchy is defined according to two
notions of locality, a one-side computational locality, relevant
to Alice’s and Bob’s computational ability, and a communi-
cation locality, relevant to the entanglement assistance. The
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TABLE I. A table of the channel capacities studied and mentioned in this paper.

Model I Model II Model III Model IV
Quantum 0 =1(®) On = [log, d + I(®)]/2 O = lim, w Oy = J(9)/2
Classical C, = Xorr(P) Cy = log,d + I(®) Cuy = lim,_, o, 222 Cy = J(P)
Private P, = AC, P, = [log, d + I1(®)]/2 Py = ACy Py =J(®))2

hierarchy has a nontrivial structure. This can be seen by their
capacities. A capacity can be understood as a measure of the
maximal resource of codings in a coding model. The quantum
capacities of a channel ® are I(®), (log, d + 1(D))/2, I.(P),
and J(®)/2, respectively, for models from -1V, and for I(®)
as the coherent information with the maximally mixed state
as input, I.(®) denoting the asymptotic coherent information,
and J(®) as the quantum mutual information (see Table I).
However, I.(®) is nonadditive and there is no definite order
between I.(®) and (log, d + I(®))/2. Therefore, models I,
II, and IV form a subhierarchy, and models I, III, and IV
also form a subhierarchy. Moreover, there could also be more
models in this coding family based on our study of the gaps
among those capacities.

This paper contains the following parts. Section II pro-
vides the necessary background and Sec. III introduces our
definition of coding models. The quantum capacities of these
four models are studied in Sec. IV, and the resource theory of
them are established in Sec. V. We also carry out numerical
simulation to study the gaps among these quantum capacities
for the qubit case in Sec. VI. We conclude in Sec. VII.

II. PRELIMINARIES

A. Quantum channels and superchannels

A quantum channel @ acting on a finite-dimensional
Hilbert space X is a completely positive, trace-preserving
(CPTP) map of the form

®(p) =) KipK], (M)

with K; known as Kraus operators satisfying ), KITK,- =1,
(identity operator of dimension d = dim&’), and states p €
D(X) as trace-class nonnegative semidefinite operators. We
often ignore the subscript of 1, if there is no confusion.
Also, we will use m, to denote the completely mixed state of
dimension d, and simply as 7 if the dimension is implicit. The
above formalism can also be extended to describe channels
® e C(&, V) that do not necessarily preserve dimension.

A different representation of channel ® is an isometry
V with ®(p) = trgV pV" for E denoting an environment (or
Eve). The isometry V is formed by Kraus operators V =
> ;1) ® K; for |i) as orthogonal states of E. The isometry V
forms a part of a unitary circuit U with V = U|0) for |0) as a
state of E. A complementary channel ®¢ can be defined as the
map from the input to E, and the state of E is

pe = Y _ (oK K))|j)il. 2)

ij

The notable channel-state duality [27-30] also enables the
representation of & as a state

we = (P ® 1)(w), 3)

usually known as a Choi state, for w := |w)(w|, and |w) :=
3", lii)/+/d is known as the ebit. The rank of the channel r(®)
is the rank of wg.

The operations on Choi states are further known as quan-
tum superchannels [25]. For notation, we use a hat on the
symbols for superchannels. The circuit representation of a
superchannel is

S(@)(p) = tr,V ® U(p ® [0)(0)). 4)

Here U and V are unitary operators, and a is an ancilla. See
Fig. 1 for an illustration. The dimension of V can be larger
than U [31], but we do not need the details here. It is clear that
higher-order superchannels can also be defined by an iterative
use of the channel-state duality, and this will be used for our
resource theory of superchannels.

B. Quantum resource theory

We follow standard QRT [16] and our recent framework
[18-20]. Given a set D, a resource theory on it is defined by a
tuple

(F,O0,R), (5)

with F C D as a set of free elements, O : F — F the set of
free operations, and R := D\ F the set of resources [16]. The
framework of QRT is quite broad. For instance, set D can be
the set of density operators acting on a Hilbert space or a set
of unitary operators. A measure of resource can be defined but
here we do not need to review it.

A universal resource theory is further defined as

(F,O,R,U), (6)

with an additional set &/ C R as the set of universal resource
compared with a usual resource theory. The universality
means that O(F ® Uf) can simulate any other process O(F ®
R) efficiently. Here, efficiency means that the costs for the
free operations O, free elements F, and universal resources I/
all do not grow exponentially fast with the size of the given

()
N

S

FIG. 1. A schematic of quantum superchannel S (grey area) con-
taining a pre U and a post V unitary operation (boxes) acting on a
channel ® (circle)
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process. Another way to see this is that universal resource U
optimizes the resource measure in R.

For a given total set D, we can define a hierarchy of
resource theories. If F; C J, for two resource theories, then
O; C Oy and R D R, i.e., more elements are treated as re-
sourceful in the first theory. However, to achieve universality,
more resource power is needed for the first theory, denoted as
U, > U,. Then there exist the following conversions between
two universal resources:

(O\ODuy = uy, Orur =up (7

for universal resource u; » € U >, modulo free elements.

C. Entropy and distance measures

The von Neumann entropy is defined as
H(p) =log,d — R(pl|7a), ®)

for the quantum relative entropy R(pllo)=trplog, p —
trplog, o, Vp, 0 € D(X) (see Ref. [7] for more details). It
is monotonic H(®(p)) > H(p) under unital channels ® but
not for nonunital ones. Actually, this is a simple example of a
QRT, with 7, as the free set, unital channels as free operations,
and R(p||lmy) as a measure of resource for all nonidentity
states p.

Given a channel @, the coherent information I.(p, ®) is
defined as [4]

I(p, @) := H(P(p)) — H(P ® La(l¢,))) ©)
for |¢,) as a purification of p. The quantity
J(p, @) :=H(p)+ I.(p, P)

is the quantum mutual information, which is always nonnega-
tive. Let

I(®) := L(7q, D), (10)

which, plus log, d, is the quantum mutual information con-
tained in the Choi state we. It is clear it is additive.
Also, J(®) := max, J(p, ®) is additive [32] but I.(P) :=
max, I.(p, ®) is not. These quantities are used to define quan-
tum capacities.

To quantify the distance between channels, we use the
fidelity between Choi states,

Fp(@,V) = F (P Q 1L(w), ¥V 1(w)), 1D

for the fidelity F(p, o) := |l /p/o I}, with | - ||; denoting
the trace norm.

III. CODING MODELS

A coding task refers to the conversion of n uses of a noise
channel @ into k approximate uses of the identity channel.
The noise channel may depend on some parameters, (, but
we will simply denote it as ®. The value r := k/n is called
the coding rate for the encoding of k qubits into n > k qubits.
The operations on channels are, in general, superchannels; see
Fig. 2.

Definition 1 (Quantum coding). A coding scheme for a
channel ® is a superchannel S satisfying

Fp (1%, S(®®") > 1 — ¢, (12)

A PO -

5

FIG. 2. A schematic of quantum coding with a superchannel $
serving as the coding operation converting n uses of a channel ® into
k uses which approximates the identity channel.

with € € [0, 1] and positive integers n and k.

Note a primary requirement on the coding is that the
tight error bound € should be smaller than 1 — F (®®k, 12F),
which we name the bare error of the channel. The coding
scheme § may also contain tunable parameters, A. A code is
approximate, in general, since the coding error € is not zero
but is called quasiexact [33] if e€(u, A, k, n) — 0 occurs in
the parameter space of (u, A, k, n). It becomes exact when
€ is exactly zero, corresponding to the exact error-correction
condition [34].

An important fact is that realizing superchannels requires
an ancillary system which is assumed to be noise-free [31].
Therefore, to justify a coding scheme, it should fit into the
physical settings properly. This actually leads to different
types of channel capacities and the use of QRT to characterize
them. Here we define four coding models via two notions of
locality.

Definition 2 (Transmission locality). A quantum commu-
nication task from Alice to Bob is transmissionally local if
there is no preshared entanglement between them.

When Alice and Bob both are multipartite and there is a
separable partition of their subsystems, we can define a logical
locality.

Definition 3 (Logical locality). A quantum communica-
tion task from Alice to Bob is logically local if there is no
entanglement among the subsystems of Alice and the subsys-
tems of Bob.

These localities can be well understood by treating them
as variations of the locality or separability to define entangle-
ment [17]. We can then introduce four coding models shown
in Fig. 3, forming a coding family. Roughly speaking, model
I is both spatially and logically local, model II is logically or,
equivalently, spatially, semilocal, model III is spatially local
but logically nonlocal, model IV is both spatially and logically
nonlocal. There can also be other models and, in principle,
there could be an indefinite number of models in the family.
For instance, there are settings when model III is assisted by
one-way or two-way classical communication [13].

Models I and II are defined in our recent paper [26], and
was called the refined setting [26], but here we call it local for
model I, and semilocal for model II. They can be treated as the
local versions of models III and IV, respectively. Model III is
the standard setting for quantum capacity [6] and model IV is
the standard entanglement-assisted setting [5].

IV. QUANTUM CAPACITIES

In this section, we study quantum capacities in these four
models. A quantum capacity can, in general, be defined as
follows.
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v

FIG. 3. Four models of quantum coding. (a) Model I: Spatially and logically local. The quantum capacity is given by I(®). (b) Model II:
Bipartite correlation between code blocks are allowed, and both the encoding and decoding are logically semilocal. The correlation between
code blocks within a player can simulate spatial correlation between corresponding code blocks for the two players. Here the correlation can
be simply understood as ebits. The quantum capacity is given by (I(®) 4 log, d)/2. (c) Model Il is the standard setting for quantum capacity.
It is logically nonlocal. (d) Model 1V is the standard setting for entanglement-assisted quantum capacity. It is both spatially and logically
nonlocal. Notation: Red balls are a few parallel use of noise channels, blue boxes are local coding, the giant green boxes are nonlocal coding,

and yellow curves are entanglement assistance.

Definition 4 (Quantum capacity of a channel). Let
® € C(X,)) be a channel and k = |an] for all but finitely
many positive integers n and an achievable rate o > 0, there
exists a coding superchannel S defined in a coding model
such that

Fr(1®, S(@®") > 1 —¢ (13)

for every choice of a positive real number € and the quantum
capacity of ®, denoted Q(®), is defined as the supremum of
all «.

A. Models I and II1

For models I and III, the coding splits into a pair of encod-
ing £ and decoding D operations. The quantum capacity in
model III is the standard notion of quantum capacity and has
been proven to equal to the entanglement generation capacity
[6]. Model I is a special case of model III, and its capacity
has been proven to be equal to an ebit-distribution capacity
[26]. A feature of model I is that the encoding preserves
identity £(1%%) = 1®". This can be realized by a mixture of
encoding isometry but with a random ancillary state, namely,
tr,U (0®" % @ 1®%) with (n — k) pair of ebits, half of which
are acted upon by U while the other half are traced out. As
has been shown [26], this leads to a single-letter capacity for
model 1. Below we present the proofs of the two quantum
capacities following a unified method. We will follow Ref. [7]
and Theorem 2 below is Theorem 8.55 in it.

Theorem 1 (Quantum capacity theorem: Model I [26]).
The quantum capacity of a channel ® defined in model I is
Oi(®) = I(D).

Theorem 2 (Quantum capacity theorem: Model Il [7]).
The quantum capacity of a channel ® defined in model III is
Ou(P) = lim, IC(:&-

Proof. Theorem 8.53 in Ref. [7] proves I(®) < Oi(P),
and together with Theorem 8.54 in Ref. [7] gives I.(®®") <
nQ(®). To prove I.(®®") > nQy(®), Theorem 8.55 in
Ref. [7] refers to the entanglement generation scheme,
namely, for any rate o < Q;(®), there exists a state |u) €
X®" @ Z® and a decoding channel D € C(Y®", Z®) such

that

F(o®, (DO®" @ 1%%)(ju))) > 1 — €. (14)
Then the result follows from

H(Dd®" @ 1%%(|u))) < 26m + 1 (15)

and
H(D®®" (p)) > m —8m — 1, (16)
and the data-processing inequality [4], for p as the reduced
state of |u) on X®". To prove I(®) > Qy(P), it specifies to

ebit distribution with |u) replaced by w®* and encoding with
E(1®%) = 1®" The above two inequalities become

H(Dd®" @ 1% (%)) < 28m + 1 (17)

and
H(Dd®" (%)) > m — m — 1, (18)
which implies I(®) > Q(D). |

By comparing the above two theorems, we see in model
IIT it allows more general |u) and its reduced state p, instead
of copies of ebit w and the completely mixed state 7. This
reflects the difference between ebit distribution and entangle-
ment generation. For the former, only products of ebits are
allowed, corresponding to local coding schemes, while for the
latter the state |u#) can be multipartite entangled, correspond-
ing to general nonlocal coding schemes.

Also, the preservation of identity is important for the proof
of model-I capacity, which was implicitly used [26] but not
emphasized. This relies on random encoding, which is not
isometric but isometric encoding will suffice [35]. If a mix-
ture of isometric encodings guarantees a high entanglement
fidelity Fg, then each of the isometric encodings also works.
This also applies to model III, but for models II and IV
below, the encoding is not isometric if ignoring the noiseless
entanglement assistance.
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B. Models II and IV

Models II and IV are EA. In model II, due to the logical
locality, only bipartite entanglement is allowed and the perfect
resource is ebit. For model IV, any preshared entangled state is
allowed. Note that in model II, the shared ebits are within each
player, Alice or Bob. These preshared states can be understood
as being generated by a preround of coding on it, and then we
do not need to consider noises on it anymore. For notation,
model II was simply denoted as EA in our previous paper [26].
A simple but important fact to verify is that this can be used
to generate remote ebits between the two players by quantum
teleportation. Also, remote ebits can be used to generate ebits
at Alice’s or Bob’s side. Therefore, the logical semilocality is
equivalent to spatial semilocality.

In the EA settings, an important phenomenon is that the
quantum capacity is half of its classical capacity of a chan-
nel based on quantum teleportation and dense coding [7]. A
technical part is the usage of EA Holevo quantity xg, for the
standard EA setting [3], which is restricted to an orthogonal
case, denoted EAO, due to the usage of ebit assistance [26].
The classical capacities are first expressed as Holevo quanti-
ties,

q>®n
Co(®) = Tim 2@

n— 00 n

’

and Cy(®P) = xgao(P), and then related to coherent informa-
tion. For simplicity, we recall the two theorems below and
reproduce a unified proof. Theorem 4 below is Theorem 8.41
in Ref. [7].

Theorem 3 (Quantum capacity theorem: Model Il [26]).
The quantum capacity of a channel ® defined in model II is
On(®) = (log, d + 1(P))/2.

Theorem 4 (Quantum capacity theorem: Model IV [5]).
The quantum capacity of a channel ® defined in model IV is
On(®) = J(CD)/Z

Proof. In Lemma 8.39 of Ref. [7], it proves that

Xea(P) 2 H(7a) + 1e(7tq, P) 19)

for m; = I1/d and d = tr(IT), and IT is a projector. The proof
actually proves the stronger result

Xeao(®) 2 H(g) + Ie(a, D), (20)

as it uses a completely uniform ensemble of Bell states, 7.,
which is an EAO ensemble. Applying Lemma 8.36 in Ref. [7]
leads to Cy(®) > log, d 4+ I(®) and Ciy (P) = J(P).

Lemma 8.40 [7] applied to EA ensemble 1 gives

x(@®1(n)) < H(o) + I.(o, D). (21)
It also applies to any EAO ensemble g5, Which becomes

Xore(® ® 1(nga0)) < log, d + I(P). (22)

This leads to Cy(®) < log,d +1(P) and Cy(P) < J(D).
This completes the proof. ]

Therefore, we established the quantum capacities for the
four models above, with only the standard model III having
a nonadditive measure of capacity. Due to the additivity of
capacities for models I, II, and IV, the converse quantum Shan-
non theorem in these models are easy to prove by following
well-established methods [15,36-38]. The capacity in each of

the three models also serves as the strong converse capacity,
meaning that once a rate is larger than a capacity, the coding
error would converge exponentially fast to 1 in the asymptotic
limit for all possible codings.

Our framework also applies to classical capacities and
private capacities [8]. Here we will not reproduce the details
[26]. The channel capacities studied in this paper are sum-
marized in Table I. The quantity x is the Holevo quantity
[3] and xorr here is the Holevo quantity when the classical-
to-quantum encoding is restricted to being isometric [26].
The private capacities are equal to the quantum ones for the
entanglement-assisted cases, and otherwise they are from the
Holevo quantity of a channel minus its complementary chan-
nel, hence the notation A in the table.

V. QRT OF CODING

We now use QRT to characterize the coding models. As
codings are superchannels, the QRT of codings is a QRT
of superchannels. Due to the channel-state duality [28], it is
not hard to formulate it by referring to QRTs of other kinds,
especially the QRT of channels [16]. Here, the set of objects
we consider are superchannels that are used for codings.

To define a family, we need to make sure the goal of each
model is the same. For coding, the goal is indeed the same,
which is to convert a channel into the perfect identity channel
with high accuracy. The universal resources are the codings
that achieve the capacity of a channel.

Definition 5 (ORT of codings). A QRT of codings
(F,O,R,U) for a channel ® is defined by a proper set
of free superchannels F used in a coding model, which are
transmissionally local and can only preserve or increase its
bare error, a free set O : F — F, and the resource R is
formed by all allowed superchannels that can decrease the
bare error. The universal set I/ C R contains the codings that
achieve the capacity of a channel @ in a coding model.

Furthermore, a hierarchy can be defined based on a subset
structure of free sets. We say such coding models belong
to a coding family. Model I has the largest F while mode
IV has the smallest, but model I has the least powerful
while model IV has the most powerful /. To prepare for the
theorem below, we clarify a few points. All one-way classical
communication from Alice to Bob is free in all the models.
For model II, we say an operation is semilocal when a local
operation can be assisted by bipartite entanglement. For model
III, the back classical communication from Bob to Alice is
not allowed, however, since it will change its capacity [13].
Although model III is logically nonlocal but spatially local,
it is not comparable with model II, and this leads to two
subhierarchies.

Theorem 5 (Hierarchy of coding models). Models 1, III,
and IV form a hierarchy and models I, II, and IV also form
a hierarchy in the coding family.

Proof. We prove the theorem by the explicit construction
of QRT for each coding model. Relative to a logical locality
and the transmission locality, model I is defined by the free
set F; which can only preserve or increase the bare error. For
instance, all one-side processing at Alice’s or Bob’s side is
free. The set Fy C JF; is logically biseparable or semilocal,
which preserves or increases the bare error. This selects some
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ebit-assisted semilocal codings as resources. The set Fy; C F;
is transmissionally local but without back classical commu-
nication, and logically being / local for / € o(n) as a small
value compared with n. Finally, Fy C JFy, Fy only allows
transmissionally local and logically product operations. It is
also clear there is no set relation between J;; and Fy.

Meanwhile, R, C Ry C Ry and R, C Ry C Ryv. The
subset structures can be shown case by case. For instance,
while 8 € ‘R are the case of Q;(®) > 0, the case of Q;(D) =
0 leads to the existence of multipartite entangled codings
Se Rs N F| or ebit-assisted codings Se R, N Fi. Similar
arguments also apply to other cases.

To verify the universal resource conversion (7), it is enough
to observe that a coding that works at a higher level also works
at a lower level and can be reduced to one that works at a lower
level. For instance, by ignoring the assisted entangled state |n)
in model IV, it reduces to model III. On the contrary, |n) can
be prepared in model III and further used as the assistance in
model IV. |

A. Applications

The benefit of using QRT is to understand these models
systematically, with the capacities as the measure of universal
coding resources. It also highlights the role of local compu-
tational ability, and the trade-off between local computation
and codings. The local computation belongs to their free sets.
These models can be chosen for different practical situations.
Suppose a communication task is to send a large amount of
data, namely, highly entangled states, over a noisy channel.
Below we analyze different strategies in these models.

(1) For model I, Alice and Bob have the largest pre-
/postcomputational ability. Alice can represent the data |y)
as a quantum circuit, U, with

V) = U, Yo, oo Yi). (23)

Alice can use a classical channel to send the classical repre-
sentation of the circuit, [U], namely, the type and location of
each elementary gate in it, and then only send unentangled
qubits over the quantum channel to Bob. Bob has to perform
U according to [U] to obtain |¢). Note U might be of high
depths.

This scheme can be applied in many settings. For instance,
for channels that are only slightly noisy so no powerful en-
coding is needed, or in blind quantum computation [39] when
Alice wants to hide the input data from Bob but not the
algorithm itself, or in teleportation-based models such as the
cluster-state model [40] and quantum von Neumann architec-
ture [41] wherein a computation is simulated by a sequence of
gate teleportation on initially unentangled states.

(2) If the channel is quite noisy, one can move on to model
II, which always has a nonnegative quantum capacity. The
ebits play essential roles here. We find, interestingly, Alice can
represent the data |{) as a matrix-product state (MPS) [42]

W)= Y tBAY - AM]iy . iy). (24)

with local tensors A" (and a boundary operator B), and then
send its circuit representation [A™”] to Bob, who can then
use them and also ebits as resources to obtain |¢) by only

TABLE II. A table of the code types induced by the four coding
models classified in this paper and some stabilizer code examples in
literature. Here the depth refers to the depth of the encoding circuit
for a code. Note more refined classification is possible by considering
more features of codes.

Model I Model I Model III Model IV
Type small block convolutional large block convolutional
Depth small small large large
Examples  [47-49] [50-54] [55-58] [59-61]

applying constant-depth local operations. As is well-known,
MPSs are proper forms to characterize entanglement and play
essential roles in many-body physics to describe topological
order [43]. Here a MPS can be shared remotely by a few
parties, and may have applications in distributed computing
[44].

(3) Models IIT and IV are well known. From our perspec-
tive, model III allows any nonlocal encodings and any pre
and post [-local operations on the state [i/). This can indeed
describe some nontrivial operations on codes, such as code
switching [18,45], which is an important scheme to realize
universal set of logical gates. For model IV, Alice would send
|) as a whole to Bob, so the only required ability for Bob is
to store and manipulate each qubit.

If for a channel 7(®) > 0, then all the models would work,
with higher-level models achieving larger capacities. When
I(®) < 0, one has to move on, e.g., with remote ebits that
may be generated by model I for another channel W with
I(W) > 0, or choose other models. Also note that the models I
and II are not the one-shot versions, since the one-shot setting
only allows separable codings, while I and II allow entangling
isometry as codings.

B. Classification of codes

Our classification theory is not only useful for choosing
a proper coding model, in practice, but also for the usage of
error-correction codes. In the setting of noncooperative com-
munication [46], the classification and recognition of codes
are important. When Alice and Bob do not mutually agree
upon the code being used, Bob has to recognize the type of
code to choose a proper decoding algorithm, which should be
adapted to the right type of code.

We know from the classical coding theory [1] that a code is,
in general, block or convoluntional. The latter is characterized
by a temporal order of data and memory between the encoding
of blocks of data, while for block codes, each block of data
encodes and decodes separately. For quantum codes, it turns
out the memory effect can be simulated by ebits via telepor-
tation, inducing a temporal order of data blocks. It is then
easy to see convolutional codes can be described by model
I (using teleportation module among the encoding parts) and
also model IV (when many of its large blocks are available).
But note the EA settings do not have to be convolutional,
say, when only one block with EA is used for coding. The
difference between models II and IV, and also models I and
III, is a block being small or large. This can be characterized
by the depth of the encoding circuit for a code; see Table II.
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A large depth of the encoding circuit with local gates
can lead to large values of entanglement increasing with the
system size n, while a small or constant depth circuit cannot
do so. There are many ways to characterize entanglement
[17,42,43]—one powerful approach is to express states as
MPSs (24), and the bipartite entanglement entropy Sg in a
state satisfies

Seg o« log, x (25)

for x as the bond dimension of the entanglement space, which
is used to carry the logical information.

Small block codes and convolutional codes will have small
values of entanglement entropy Sg. Examples of small block
codes are those with small k and small encoding circuit
depths, including some well-known small-size codes [47,48]
and symmetry-protected codes [49], and also some convolu-
tional codes [50-53] and quantum Turbo codes, as interleaved
convoluntional codes [54].

Meanwhile, large codes are those with a large value of
k, and most likely also the rate r = k/n. Notable examples
are some high-rate LDPC codes [56], Polar codes [57], the
MERA codes [58], etc. Some of them are entanglement-
assisted [59,60] and hence can be expanded to convolutional
ones when many blocks are used.

We can also consider the reverse problem: Given a code
that is promised to be one of the types we know, how to
determine its type? Such a quantum code recognition task is
an example of quantum hypothesis testing [7], but here the
goal is to test its type not its formula. In general, the quantum
machine learning algorithm [62] can be employed to serve as
a classifier, which, however, is resource intensive. This task
is also hard for the classical case; see Ref. [63] for a latest
study. Different from the classical case, a quantum test is a
measurement that will consume many samples of the state
|v). Here we lay out an entanglement-based scheme but more
advanced method is necessary.

There are ways to measure Sg in experiments [64,65]. Once
the whole state |1/) is obtained by Bob sent from Alice, Bob
can do a few binary tests. First, it is easy to see if it is EA
or not since the EA side channel is noise-free and has to be
established beforehand. Then the value of Sg can tell small
codes from large ones. Due to the state form (23) for block
codes, it is with high probability that far-apart sites have no
entanglement, but not the case for convolutional codes. We
can use the Bell test [66] to distinguish them, but it is not easy
to distinguish convolutional from Turbo codes, and LDPC
from Polar codes by entanglement entropy. Therefore, more
quantities are needed, which could be other entanglement
measures or machine-learned features that deserve further
study.

VI. NUMERICAL SIMULATION

To further understand quantum capacities and the non-
additivity, here we numerically explore the gaps among the
quantum capacities for the case of qubit channels. A general
qubit channel contains 12 parameters. This can be seen in the

0 05 Jt| 1

1

FIG. 4. The quantum capacity gaps for qubit channels of rank
two (red), rank three (blue), and rank four (green). Each panel is for
a capacity or capacity gap. The horizontal axes are all |¢|, which is
the size of the shift vector in the affine representation of a channel.

so-called affine representation 7~ of the form

1 0
T=<; T), (26)

which is a 4 x 4 real matrix. The vector 7 is the shift of
the center of the Bloch ball, and the matrix T enables the
distortion of the ball. To represent a channel succinctly, we
use |¢| and the Frobenius norm |7 ||z to represent a channel.
A larger |t| means larger nonunitality while a smaller ||T || ¢
means larger distortion of the ball. In our simulations, we do
not observe a clear dependence on ||T ||, so we focus on the
behaviors of capacities as functions of |¢|. In our algorithm,
given a random qubit channel ® [67], we use an optimization
algorithm from MATLAB to compute the capacity quantities.
The rank of & is an input parameter, and for each rank we
randomly sample hundreds of qubit channels.

A. Model 1

From the general relation between Holevo quantity and
coherent information, it is easy to see that

O(®) < G(P) < 1e(P). 27)

This means the one-shot quantity Qy(®):=1.(P)=
max, I.(o, ) serves as a good upper bound in model I,
however, it does not serve as a quantum capacity in general.

It is shown that Qy(®) is almost surely positive if r(P) <
d; otherwise, it is almost surely zero [68]. Here we numer-
ically confirmed this for qubit channels in Fig. 4. Note we
use subscript numbers to simplify the capacity quantities. For
qubit rank-two channels, we find Qy(®) are not only positive
but also there is a clear dependence on |t|. There appears
to be a transition region at about |f| ~ 0.5, beyond which
Oy(®) are mostly zero, Q,;(®) are mostly negative, and the
upper envelope is almost linear with |¢|. For rank-three and
rank-four channels, we see that Q,(®) are mostly negative
while Qy(®) are mostly zero. When Qy () = 0, the optimal
input state is pure. The gap AQ5s = Qv — O, and similarly
for AQ»s = Oy — Qv, shows a clear transition region for the
rank-two case.
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FIG. 5. The quantum capacity gaps for qubit channels of rank
three (blue) and rank four (green). Each panel is for a capacity gap.
The |z] is the size of the shift vector in the affine representation of a
channel.

B. Model II vs model IV

In model IV, achieving Qv (®) is to achieve the regularized
EA Holevo capacity, which shall require a highly entangled
state |n) as a resource which is not a product of ebits. The gap

AQr(P) = O (P) — Ou(P) (28)

is a measure of the nonlocal assistance effect of an optimal
resource state |n). The Q) is upper bounded by (log,d +
0Ov)/2, so AQyy < AQ15/2. We can see from the result in
Fig. 4 that the gap AQ»4(®) is quite small (in the order 1073)
and is more apparent for larger shift || for rank-two channels.
For higher-rank cases, the gap becomes larger and there is no
obvious dependence on |¢|. Based on primary simulation tests
not reported here, we expect this gap will get more apparent
for higher dimensional channels.

C. Model III

The quantum capacity Qp;(®) cannot be explicitly com-
puted, in general, but it can be upper bounded. A nice method
is to use the convex decomposition of channels [69]. For
the qubit case, it is well-known that a qubit channel can be
decomposed as the convex sum

O = pdf + (1 — p)d5, (29)

for two so-called generalized extreme channels which are
channels with a rank up to two [67,70]. A qubit generalized
extreme channel is either degradable or antidegradable [71],
for which its quantum capacity is additive. Therefore, it has
been proposed to use the following as an upper bound of the
quantum capacity:

Ou(®) < inf (pQu(®F) + (1 — p)Ou (P3)). (30)

Any such decomposition would serve as a looser upper bound
for its capacity, and we denote such a value as Q;F (®). Also,
there is a lower bound Qy(®) > Oy (P), with equality holds
for degradable channels [72]. We also observe that Qy(®) <
Qu(®). This is explained by the behavior of Q;: when it is
positive, Oy > % while Oy > 0, when it is negative, Q; > 0
while Qy = 0.

Here we plot the quantity AQ»; = O — Oy and AQz =
O — O for random qubit channels of ranks three (blue) and
four (green) in Fig. 5. We see that both AQ»3 and AQ34 can
be either positive or negative. There is no clear dependence on
the rank and |¢| of a noise channel. Most of AQ34 is positive
while most of AQ»3 is negative. A negative AQ34 means the
bound is not tight, while a negative AQ»3 means Qy; is even
smaller than Qy; for some channels. This indeed confirms that
model III does not perfectly lie in between models II and IV
for arbitrary channels.

VII. CONCLUSION

In this paper, we establish a quantum resource theory ap-
proach to describe a family of coding models that are of
importance to quantum communication and error correction.
By treating codings as superchannels, our approach is broad
to describe a few important quantum capacities and types of
codes, and may also be used to discover new ones.

Along that line, as we have mentioned, there are other
types of models or quantities, including back classical com-
munication [13], the simultaneous classical and quantum
communication [72], reverse coherent information [14], the
entanglement cost of channels [73], and the Rains informa-
tion [15]. Whether proper coding models relating to them
can be defined and put in the hierarchy of coding family
is unclear. It is also worth mentioning the codings with
infinite-dimensional systems [74,75], which require further
investigation to generalize our approach.

ACKNOWLEDGMENTS

This work has been funded by the National Natural Science
Foundation of China under Grants No. 12047503 and No.
12105343 (D.-S.W. and Y.-D.L.), No. 61771377 (Y.-J.W.),
the Key R&D Project of Shannxi Province and the Natural
Science Foundation of Guangdong Province (Y.-J.W.), and
the National Key R&D Program of China under Grant No.
2020YFA0712700 (S.L.).

[1] W. E. Ryan and S. Lin, Channel Codes: Classical and Modern
(Cambridge University Press, New York, 2009).

[2] C. Shannon, A mathematical theory of communication, Bell
Syst. Tech. J. 27, 379 (1948).

[3] A. S. Holevo, Quantum coding theorems, Russian Math.
Surveys 53, 1295 (1998).

[4] H. Barnum, M. A. Nielsen, and B. Schumacher, Information
transmission through a noisy quantum channel, Phys. Rev. A
57, 4153 (1998).

[5] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V. Thapliyal,
Entanglement-assisted classical capacity of noisy quantum
channels, Phys. Rev. Lett. 83, 3081 (1999).

[6] I. Devetak, The private classical capacity and quantum capacity
of a quantum channel, IEEE Trans. Inf. Theory 51, 44 (2005).

[7]1 J. Watrous, The Theory of Quantum Information (Cambridge
University Press, New York, 2018).

[8] M. Wilde, Quantum Information Theory (Cambridge University
Press, New York, 2017).

032413-8


https://doi.org/10.1002/j.1538-7305.1948.tb01338.x
https://doi.org/10.1070/RM1998v053n06ABEH000091
https://doi.org/10.1103/PhysRevA.57.4153
https://doi.org/10.1103/PhysRevLett.83.3081
https://doi.org/10.1109/TIT.2004.839515

QUANTUM RESOURCE THEORY OF CODING FOR ERROR ...

PHYSICAL REVIEW A 110, 032413 (2024)

[9] G. Smith and J. Yard, Quantum communication with zero-
capacity channels, Science 321, 1812 (2008).

[10] D. Leung, K. Li, G. Smith, and J. A. Smolin, Maximal privacy
without coherence, Phys. Rev. Lett. 113, 030502 (2014).

[11] E Leditzky, D. Leung, and G. Smith, Quantum and private
capacities of low-noise channels, Phys. Rev. Lett. 120, 160503
(2018).

[12] F. Leditzky, D. Leung, V. Siddhu, G. Smith, and J. A. Smolin,
Generic nonadditivity of quantum capacity in simple channels,
Phys. Rev. Lett. 130, 200801 (2023).

[13] C. H. Bennett, D. P. DiVincenzo, and J. A. Smolin, Capacities
of quantum erasure channels, Phys. Rev. Lett. 78, 3217 (1997).

[14] R. Garcia-Patrén, S. Pirandola, S. Lloyd, and J. H. Shapiro,
Reverse coherent information, Phys. Rev. Lett. 102, 210501
(2009).

[15] M. Tomamichel, M. M. Wilde, and A. Winter, Strong converse
rates for quantum communication, IEEE Trans. Inform. Theory
63, 715 (2017).

[16] E. Chitambar and G. Gour, Quantum resource theories, Rev.
Mod. Phys. 91, 025001 (2019).

[17] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki,
Quantum entanglement, Rev. Mod. Phys. 81, 865 (2009).

[18] D.-S. Wang, A comparative study of universal quantum com-
puting models: Towards a physical unification, Quantum Eng.
2,85 (2021).

[19] D.-S. Wang, Universal resources for quantum computing,
Commun. Theor. Phys. 75, 125101 (2023).

[20] D.-S. Wang, A family of quantum von Neumann architecture,
Chin. Phys. B 33, 080302 (2024).

[21] 1. Devetak, A. W. Harrow, and A. Winter, A family of quantum
protocols, Phys. Rev. Lett. 93, 230504 (2004).

[22] R. Takagi, K. Wang, and M. Hayashi, Application of the re-
source theory of channels to communication scenarios, Phys.
Rev. Lett. 124, 120502 (2020).

[23] H. Kristjansson, G. Chiribella, S. Salek, D. Ebler, and M.
Wilson, Resource theories of communication, New J. Phys. 22,
073014 (2020).

[24] Z.-W. Liu and A. Winter, Resource theories of quan-
tum channels and the universal role of resource erasure,
arXiv:1904.04201.

[25] G. Chiribella, G. M. D’ Ariano, and P. Perinotti, Transforming
quantum operations: Quantum supermaps, Europhys. Lett. 83,
30004 (2008).

[26] D.-S. Wang, On quantum channel capacities: An additive re-
finement, arXiv:2205.07205.

[27] A. Jamiotkowski, Linear transformations which preserve trace
and positive semidefiniteness of operators, Rep. Math. Phys. 3,
275 (1972).

[28] M.-D. Choi, Completely positive linear maps on complex ma-
trices, Linear Algebra Appl. 10, 285 (1975).

[29] I. Bengtsson and K. Zyczkowski, Geometry of Quantum States
(Cambridge University Press, Cambridge., 2006).

[30] M. Jiang, S. Luo, and S. Fu, Channel-state duality, Phys. Rev.
A 87, 022310 (2013).

[31] K. Wang and D.-S. Wang, Quantum circuit simulation of super-
channels, New J. Phys. 25, 043013 (2023).

[32] C. Adami and N. J. Cerf, von Neumann capacity of noisy
quantum channels, Phys. Rev. A 56, 3470 (1997).

[33] D.-S. Wang, G. Zhu, C. Okay, and R. Laflamme, Quasi-exact
quantum computation, Phys. Rev. Res. 2, 033116 (2020).

[34] E. Knill and R. Laflamme, Theory of quantum error-correcting
codes, Phys. Rev. A §5, 900 (1997).

[35] H. Barnum, E. Knill, and M. Nielsen, On quantum fidelities and
channel capacities, IEEE Trans. Inf. Theory 46, 1317 (2000).

[36] A. Winter, Coding theorem and strong converse for quantum
channels, IEEE Trans. Inf. Theory 45, 2481 (1999).

[37] T. Ogawa and H. Nagaoka, Strong converse to the quantum
channel coding theorem, IEEE Trans. Inf. Theory 45, 2486
(1999).

[38] C. H. Bennett, I. Devetak, A. W. Harrow, P. W. Shor, and A.
Winter, The quantum reverse Shannon theorem and resource
tradeoffs for simulating quantum channels, IEEE Trans. Inf.
Theory 60, 2926 (2014).

[39] A. Broadbent, J. Fitzsimons, and E. Kashefi, Universal blind
quantum computation, in Proceedings of the 50th Annual Sym-
posium on Foundations of Computer Science (IEEE Computer
Society, Los Alamitos, CA, 2009), pp. 517-527.

[40] R. Raussendorf and H. J. Briegel, A one-way quantum com-
puter, Phys. Rev. Lett. 86, 5188 (2001).

[41] D.-S. Wang, A prototype of quantum von Neumann architec-
ture, Commun. Theor. Phys. 74, 095103 (2022).

[42] D. Perez-Garcia, F. Verstraete, M. Wolf, and J. Cirac, Matrix
product state representations, Quantum Inf. Comput. 7, 401
(2007).

[43] B. Zeng, X. Chen, D.-L. Zhou, and X.-G. Wen, Quantum In-
formation Meets Quantum Matter (Springer-Verlag New York,
2019).

[44] S. Wehner, D. Elkouss, and R. Hanson, Quantum internet: A
vision for the road ahead, Science 362, caam9288 (2018).

[45] A. Paetznick and B. W. Reichardt, Universal fault-tolerant
quantum computation with only transversal gates and error
correction, Phys. Rev. Lett. 111, 090505 (2013).

[46] R. Moosavi and E. G. Larsson, Fast blind identification of
channel codes, IEEE Trans. Commun. 62, 1393 (2014).

[47] P. W. Shor, Fault-tolerant quantum computation, in Proceedings
of 37th Conference on Foundations of Computer Science (IEEE,
Burlington, VT, USA, 1996), pp. 56-65.

[48] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press, Cam-
bridge, 2000).

[49] D.-S. Wang, Y.-J. Wang, N. Cao, B. Zeng, and R. Laflamme,
Theory of quasi-exact fault-tolerant quantum computing
and valence-bond-solid codes, New J. Phys. 24, 023019
(2022).

[50] H. F. Chau, Quantum convolutional error-correcting codes,
Phys. Rev. A 58, 905 (1998).

[51] H. Ollivier and J.-P. Tillich, Description of a quantum convolu-
tional code, Phys. Rev. Lett. 91, 177902 (2003).

[52] M. M. Wilde, Quantum-shift-register circuits, Phys. Rev. A 79,
062325 (2009).

[53] A.J. Ferris and D. Poulin, Tensor networks and quantum error
correction, Phys. Rev. Lett. 113, 030501 (2014).

[54] D. Poulin, J.-P. Tillich, and H. Ollivier, Quantum serial turbo
codes, IEEE Trans. Inf. Theory 55, 2776 (2009).

[55] A. Y. Kitaev, Fault-tolerant quantum computation by anyons,
Ann. Phys. 303, 2 (2003).

[56] N. P. Breuckmann and J. N. Eberhardt, Quantum low-density
parity-check codes, PRX Quantum 2, 040101 (2021).

[57] Z. Babar, Z. B. Kaykac Egilmez, L. Xiang, D. Chandra, R. G.
Maunder, S. X. Ng, and L. Hanzo, Polar codes and their

032413-9


https://doi.org/10.1126/science.1162242
https://doi.org/10.1103/PhysRevLett.113.030502
https://doi.org/10.1103/PhysRevLett.120.160503
https://doi.org/10.1103/PhysRevLett.130.200801
https://doi.org/10.1103/PhysRevLett.78.3217
https://doi.org/10.1103/PhysRevLett.102.210501
https://doi.org/10.1109/TIT.2016.2615847
https://doi.org/10.1103/RevModPhys.91.025001
https://doi.org/10.1103/RevModPhys.81.865
https://doi.org/10.1002/que2.85
https://doi.org/10.1088/1572-9494/ad07d6
https://doi.org/10.1088/1674-1056/ad50be
https://doi.org/10.1103/PhysRevLett.93.230504
https://doi.org/10.1103/PhysRevLett.124.120502
https://doi.org/10.1088/1367-2630/ab8ef7
https://arxiv.org/abs/1904.04201
https://doi.org/10.1209/0295-5075/83/30004
https://arxiv.org/abs/2205.07205
https://doi.org/10.1016/0034-4877(72)90011-0
https://doi.org/10.1016/0024-3795(75)90075-0
https://doi.org/10.1103/PhysRevA.87.022310
https://doi.org/10.1088/1367-2630/acc5aa
https://doi.org/10.1103/PhysRevA.56.3470
https://doi.org/10.1103/PhysRevResearch.2.033116
https://doi.org/10.1103/PhysRevA.55.900
https://doi.org/10.1109/18.850671
https://doi.org/10.1109/18.796385
https://doi.org/10.1109/18.796386
https://doi.org/10.1109/TIT.2014.2309968
https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1088/1572-9494/ac68d8
https://doi.org/10.1126/science.aam9288
https://doi.org/10.1103/PhysRevLett.111.090505
https://doi.org/10.1109/TCOMM.2014.050614.130297
https://doi.org/10.1088/1367-2630/ac4737
https://doi.org/10.1103/PhysRevA.58.905
https://doi.org/10.1103/PhysRevLett.91.177902
https://doi.org/10.1103/PhysRevA.79.062325
https://doi.org/10.1103/PhysRevLett.113.030501
https://doi.org/10.1109/TIT.2009.2018339
https://doi.org/10.1016/S0003-4916(02)00018-0
https://doi.org/10.1103/PRXQuantum.2.040101

WANG, LIU, WANG, AND LUO

PHYSICAL REVIEW A 110, 032413 (2024)

quantum-domain counterparts, [IEEE Commun. Surv. Tutorials
22,123 (2020).

[58] G. Vidal, Entanglement renormalization, Phys. Rev. Lett. 99,
220405 (2007).

[59] J. M. Renes, F. Dupuis, and R. Renner, Efficient polar coding
of quantum information, Phys. Rev. Lett. 109, 050504 (2012).

[60] M. Wilde and S. Guha, Polar codes for classical-quantum chan-
nels, IEEE Trans. Inf. Theory 59, 1175 (2013).

[61] T. Brun, I. Devetak, and M.-H. Hsieh, Correcting quantum
errors with entanglement, Science 314, 436 (2006).

[62] P. Wittek, Quantum Machine Learning: What Quantum Com-
puting Means to Data Mining (Academic Press, Cambridge,
Massachusetts, 2014).

[63] K. Liu, Y. Cao, and Y. Lv, Blind recognition of channel
codes based on a multiscale dilated convolution neural network,
Physical Communication 64, 102365 (2024).

[64] R. Islam, R. Ma, P. M. Preiss, M. E. Tai, A. Lukin, M. Rispoli,
and M. Greiner, Measuring entanglement entropy in a quantum
many-body system, Nature (London) 528, 77 (2015).

[65] T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier, B.
P. Lanyon, P. Zoller, R. Blatt, and C. F. Roos, Probing Rényi
entanglement entropy via randomized measurements, Science
364, 260 (2019).

[66] N. D. Mermin, Hidden variables and the two theorems of John
Bell, Rev. Mod. Phys. 65, 803 (1993).

[67] D.-S. Wang, D. W. Berry, M. C. de Oliveira, and B. C. Sanders,
Solovay-Kitaev decomposition strategy for single-qubit chan-
nels, Phys. Rev. Lett. 111, 130504 (2013).

[68] S. Singh and N. Datta, Coherent information of a quantum
channel or its complement is generically positive, Quantum 6,
775 (2022).

[69] G. Smith, Private classical capacity with a symmetric side chan-
nel and its application to quantum cryptography, Phys. Rev. A
78, 022306 (2008).

[70] M. B. Ruskai, S. Szarek, and E. Werner, An analysis
of completely-positive trace-preserving maps on M,, Linear
Algebra Appl. 347, 159 (2002).

[71] M. M. Wolf and D. Pérez-Garcia, Quantum capacities of chan-
nels with small environment, Phys. Rev. A 75, 012303 (2007).

[72] 1. Devetak and P. W. Shor, The capacity of a quantum channel
for simultaneous transmission of classical and quantum infor-
mation, Commun. Math. Phys. 256, 287 (2005).

[73] M. Berta, F. G. S. L. Branddo, M. Christandl, and S. Wehner,
Entanglement cost of quantum channels, IEEE Trans. Inf.
Theory 59, 6779 (2013).

[74] A.S. Holevo and R. F. Werner, Evaluating capacities of bosonic
Gaussian channels, Phys. Rev. A 63, 032312 (2001).

[75] C. Weedbrook, S. Pirandola, R. Garcia-Patrén, N. J. Cerf, T. C.
Ralph, J. H. Shapiro, and S. Lloyd, Gaussian quantum informa-
tion, Rev. Mod. Phys. 84, 621 (2012).

032413-10


https://doi.org/10.1109/COMST.2019.2937923
https://doi.org/10.1103/PhysRevLett.99.220405
https://doi.org/10.1103/PhysRevLett.109.050504
https://doi.org/10.1109/TIT.2012.2218792
https://doi.org/10.1126/science.1131563
https://doi.org/10.1016/j.phycom.2024.102365
https://doi.org/10.1038/nature15750
https://doi.org/10.1126/science.aau4963
https://doi.org/10.1103/RevModPhys.65.803
https://doi.org/10.1103/PhysRevLett.111.130504
https://doi.org/10.22331/q-2022-08-11-775
https://doi.org/10.1103/PhysRevA.78.022306
https://doi.org/10.1016/S0024-3795(01)00547-X
https://doi.org/10.1103/PhysRevA.75.012303
https://doi.org/10.1007/s00220-005-1317-6
https://doi.org/10.1109/TIT.2013.2268533
https://doi.org/10.1103/PhysRevA.63.032312
https://doi.org/10.1103/RevModPhys.84.621

