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Measurement of the fluorescence decay rate of 2 3PJ positronium
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The fluorescence decay rate of 2 3PJ positronium (Ps) atoms [�fl] has been experimentally determined using
a Stark-mixing technique. Ground-state Ps atoms were optically excited in an electric field to states containing
both 2 3PJ and 2 3S1 components. The relative state populations were controlled via an applied mixing electric
field, and a larger, pulsed, electric field was used to induce rapid quenching of the system after a fixed time
delay. The dependence of the quenching signal on the mixing field strength was used to determine the relative
S and P populations of the mixed states, whose decay rates are determined by the intrinsic self-annihilation
and fluorescence decay rates. The measurements were compared to a trajectory simulation and Stark-mixing
model, using the fluorescence decay rate as a free parameter. By finding the best agreement between the data and
simulations we obtain �fl = 299 ± 25 µs−1, which is consistent with the mean theoretical value of 313.343 ±
0.003 µs−1.
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I. INTRODUCTION

Positronium (Ps), the bound state of an electron and a
positron [1], is a hydrogenic atomic system composed only
of leptons, and as such is well suited for testing bound-state
QED theory [2]. Such tests are performed by comparing mea-
sured properties of Ps with quantities that can be calculated
with high precision, such as intervals between atomic energy
levels or self-annihilation decay rates [3]. Measurements of
Ps energy intervals are performed via spectroscopic means,
using microwave [4] or laser [5] radiation to drive transitions
between levels. Decay rate measurements are generally per-
formed by measuring stop and start times, corresponding to
positron production and subsequent Ps annihilation [6].

Currently the most precise theory values for Ps decay rates
are �o-Ps = 7.039979(19) µs−1 for the triplet ground states
(1 3S1, o-Ps) and �p-Ps = 7.989618(18) ns−1 for the singlet
ground state (1 1S0, p-Ps) [3]. This corresponds to mean life-
times of ∼142 ns and 125 ps, respectively. The o-Ps decay rate
has been measured many times and disagreement with theory
was at one point the subject of some controversy, known
as the positronium lifetime puzzle [7]. This has now been
resolved [8,9], and measurements and theory are presently
in good agreement; the average value of the new measure-
ments is �o-Ps = 7.0401(11) µs−1 [10]. Only the ground-state
decay rates have been measured with high precision; the n = 2
triplet decay rate [11] and Rydberg Ps fluorescence decay
rates [12] have been measured with a precision on the order
of 10%.
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The fast p-Ps decay rate �p-Ps is difficult to measure di-
rectly, and all experiments performed so far have relied upon
a scheme in which singlet and triplet ground states are mixed
in a magnetic field via the Zeeman effect. This produces a
mixed state with a slower decay rate (longer lifetime) owing
to the admixture of the o-Ps component, which means that
the p-Ps decay rate can be obtained from measurements of the
mixed-state decay rate if the triplet decay rate and the strength
of the external mixing field are known [6]. Several measure-
ments have been performed using this method [13–15]; the
most precise value obtained is �p-Ps = 7.9909(1.7) ns−1 [15],
which is also in agreement with theory [3].

Self-annihilation is the only decay mode available for Ps
atoms in the ground state, but excited-state atoms may also
decay radiatively. The annihilation decay rate depends on the
overlap of the electron-positron wave functions (i.e., |ψ (0)|2)
[16]. This means that, for all practical purposes, only S states
decay via self-annihilation, and the decay rate scales with n3.
Thus, the corresponding 2 1S0 and 2 3S1 lifetimes are ∼1 ns
and 1 µs, respectively. For 2 P levels self-annihilation is highly
suppressed because there is no wave-function overlap [17,18].
The situation is reversed for radiative decay, which is forbid-
den by electric dipole selection rules for the 2 S levels, but not
for 2 P levels, which therefore decay exclusively via fluores-
cence. The corresponding radiative decay rate (averaged over
all accessible 2 3PJ substates) is 313.343 ± 0.003 µs−1 [16].

Since both S and P levels are present in the n = 2 man-
ifold, electric fields can be used to mix them via the Stark
effect, and thus produce states whose lifetimes depend on the
applied electric field [19]. By performing measurements in
different electric fields it is possible to determine the 2 3PJ

radiative decay rate if the 2 3S1 annihilation decay rate is
known; this method constitutes a Stark-mixing analog of the
Zeeman-mixing method used to determine the p-Ps decay
rate [15]. Here, we report the results of such a measurement.
The basic methodology of the experiment is as follows: Ps
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atoms, optically produced in the 2 3S1 level, enter a region
in which an applied electric field mixes the 2 3S1 and 2 3PJ

levels, producing a mixed state. A subsequent quenching pulse
is then used to measure the remaining atom fraction after a
fixed time delay. This is repeated for a range of mixing fields,
and we then compare these measurements to simulations per-
formed using a variable fluorescence decay rate �fl to find the
rate that gives the best agreement with the data. We obtain
�fl = 299 ± 25 µs−1, which is consistent with the theoretical
value.

II. EXPERIMENTAL METHODS

A. Positronium production and excitation

The experimental methods used to produce, excite, and
detect Ps atoms in the present work are similar to those
described elsewhere [20]. A dc positron beam formed from
a 22Na source and a neon moderator [21] was converted to
a pulsed beam using a two-stage Surko-type buffer gas trap
[22] and a harmonic buncher [23]. The apparatus produced
positron pulses with spatial (temporal) widths of 3 mm (4 ns)
(FWHM) containing ∼105 positrons [20] at a repetition rate of
1 Hz. This beam was implanted into a mesoporous silica target
[24], mounted on electrode T, with an implantation energy of
∼4 keV. The positron beam was magnetically guided by an
axial field of strength 63 G. The time at which positrons were
implanted into the target is defined as t0 = 0, and other quoted
times are in reference to this.

Ps atoms emitted into vacuum from the silica tar-
get were irradiated with pulsed laser light to excite ei-
ther 2 3S1 [25] or Rydberg states [26], or to photoionize
Ps atoms [20], as indicated in Fig. 1. Two dye lasers
were used in the experiments [20]; a ultra violet (UV)
laser propagating in the +x direction (λ = 243 nm, �t =
4 ns, �ν ≈ 100 GHz, 0.5 mJ/pulse) and an infrared
(IR) laser propagating in the −x direction (λ ≈ 730 nm,
�t = 5 ns, �ν ≈ 5 GHz, 5 mJ/pulse). The IR and UV
dye lasers were pumped by the second (532 nm) and third
(355 nm) harmonics a single Nd:YAG (neodymium-doped yt-
trium aluminum garnet) laser, respectively. The pulsed lasers
were fired at the optimal time for maximum Ps excitation,
which was tl = 20 ns.

As indicated in Fig. 1, Ps formation and laser excitation
were conducted between electrodes T and E1, which were
designed to control the local electric fields. This was des-
ignated the laser excitation region (LER), with an electrode
separation of 7 mm. A third electrode (E2) was located 40 mm
beyond E1. The space between E1 and E2 was designated
the field mixing region (FMR). Both E1 and E2 contain high
transmission (95%) tungsten meshes to allow positrons and Ps
atoms to pass through.

For Ps production, the positron beam implantation energy
was controlled by biasing T to VT = −4.5 kV, which resulted
in an electric field in the LER of Fex = 6.4 kV/cm, with E1
held at ground potential. Some of the atoms produced in the
LER were able to travel through E1 into the FMR, where
a mixing electric field was applied by biasing E2. After a
variable time delay tQ, atoms in the FMR and LER were
quenched by rapidly applying a large voltage pulse (+4 kV)
to electrode E1 with a switch-on time (10%–90%) of 34 ns.
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FIG. 1. A schematic representation of the electrode structure
used in the experiment showing the target electrode (T) and the two
electrodes used to define the field mixing region (E1 and E2). The
upper scale indicates the electrode positions along the z axis. The
corresponding travel time for Ps atoms moving in the z direction
at the average velocity of 140 km/s is shown on the lower scale.
The shaded cones indicate the trajectories of ground-state (Ps) and
excited-state (Ps*) atoms. The blue (red) arrow indicates the direc-
tion of the UV (IR) laser.

A Stark-mixing production scheme (described in detail in
Ref. [25]) was used to generate Ps atoms in the 2 3S1 level.
The UV laser was used to drive 1 3S1 → 2 S∗ transitions in an
electric field Fex, where 2 S∗ refers to a Stark mixed excited
state [19]. Since 2 S∗ states contain both 2 3S1 and 2 3PJ com-
ponents, rapidly switching off VT (and hence Fex) allows the
adiabatic evolution 2 S∗ → 2 3S1 to occur. Using a fast high-
voltage (HV) switch, VT was switched to 0 V immediately
after the excitation laser pulse. The voltage switch-off time
tfall (90%–10%) was 32 ns, which allowed approximately 5%
of excited atoms to evolve to the pure 2 3S1 state [25]. We
note that the presence of a magnetic field means that the states
are not pure, and the 2 3S1 levels produced actually contain
some singlet component. This lowers the lifetime slightly, but
is negligible in the present work.

Positronium atoms in highly excited (Rydberg) states [27]
were produced using two overlapping laser pulses (UV +
IR). The UV laser was used to drive 1 3S1 → 2 3PJ transi-
tions, as described above, and the IR laser was used to drive
2 3PJ → n 3S/D transitions [26]. Laser light with wavelength
λ = 734.6 nm was used to generate Rydberg atoms with prin-
cipal quantum number n = 23, which was verified by selective
field ionization [28]. Measurements were also performed with
the IR laser wavelength tuned to λ = 728 nm, which is above
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the energy threshold for photoionization. This was used to
measure the transverse Ps velocity distribution via Doppler
spectroscopy [29].

Since it is easier to produce Rydberg atoms in a lower
electric field to prevent field ionization or Stark broadening
of the excitation line shape [30], the target bias for positron
implantation was reduced to VT = −3.5 kV for Rydberg ex-
citation. This does not change the Ps emission energy [29],
but can affect the mean Ps emission time from the silica
target. Previous studies using a nominally identical silica film
indicate that this difference is less than 3 ns [31] and can be
safely neglected in the present work. The bias VT, and hence
the electric field in the LER, was switched off at time t = 5 ns,
after the positron pulse was implanted, but before the UV and
IR laser pulses were applied.

Measurements of Ps production, excitation, and decay pro-
cesses were made via the time dependence of annihilation
gamma radiation using a single-shot lifetime method [32].
Lifetime spectra V (t ) were recorded using four gamma ray
detectors (D1–D4), each comprising a lutetium-yttrium oxy-
orthosilicate (LYSO) scintillator attached to a photomultiplier
tube [33].

Background subtracted lifetime spectra were used to quan-
tify the number of quenched 2 S∗ and field-ionized Rydberg
atoms [11]. The 2 S∗ (Rydberg) spectra was subtracted from
the quenched 2 S∗ (field-ionized Rydberg) spectra to produce
an annihilation peak [e.g., Fig. 5(a)], the integrated area of
which was proportional to the number of atoms present in the
apparatus at the quenching time tQ. An additional background
subtraction was required to remove noise in the signal due to
pick up in the detection system from the fast HV switch used
to generate the quenching signals. Background subtracted life-
time spectra were normalized to the total integrated lifetime
spectra area AAC to compensate for variations in the positron
beam intensity. The normalization integration was performed
between the time windows tA = −30 ns and tC = 1000 ns
to encompass all positron annihilation events resulting from
positron implantation into the target.

By integrating the lifetime spectra we can obtain the pa-
rameter fd = AAC−AAB

AAC
, where the time windows tB and tC are

chosen according to the type of event being studied [20]. Pho-
toionization and Rydberg production were characterized using
the parameter Sγ , which is defined as Sγ = foff − fon

foff
, where fon

( foff ) refers to measurements made with the radiation source
(i.e., laser) on (off).

B. Velocity distributions

The transverse Ps velocity distribution vx was measured
directly via Doppler spectroscopy [29]. An example of a
Doppler profile measured via photoionization is shown in
Fig. 2(a). The width of this line shape is dominated by Doppler
broadening and is ∼835 GHz (FWHM), which is much larger
than the 50 MHz (FWHM) natural width of the underly-
ing 1 3S1 → 2 3PJ transition. This distribution represents the
ground-state vx distribution, which is the same as the vy distri-
bution, owing to the random pore structure of the silica target.
The excited-state v∗

y distribution is the same as that of the
ground state (i.e., v∗

y = vy), but the excited-state v∗
x distribu-

tion is much narrower than the ground-state distribution vx

FIG. 2. (a) Measured spectral line shape of the 1 3S1 → 2 3PJ

transition with integration bounds tB = 100 ns and tC = 700 ns.
(b) The corresponding vy velocity distribution. Also shown in (b) are
the velocity-selected excited-state v∗

x distribution, as defined by the
100-GHz UV excitation laser bandwidth, and the excited-state vz

distribution obtained from time-delayed Rydberg ionization mea-
surements (see Appendix). The legend shows the root-mean-square
speeds for each indicated distribution.

because it is limited by velocity selection from the ∼100 GHz
bandwidth of the UV excitation laser. The corresponding vy

and v∗
x velocity distributions are shown in Fig. 2(b).

The longitudinal Ps velocity distribution (vz) was obtained
using time-dependent Rydberg field ionization measurements.
In these measurements Rydberg atoms excited to the n = 23
state were allowed to propagate for a variable time, after
which they were ionized by the application of a large elec-
tric field [28]. The Rydberg atoms generated in this process
have negligible annihilation decay rates, and their radiative
lifetime is more than 40 µs [12], meaning that essentially no
loss of Rydberg atoms will occur on the 1 µs timescale of
the experiment. The velocity distributions of the excited-state
atoms are largely determined by the ground-state distributions
and the UV excitation laser properties [34]. Thus, the velocity
distributions of the Rydberg Ps atoms are expected to be
identical to those of the 2 3S1 atoms (excluding any changes
in motion caused by external field gradients [35]).

The Ps time-dependent Rydberg field ionization mea-
surements were compared to simulations including particle
trajectories, local electric fields, and atom decay. These were
run using a trial vz distribution, obtained from time-of-flight
measurements made using Rydberg atoms in a ring guide
[36]. This distribution was then adjusted so as to minimize
the difference between the simulations and the measured data
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FIG. 3. Simulated trajectories of 100 2 S∗ atoms traveling
through the y-z plane (x = 0) of the electrode structure used in the
experiments. The color map indicates the applied mixing electric
field of ∼0.38 kV/cm, resulting from a bias of 1520 V applied to
E2, with electrode E1 held at ground potential.

(see Appendix for details). The final vz distribution obtained
is shown in Fig. 2(b).

III. SIMULATIONS

Analysis of the experiment involved comparison of mea-
sured data with simulations. To generate the simulated data,
Monte Carlo sampling methods were used to determine a set
of Ps trajectories using the velocity distributions shown in
Fig. 2(b). The starting coordinates and creation times of the Ps
atoms were sampled from Gaussian distributions defined by
the radial and temporal width of the incident positron beam.
A total of 40 000 trajectories were generated per simulation to
reduce the statistical error to negligible levels [37].

The stepwise trajectory for each atom was determined by a
leapfrog algorithm, with a step interval of dt = 2 ns. The tra-
jectories were terminated following annihilation events which
occurred if Ps atoms (1) collided with objects in the vacuum
system, (2) decayed by self-annihilation, or (3) encountered
electric fields strong enough to cause ionization. The self-
annihilation rates of atoms were determined by the atomic
state and external electric fields, including fluorescence decay
processes that transfer 2 S∗ atoms to the ground state [19].
Rydberg atoms were considered to be stable to self-
annihilation, but could radiatively decay to the ground state.

Electric field distributions were calculated using the
SIMION software package [38], which uses finite element
methods (FEM) to evaluate the electric fields within a volume
with user-specified electrode configurations. The simulated
volume contained the three electrodes, their mounting mecha-
nism, and the surrounding vacuum chamber, which were used
as boundary conditions in the solver. Figure 3 shows typical
particle trajectories in the electrode structure, as well as a
two-dimensional (2D) color map representing the electric field
configuration used for field mixing 2 S∗ atoms. In this example
an electric field of ∼0.38 kV/cm is generated using applied
voltages of VT = 0 V, VE1 = 0 V, and VE2 = 1520 V.

Whether a quenching or ionization event occurred was
determined in a Monte Carlo process by converting the ap-
propriate field-dependent decay rate �(F ) to a probability

FIG. 4. Calculated decay rates of the 2 S∗ mixed state as function
of applied electric field. The calculation also includes an axial mag-
netic field of strength 63 G to match the experimental conditions. The
decay rate is almost exclusively determined by fluorescence decay to
the ground state. The annihilation and fluorescence decay rates of
the constituent 2 3S1 and 2 3PJ levels are also shown in the figure,
indicated by the horizontal lines.

P = 1 − exp[−�(F )dt], which was compared to a random
number within each finite time step of the leapfrog propaga-
tion. The ionization rates for Rydberg atoms were determined
by randomly selecting one of the k substates within the
n = 23 manifold, assuming uniform distribution, for which
the ionization rate can be calculated in any given electric field
[27,28].

The decay rate for n = 2 Ps depends on external fields
which mix S and P levels and opens the pathway for 2 3S1

to decay via fluorescence by adding some 2 3PJ character.
Fluorescence and annihilation decay rates (�fl, and �ann, re-
spectively) for Ps atoms in state i in external fields are given
by

�fl, i =
∑

j

C2
i, j �fl, j (1)

and

�ann, i =
∑

j

C2
i, j �ann, j, (2)

where Ci, j are the coefficients of the eigenvectors of the full
Hamiltonian matrix (i.e., including the Zeeman and Stark
components) and j is an index over all n = 2 basis states (see
Ref. [19] for details). These coefficients depend on the applied
fields, and the total decay rate for each eigenstate is given by

�tot,i = �fl,i + �ann,i. (3)

The present experiment was conducted in an axial mag-
netic field of strength Bz = 63 G. In this field, Zeeman mixing
changes the 0.88 µs−1 2 3S1 lifetime to ∼0.90 µs−1 for the
2 S∗ mixed state. The calculated 2 S∗ decay rate due to various
electric fields is shown in Fig. 4, including the Zeeman mixing
for Bz = 63 G. We note that the large difference between
the annihilation and fluorescence decay rates means that the
measurement is very insensitive to the former, and that the
magnetic field has a negligible impact on the final result.
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As in the experiment, the VE1 quenching bias of 4 kV
was applied at varying times, either to quench 2 S∗ atoms or
field-ionize Rydberg atoms. The switching process of VT was
also included. These potentials, and the concomitant electric
fields, did not appear instantaneously at the selected times,
but instead were matched to the measured switch rise times of
32 ns and 34 ns (10%–90%) for VT and VE1, respectively. VE2

had no rise time as the mixing fields were not pulsed.
Lifetime spectra were generated by convolution of the

simulated gamma flux with a detector response function
that included the measured detector rise (5 ns) and decay
(40 ns) times. These spectra were matched to data using
arbitrary scaling factors, since the detector solid angles or
other geometrical effects were not included in the simulations.
Simulated lifetime spectra were generated for all experimental
conditions, including a background simulation wherein the
E1 pulse was not applied. By performing the same back-
ground subtraction on simulated spectra as were used with
experimental data, an analog of the measured signals was gen-
erated that could be directly compared to data, as discussed in
Sec. IV.

IV. RESULTS AND DISCUSSION

The main result of the experiments performed in this work
are measurements of the number of 2 S∗ atoms surviving after
experiencing mixing electric fields of varying strengths. These
data were obtained by applying a quenching pulse at a fixed
time (tQ = 190 ns) relative to the production of excited-state
Ps atoms. This quenching pulse resulted in rapid radiative
decay to the ground state, and a subsequent increase in the
gamma ray flux that is proportional to the number of remain-
ing atoms. An example of such measurements (recorded using
a single detector) is shown in Fig. 5(a). A simulation of this
process was performed using the methods detailed in Sec. III,
and the results are shown in Figs. 5(b) and 5(c). Both the
measured and simulated data have been normalized to the
maximum height of the quenching peaks. The curves show
the signals for a range of mixing fields Fmix. It is evident that
for larger fields, where more P character is present in the 2 S∗
state, fewer atoms remain at the quenching time, as one would
expect.

The simulations shown in Figs. 5(b) and 5(c) include 2 P
fluorescence decay rates (�fl) of 1000 and 200 µs−1, respec-
tively. Simulations of this type were performed for a wide
range of �fl values, with the goal of finding the �fl that best
matches the data. A direct comparison was made between the
individual peak areas, which were determined by integrating
the relevant background-subtracted spectra. The integration
bounds were defined as the average time the rising and falling
edge of the quenching peaks crossed x = 0 across all mixing
fields. The bounds were uniquely determined for each detector
and simulation to account for differences in detected events
and �fl, respectively.

The measured Aexp and simulated Asim peak areas were then
used to determine the reduced chi-square parameter between
the model and the experimental data [39]:

χ2
red = 1

ν

∑(
Aexp − Asim

σexp

)2

, (4)

FIG. 5. Background subtracted 2 S∗ quenching data obtained us-
ing (a) detector D1, and simulations obtained using 2 3PJ decay rates
of (b) 1000 µs−1 and (c) 200 µs−1. Measurements were made using a
range of electric potentials applied to E2, generating the electric field
strengths indicated by the color map. The solid vertical line at 190 ns
indicates the time at which the quenching pulses were applied. The
dot-dashed lines in (a) indicate the integration bounds t1 = 214 ns
and t2 = 393 ns used to calculate Aexp for D1.

where σexp is the error associated with Aexp, ν = N − F − 1,
N is the number of data points, and F = 1 is the number of
degrees of freedom. χ2

red was minimized for each recorded
data set (i.e., data obtained from each detector).

The observed quenching peaks in Fig. 5(a) are slightly
wider than the simulated peaks shown in Fig. 5(b). This may
be caused by ringing in the HV switch; the maximum field
applied is 1 kV/cm, which will increase the 2 S∗ decay rate to
around 100 µs−1 (see Fig. 4), but field oscillations on this time
scale could result in a partially delayed quenching signal. No
such effect is observed, or would be expected, for the Rydberg
ionization signal since the applied field is much larger than the
ionization field. However, as even a delayed quenching peak
area will be proportional to the number of surviving atoms,
we expect the analysis described above to remain valid.

Figure 6 shows examples of χ2
red as a function of �fl,

obtained for all four of the detectors used in the experiment.
A polynomial function of the sixth order has been fitted to
the data and used to define the minimum of the data sets. The
sixth-order polynomial was the lowest-order fit function to be
within 1% of the R2 value of the preceding order polynomial,
taken to be the point at which the fit to the data converges,
where R2 is the coefficient of determination [39]. The true
value of �fl is expected to correspond to the best match to
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FIG. 6. χ 2
red obtained for different 2 3PJ decay rates using the four

LYSO detectors (D1–D4). A sixth-order polynomial function P(x)
was used to fit the data, from which the minima were determined.
The dashed red vertical line indicates the theoretical decay rate value
(313 µs−1). The black vertical and horizontal lines correspond to the
minima of the polynomial fits for each data set.

the data set, and hence to the minimum of χ2
red. This mini-

mization routine does not return a meaningful error bar on the
obtained value of �fl; instead, we estimate the overall error
using the standard error of the mean, obtained from averaging
the results from the four detectors. We obtain a final result of
�fl = 299 ± 25 µs−1.

A measurement of the radiative decay rate of a particular Ps
level constitutes an indirect measurement of the energy inter-
val ν between the initial and final states involved in the decay
process. Therefore, such measurements can, in principle, test
QED theory. The fluorescence decay rate for transitions be-
tween levels with quantum numbers n
 and n′
′ is given by
[16]

�n′
′,n
 = 2e2ω3
n′
′,n


3ε0hc3


max

2l + 1
〈n′
′|r|n
〉2, (5)

where ωn′
′,n
 = 2πνn′
′,n
 is the angular frequency of the tran-
sition, 
max = max(
, 
′) is the maximum angular quantum
number of the two involved levels, and the other constants

have the usual meanings. Using calculated Ps energy levels
[3] and physical constants obtained from CODATA 2022 [40],
the average decay rate of the 2 3PJ substates is 313.343 ±
0.003 µs−1. This value comes from a weighted average over
the energy differences between the 2 3PJ substates, which are
not uniquely selected in this measurement. The weighting is
3:2:1 for the J = 2, J = 1, and J = 0 levels, respectively,
based on the number of MJ sublevels [41]. The uncertainty in
the calculated decay rates arising from QED corrections to the
various 2 3S1 → 2 P energy levels is extremely small (on the
parts-per-billion scale) because it is dominated by the small
uncertainty in the 1 3S1 → 2 3S1 interval.

The uncertainty arising from averaging over all 2 3PJ sub-
states is much larger than that obtained from QED corrections
or the errors in the CODATA constants, and a precision
measurement would have to be conducted using only one
2 3PJ level. This could be achieved by using a high-power
microwave pulse to depopulate specific MJ substates of the
initial 2 3S1 ensemble [41] before atoms enter the mixing
field, and then conducting measurements with various differ-
ent Stark-mixed states. At the current level of precision our
result is consistent with the theoretical value averaged over all
states.

The precision of the experiment could be improved in
several ways. The size of the FMR was chosen so that the
detector solid angles would not be appreciably different for
atoms quenched by the applied field. However, this also meant
that not all Ps atoms were in the mixing region at the same
time, and transport of atoms in and out of the FMR, as well as
other effects, such as collisions, had to be taken into account
via the simulations.

Using a slower, collimated Ps source and a large-area de-
tector could remove or reduce these effects. This would allow
for an analytical determination of the 2 3PJ decay rate, with
no need to compare measured data to simulations. We could,
in this way, directly measure the total mixed state decay rate
[see Eq. (3)] as a function of the applied mixing field and also
the time spent in these fields (by varying the pulse times).
This would allow us to perform measurements with better
control over systematics, and to obtain the concomitant error
determination.

In the present work effects arising from the presence of a
63 G magnetic field were negligible, but could be fully elim-
inated by performing experiments in a field-free region [42].
The electronic noise associated with fast HV switching could
be reduced with improved electronics and impedance match-
ing with the electrode structures. Alternatively, the fraction
of atoms surviving after traveling in the mixing field could
instead be probed using a high-power microwave pulse to
drive 2 S∗ → 2 3P2 transitions in the FMR [43].

If all of these improvements were implemented we would
expect substantial improvements to the achievable precision.
However, it is difficult to predict exactly what degree of im-
provement could be achieved since it would depend on the
(unknown) performance of the large area detector required
to expand the mixing region. This would also allow direct
lifetime measurements to be made in different electric fields.
If a precision comparable to that obtained in the ground-state
Ps decay rate measurements [10] could be obtained (i.e., 100
ppm) the first-order QED corrections could be tested but, as
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is the case with the ground-state measurements, further im-
provements would be required to test higher-order corrections.

V. CONCLUSIONS

We have described a measurement of the fluorescence de-
cay rate of 2 3PJ states of Ps that uses a Stark mixing scheme,
analogous to the Zeeman mixing methods used to measure
the fast annihilation decay rate of p-Ps [15]. We obtain �fl =
299 ± 25 µs−1, which is consistent with the theoretical value
but is insufficient to test any QED corrections to the first-order
(Bohr) energy levels [3]. The ∼8% precision of this mea-
surement could be reduced with various improvements to the
methodology, including initial state selection, using slower Ps
atoms, microwave-induced quenching, and a large-area γ -ray
detector. Nevertheless, this work shows conclusively that the
Stark mixing scheme we have outlined is feasible.
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APPENDIX: DETERMINATION OF vz

The longitudinal Ps velocity distribution vz was obtained
by comparing measured time-delayed Rydberg field ioniza-
tion data with simulations that include different test velocity
distributions. Previous experiments using guided Rydberg Ps
atoms [36] give an indication of the longitudinal Ps velocity
spread, but this is not expected to be identical to the distribu-
tion present in the current experiment because the electrostatic
ring guide used has a different phase-space acceptance and
preferentially selects slower atoms. The transverse velocity
distributions vx and vy are known from direct measurements,
as described in Sec. II.

Rydberg atoms with principal quantum number n = 23
were generated using a two-photon, two-color excitation
scheme [26] as described in Sec. II. The Rydberg atoms gen-
erated in this process have negligible annihilation decay rates,
and their radiative lifetime is more than 40 µs [12], meaning
that negligible loses are expected on the time scale of the ex-
periment. Since the velocity distributions of the excited-state
atoms are largely determined by the underlying ground-state
distributions and the UV excitation laser properties, the Ry-
dberg and 2 3S1 atom velocity distributions will be almost
identical [34].

The number of Rydberg atoms present at different times
was measured by rapidly turning on an electric field by apply-
ing a positive bias to electrode E1 using a fast high-voltage
switch. This pulse was sufficient to field ionize all Rydberg
atoms present in the LER and FMR regions [28], generating a
signal with a magnitude proportional to the number of atoms
present at the time of the pulse, as shown in Fig. 7(a). This
process is similar to the quenching detection of 2 S∗ atoms

FIG. 7. (a) Measured and (b) simulated Rydberg peaks generated
by field ionization at various times. The simulated data were obtained
using Wfrac = 2.4. The interval between ionization pulse times was
50 ns, with the vertical line indicating a pulse applied at tQ = 190 ns,
the quenching time used in the 2 S∗ measurements.

described in Sec. II, except here the ionized Rydberg atoms
are detected almost immediately.

The peak structure observed in the experiment represents
the number of Rydberg atoms present in the LER and FMR
as a function of time. The initial peak is large because most
atoms are present in the LER at this time. After ionization the
liberated positrons are returned to the target electrode and are
all detected. After atoms pass through electrode E1 the peak
amplitude falls, because liberated positrons may pass through
the aperture in electrode E2 and are less efficiently detected.
After some time, however, the x and y displacements increase
such that positrons released by ionization strike electrode E2
and are detected. As time progresses, atoms travel out of the
FMR, and some are lost via collisions with electrode E2 (see
Fig. 3), again reducing the amplitude of the ionization peak.

Trajectory simulations incorporating the known vx and vy

distributions, and the previously measured trial vz distribu-
tion [36], were used to calculate the position of Ps atoms
as a function of time (see Sec. III). Leapfrog propagation of
10 000 Rydberg atoms was performed using a velocity Verlet
algorithm [44,45] in the geometry and electric fields of the
experiment. This made it possible to track the atom posi-
tions, taking into account any acceleration caused by electric
field gradients [36], and to determine how many atoms were
lost due to collisions with the electrodes. In the simulations,
ionizing electric fields were applied at varying times, and
the resulting annihilation signals are shown in Fig. 7(b). The
measured and simulated Rydberg ionization peak areas were
compared, integrated as described in Sec. IV, and used to
determine the vz distribution present in the current apparatus.
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FIG. 8. χ 2
red as a function of Wfrac as obtained for all gamma ray

detectors (D1–D4). Here, Wfrac = 1 corresponds to the initial trial
function vz distribution as described in the text. A seventh-order
polynomial was fit to the data to determine the minima of the data
sets. The solid vertical and horizontal lines indicate the minima of
each fit.

The measured and simulated Rydberg data were directly
compared via the reduced chi-squared parameter χ2

red (see
Sec. IV). The first two peaks in Fig. 7 (shown in gray) were
not used in the calculation of the χ2

red as they were used for

FIG. 9. The vz velocity distributions of excited-state Ps atoms
obtained from the ring-guide experiments (vz,i, the trial distribution),
and after the Rydberg ionization adjustment (vz, f ), as described in
the text. The rms velocities for each distribution are indicated in the
legend.

normalization of the following peaks. An initial trial vz distri-
bution was obtained from a previous measurement of guided
Rydberg Ps atoms, characterized by an asymmetric Gaussian
function [36]. The guide used in that work had a lower phase
acceptance than the electrode structure used in the current
work, and the trial distribution was modified by adjusting the
width of the asymmetric Gaussian function to account for the
difference. The fractional width was defined by the parameter
Wfrac, where Wfrac = 1 corresponds to initial trial distribution.
This parameter was adjusted, and the resulting values of χ2

red
as a function of Wfrac were determined, as shown in Fig. 8.

The vz distribution which produced the best match to the
experimental data (i.e., that for which χ2

red was minimized as
determined by a seventh-order polynomial, chosen using the
same method described in Sec. IV) is shown in Fig. 9. This
was taken as representing the experimental distribution, and
was used for subsequent 2 3S1 simulations. We note that the
distributions are truncated at vz = 0 since Ps atoms traveling
backward are not generated in the experiment. The average
value of Wfrac from the four detectors shown in Fig. 8 was
Wfrac = 2.4.
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