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Doubly differential cross sections for ionization in proton collisions with atomic
hydrogen: Energy and angular distribution of emitted electrons
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We use the two-center wave-packet convergent close-coupling approach to ion-atom collisions to calculate
the energy and angular distribution of electrons emitted in proton collisions with atomic hydrogen. Results
are provided across a wide range of intermediate energies where many competing reaction channels make
calculations challenging. The present data consistently agree with the available experimental measurements
and improve upon previously available results based on perturbative and classical methods. Furthermore, we
extend the range of electron angles and energies over which theoretical data are available for the doubly
differential cross section for ionization. This provides strong evidence that at the level of doubly differential
cross sections nonperturbative high-order methods are required to accurately model the ionization process.
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I. INTRODUCTION

Ion-atom collisions underpin a number of state-of-the-art
technologies such as nuclear-fusion energy [1] and hadron
therapy of cancer [2]. Coupled with the fundamental signif-
icance of these processes this has resulted in a continuing
interest in studying collisions of many different ion species
with various targets [3,4]. The ionization process has received
particular attention recently [5,6] thanks to the development
of advanced experimental techniques like cold target recoil
ion momentum spectroscopy [7]. This method has allowed
kinematically complete experiments capable of measuring the
fully differential cross section (FDCS) for ionization [8–10].

The proton-hydrogen collision system represents the sim-
plest system for which the Schrödinger equation is not
analytically solvable. It has therefore provided a testing
ground for scattering theories ranging from the early studies
of electron capture using the first-order Born approximation
(FBA) [11–14] to the development of more sophisticated
methods such as the continuum-distorted-wave (CDW) ap-
proach [15–18] and close-coupling formalism [19–26]. With
only a single electron, there are no exchange effects. The
interaction potentials and target wave functions are analyti-
cally known. However, experimental measurements for p + H
collisions are significantly less common than for other more
complex target species such as He and H2. This can be
attributed mainly to the difficulties in preparing an atomic
hydrogen target [27]. The majority of experimental data on
p + H collisions is for integrated cross sections such as the
total electron-capture cross section (see, e.g., Refs. [28–31])
and the total ionization cross section (TICS) (see, e.g.,
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Refs. [32,33]). Only after the measurements by Kerby III
et al. [27] was a comprehensive experimental investigation
of the differential cross sections for ionization performed for
p + H collisions. They measured the doubly differential cross
section (DDCS) for ionization, as a function of the energy
and angle of the emitted electron. This is a significantly more
detailed quantity than the integrated cross section for ioniza-
tion and exhibits a number of interesting features resulting
from various physical mechanisms. A striking feature is the
electron capture into the continuum (ECC) peak which occurs
at an electron velocity, ve, matching that of the projectile, vi

[34]. It also results in an enhancement of the DDCS when
electrons are emitted in the forward direction. In another
mechanism the projectile collides directly with the target elec-
tron, transferring momentum such that the electron is emitted
with twice the speed of the projectile [35]. This is known as
the binary-encounter mechanism and results in a broad peak
centered near ve = 2vi for emission in the forward direction.

Kerby III et al. [27] applied a number of commonly used
theoretical methods to assess their range of applicability by
comparison to the measured DDCS for ionization. Namely,
these were the FBA, the continuum-distorted-wave eikonal-
initial-state (CDW-EIS) approach, and the classical trajectory
Monte Carlo (CTMC) method. The first two of these are
based on the assumption that the changes to the electronic
wave function can be modeled as small perturbations. This
idea is only applicable when the speed of the incident pro-
ton is substantially larger than the classical orbital speed of
the electron. Contrastingly, the CTMC approach is based on
solving the classical equations of motion for a large ensemble
of trajectories and recovering information about the outcome
of scattering from statistical analysis. Calculations were per-
formed at five collision energies, from 20 to 114 keV. As
expected, the FBA and CDW-EIS approaches failed to accu-
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rately model the energy and angular distribution of emitted
electrons at the lower impact energies. Improved agreement
was found for faster collisions, although the FBA significantly
overestimated the number of low-energy electrons emitted
at backward angles (angles larger than 90◦). Meanwhile, the
CDW-EIS results were in better agreement with the experi-
ment but for large emission angles tended to underestimate the
measurements. The CTMC calculations were also reasonably
in agreement with the data, but they significantly overesti-
mated or underestimated the DDCS for ionization at some
energies and angles. Overall, agreement between existing the-
ory and the experiment for the DDCS measured by Kerby
III et al. [27] is mixed at best, with the greatest differences
observed at the smallest experimentally considered collision
energy of 20 keV.

Other perturbative calculations of the DDCS for ionization
differential in the energy and angle of the emitted electron
include the continuum-correlated wave eikonal-initial-state
(CCW-EIS1) approach [36] and the method based on the
Coulomb-distorted three-body plane wave [37]. In the stan-
dard CDW-EIS approach, the final-state wave function is
written as the product of the two-body Coulomb wave for the
electron-target and electron-projectile systems. Colavecchia
et al. [36] instead expanded the final-state wave function
in terms of both target- and projectile-centered two-body
Coulomb functions. They also used this correlated wave func-
tion in the FBA, labeling this as the Born-�2 model. The
CCW-EIS1 results were very similar to the CDW-EIS cal-
culations by Kerby III et al. [27] at 114 keV, except for
high-energy electrons where the former was found to under-
estimate the experimental data whereas the latter followed the
measurements more closely. The Born-�2 approach was in
much better agreement with experiment in some kinematic
regions compared to the FBA calculations. The approach of
Berakdar [37] is similar. They calculated the DDCS at 95 keV.
For 15◦ emission, the results underestimated the experiment
up to 200 eV, then overestimated the cross section for high-
energy electrons. Unexpectedly, agreement was substantially
better for electrons emitted at 150◦.

Accurately calculating the DDCS for ionization is an es-
sential step towards applying theory to the most detailed
quantity describing the ionization process: the FDCS. To date,
the FDCS for ionization in collisions of protons with atoms
and molecules at intermediate energies has only been studied
with perturbative methods. Significant discrepancies remain
between theory and experiment [8,38]. The CDW-EIS ap-
proach was first applied to calculate the FDCS for ionization
in p + H collisions by Jones and Madison [39]. However,
as there are no experimental measurements of the FDCS for
the atomic hydrogen target, it was impossible to judge the
accuracy of the results. Subsequent investigations focused on
proton collisions with H2 [9,40] and He [5,38]. Quantitative
and qualitative differences between the measurements and
calculations were observed, highlighting the need for more
advanced methods that can account for the coupling effects
between the reaction channels to be applied to the problem.

In this paper we apply the wave-packet convergent close-
coupling (WP-CCC) approach to resolve the outstanding
disagreement between theory and experiment regarding the
energy and angular distribution of electrons emitted in

intermediate-energy p + H collisions. We restrict ourselves
to collisions where the target is initially in the ground (1s)
state. In this energy region, there are many competing reaction
channels that must be accounted for on an equal footing.
Of particular importance is the possibility of capture of the
electron by the projectile resulting in the formation of a fast-
traveling, possibly excited, atom and ionization which results
in three free particles in the final channel. Both of these mech-
anisms, as well as elastic scattering and target excitation, play
important roles in the collisional dynamics, making accurate
modeling difficult. Close-coupling methods are capable of
accounting for the interaction between all reaction channels
throughout the collision. Historically, two major drawbacks
have restricted the utility of the close-coupling approaches
when applied to ion-atom collisions. First, the robustness of
the results is ascertained only by assessing the convergence
with an increase in the number of basis states used to expand
the total scattering wave function. However, as the basis size
is increased the computational requirements become increas-
ingly demanding. Second, the non-L2 nature of the Coulomb
wave function results in unbounded integrals in the scattering
equations, preventing straightforward inclusion of the elec-
tron continuum and, consequently, modeling of the ionization
process. The WP-CCC approach [41,42] has been developed
to address these obstacles and accounts for the continuum
through the use of stationary wave-packet pseudostates and
the surface-integral formulation of scattering theory [43] to
determine the ionization amplitudes. Furthermore, it makes
use of highly efficient GPU-enabled codes that allow for
very large calculations with many thousands of basis states
[44]. The WP-CCC approach has been successfully applied
to the calculation of various types of differential cross sec-
tions for ionization in p + H [42,45], p + He [46–48], p + H2

[49–52], and He2+ + He [53,54] collisions. Here we consider
the DDCS differential in the energy and ejection angle of
the electron for p + H collisions. Unless specified otherwise,
atomic units (a.u.) are used throughout this paper.

II. WAVE-PACKET CONVERGENT
CLOSE-COUPLING METHOD

The two-center WPCCC approach is described in detail
in Refs. [41,42]. Here we describe the essential parts that
relate to the present paper. The approach begins with the
full three-body Schrödinger equation which has a parametric
dependence on time through the internuclear distance R:

(H − E )�+
i = 0. (1)

Here H is the full Hamiltonian of the collision system, E is
the total energy, and �+

i is the total scattering wave function
subject to the outgoing-wave boundary conditions. The latter
is expanded in terms of NT target-centered pseudostates, ψT

α ,
and NP projectile-centered pseudostates, ψP

β , according to

�+
i ≈

NT∑

α=1

Fα (σT)ψT
α (rT)eiqα ·σT

+
NP∑

β=1

Gβ (σP)ψP
β (rP)eiqβ ·σP , (2)
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where Fα and Gβ are unknown expansion coefficients, rT

(rP) is the position of the electron relative to the tar-
get (projectile) nucleus, qα (qβ) is the momentum of the
projectile ion (atom) relative to the target atom (residual
ion), and σT (σP) is the Jacobi coordinate of the projec-
tile ion (atom) relative to the target atom (residual ion).
The basis functions are constructed from eigenstates of
the hydrogen atom for negative energies and wave pack-
ets formed by integrating the Coulomb wave over discrete
momentum bins for positive energies. This allows us to
describe both binary and breakup processes (including cou-
pling between the bound and continuum spectra) all while
using a square-integrable basis. For the collision energies
considered herein (20 keV and above), the semiclassi-
cal impact-parameter approximation can be applied. The
projectile ion is assumed to follow a classical trajectory
parametrized by time t with position R(t ) = b + vit rela-
tive to the target nucleus, where b is the impact parameter,
set perpendicular to vi, the initial velocity of the projectile.
This relative motion is represented by the plane waves in
the expansion (2). Furthermore, the semiclassical approx-
imation allows us to write F (σT) ≈ F (t, b) and G(σP) ≈
G(t, b), effectively introducing a time dependence to the ex-
pansion coefficients. Substituting this expansion into the exact
Schrödinger equation and applying the semiclassical approx-
imation leads to the following set of first-order differential
equations [55]:

iḞα′ + i
NP∑

β=1

ĠβKT
α′β =

NT∑

α=1

FαDT
α′α +

NP∑

β=1

GβQT
α′β,

i
NT∑

α=1

ḞαKP
β ′α + iĠβ ′ =

NT∑

α=1

FαQP
β ′α +

NP∑

β=1

GβDP
β ′β,

α′ = 1, 2, . . . , NT,

β ′ = 1, 2, . . . , NP. (3)

Here, dots over Fα and Gβ denote derivatives
with respect to t . In Eq. (3) we omit the
functional dependence of the matrix elements
and expansion coefficients on R for concise-
ness. The direct-scattering matrix elements are
written as

DT
α′α = ei

(
εT
α′ −εT

α

)
t 〈
ψT

α′
∣∣V T

∣∣ψT
α

〉
,

DP
β ′β = ei

(
εP
β′ −εP

β

)
t 〈
ψP

β ′
∣∣V P

∣∣ψP
β

〉
, (4)

where

V T = 1

R
− 1

|rT − R| ,

V P = 1

R
− 1

|rP − R| . (5)

The overlap integrals are

KP
β ′α = ei

(
εP
β′−εT

α

)
t e−iv2t/2

〈
ψP

β ′
∣∣e−iv·rP

∣∣ψT
α

〉
,

KT
α′β = ei

(
εT
α′ −εP

β

)
t e−iv2t/2

〈
ψT

α′
∣∣eiv·rT

∣∣ψP
β

〉
, (6)

and the exchange matrix elements are

QP
β ′α = e−iv2t/2+i

(
εP
β′−εT

α

)
t

× 〈
ψP

β ′
∣∣e−iv·rP

(
HT + V T − εT

α

)∣∣ψT
α

〉
,

QT
α′β = e−iv2t/2+i

(
εT
α′−εP

β

)
t

× 〈
ψT

α′
∣∣eiv·rT

(
HP + V P − εP

β

)∣∣ψP
β

〉
, (7)

where the target- and projectile-atom Hamiltonians are given
by

HT = −1

2
∇2

rT
− 1

rT
,

HP = −1

2
∇2

rP
− 1

rP
, (8)

and εT
α (εP

β) is the energy of the target (projectile) state α (β).
Equation (3) is solved subject to the initial condition

Fα (−∞, b) = δαi, α = 1, 2, . . . , NT,

Gβ (−∞, b) = 0, β = 1, 2, . . . , NP. (9)

We set i = 1 in Eq. (9) to represent the electron in the ground
state of the target in the incident channel.

The differential cross section for ionization is determined
from the expansion coefficients according to the method out-
lined in Ref. [51]. Briefly, we start with the general post form
of the on-shell T matrix [56]:

Tf i(q f , qi ) = 〈�−
f |←−H − E |�+

i 〉, (10)

where q f and qi are the relative momenta in the final and initial
channels, respectively, and �−

f is the asymptotic state corre-
sponding to the final channel. The arrow over the Hamiltonian
indicates the direction of action. We then insert the identity
operator constructed from our target- and projectile-centered
square-integrable pseudostates. This splits the amplitude into
two parts, direct ionisation (DI) and ECC. In the first part,
the action of the identity operator constructed from the target-
centered pseudostates leads to limiting the target subspace by
replacing the full set of the target states (including non-L2 con-
tinuum) with a set of L2 pseudostates. This effectively screens
the interaction between the projectile and target constituents,
even in the continuum. Likewise, the action of the operator
constructed from the projectile-centered pseudostates limits
the projectile subspace by replacing the full set of projectile
states (including non-L2 continuum) with a set of L2 pseu-
dostates.

The DI amplitude is written as

T DI
f i (κ, q f , qi ) =

∑

	αmα

〈
ψT

κ

∣∣ψT
α

〉
T DS

f i (q f , qi ), (11)

and in the case of electron capture into the continuum of the
projectile we write the amplitude as

T ECC
f i (κκκ, q f , qi ) =

∑

	βmβ

〈
ψP

κ

∣∣ψP
β

〉
T EC

f i (q f , qi ). (12)

The T -matrix elements for direct scattering (DS), T DS
f i , and

electron capture (EC), T EC
f i , are calculated from the expansion

coefficients using the Fourier transform. The overlap between
the Coulomb wave and our wave-packet pseudostates can be
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FIG. 1. Doubly differential cross sections for ionization in 20-keV p + H collisions as functions of the electron energy at various emission
angles. Experimental data are by Kerby III et al. [27]. Theoretical results are the present WP-CCC approach, FBA, CDW-EIS approach, and
CTMC approach by Kerby III et al. [27].

calculated analytically and is given in Ref. [51] for a one-
electron system. Finally, the FDCS for ionization resulting in
an electron with energy Ee emitted into the solid angle 
e and
the projectile being scattered into 
 f is

d3σ

dEed
ed
 f
= μ2

T

(2π )5

κq f

qi

[∣∣T DI
f i (κ, qi, q f )

∣∣2

+ ∣∣T ECC
f i (κ − v, qi, q f )

∣∣2]
, (13)

where μT is the reduced mass of the projectile-ion and target-
atom system. Before combining, the ECC component must be
transformed into a common frame of reference with the DI
part. We choose the laboratory frame as a common coordinate
system. Therefore, the DI amplitude given by Eq. (11) does
not need to be transformed since it is defined in the laboratory
frame. However, the ECC amplitude given by Eq. (12) is de-
fined in the projectile frame and must, therefore, be converted.
To do this, we substitute κ − v for κκκ and (qP − κ)⊥ for the
perpendicular momentum transfer, q⊥

P , in Eq. (12) to obtain
(after integration) the amplitudes for charge transfer into the
projectile continuum with electron momentum κ.

Following the work of Refs. [42,51] we add the
DI and ECC components incoherently in Eq. (13).

Comparison between the coherent and incoherent combina-
tion has shown [42] that the difference in the differential
cross section is negligible. Furthermore, the results are calcu-
lated in the asymptotic state where the target and projectile
square-integrable pseudostates do not overlap. Therefore,
there should be little if any interference between these terms
in the final channel in our approach [51].

The DDCS is obtained by integrating the FDCS in Eq. (13)
over 
 f . This can be done analytically or numerically. There-
fore, we have two methods to calculate the DDCS as a
function of the energy and angle of the electron. We compared
results from both approaches as a self-consistency check and
found no appreciable difference in the cross section.

III. COMPUTATIONAL IMPLEMENTATION

Full details of the computational implementation are given
in Ref. [57]. To summarize, we use the fourth-order Runge-
Kutta approach to compute the solution to the differential
equations (3). The position of the projectile along the direc-
tion of incidence is discretized into 1500 steps ranging from
zmin = −300 to zmax = 300 a.u. The points are distributed
exponentially in a symmetric manner about z = 0 such that
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FIG. 2. Doubly differential cross sections for ionization in 48-keV p + H collisions as functions of the electron energy at various emission
angles. Experimental data are by Kerby III et al. [27]. Theoretical results are the present WP-CCC approach, FBA, CDW-EIS approach, and
CTMC approach by Kerby III et al. [27].

the density is highest near the scattering center. Equation (3)
is solved at 64 different impact-parameter points ranging from
0 to 40 a.u. to ensure the probability for all reaction channels
falls off by several orders of magnitude relative to the peak at
small values of b.

The matrix elements given in Eqs. (4), (6), and (7) are
evaluated using the method described in Ref. [42]. Briefly, the
Coulomb interaction in Eq. (4) is expanded in partial waves
allowing us to separate the radial and angular components
of the integrals. Then, the integral over r̂T (r̂P) can be taken
analytically, leaving only the radial part to be computed nu-
merically. Equations (6) and (7) are evaluated using prolate
spheroidal coordinates in the rotating molecular frame where
the elliptical coordinate foci are situated at the target and
projectile nuclei. This allows us to write the integrals in terms
of the spheroidal coordinates which are then numerically eval-
uated using Gauss-Legendre and Gauss-Laguerre quadratures.
The number of integration points for both quadratures was
increased until the results converged. We found that 200 points
at 20 keV and 300 at the other energies was sufficient.

The radial integrals appearing in the direct-scattering ma-
trix elements are evaluated using a Simpson rule quadrature
with 5892 points that reduce in density towards rmax = 500

a.u., where the basis functions become very small. Once again
this was verified as sufficient by systematically increasing the
size and density until convergence was obtained in the results.

It is important to note that the pseudostates used in ex-
pansion (2) are overcomplete. While the target-centered basis
functions are mutually orthogonal and so are the projectile-
centered basis functions, each set is not orthogonal to the
other. In principle, this may introduce ill conditioning in the
set of equations (3). To manage this we calculate the norm of
the total-scattering wave function at every step in the z grid
and check that it is equal to unity. This conservation of norm
ensures that the results are not negatively affected by the use
of nonorthogonal basis functions in the expansion.

IV. RESULTS

In this section we present our calculations of the dou-
bly differential cross section, d2σ/dEed
e, for ionization in
p + H collisions as a function of the energy, Ee, of the electron
ejected into the solid angle, 
e. Results are shown for select
emission angles, θe, where experimental data are available.
For all results presented here we use a symmetric basis, i.e.,
the same number of target- and projectile-centered states are
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FIG. 3. Doubly differential cross sections for ionization in 67-keV p + H collisions as functions of the electron energy at various emission
angles. Experimental data are by Kerby III et al. [27]. Theoretical results are the present WP-CCC approach, FBA, CDW-EIS approach, and
CTMC approach by Kerby III et al. [27].

used in expansion (2). We find that a basis containing 10 − 	

bound states for each orbital angular momentum up to a max-
imum of 	max = 5 was sufficient to obtain convergence at 20
keV. At higher collision energies 	max = 3 was found to be
sufficient. The continuum was discretized with 25 bins and
the maximum electron momentum varied from κmax = 5 to 10
a.u. depending on the collision energy. Numerical integration
of the calculated DDCS over the entire energy and angular
space of the electron reproduced the TICS within 1% of those
calculated directly from the impact-parameter amplitudes re-
ported in Ref. [58].

In Fig. 1, we present our results at the lowest considered
energy of Ei = 20 keV. Calculating differential cross sec-
tions for ionization at low energies is very challenging and
we immediately see that the other calculations available in the
literature fail to agree with the experimental measurements.
Nevertheless, the WP-CCC results generally agree well with
the experimental data by Kerby III et al. [27]. It is not sur-
prising that perturbative approaches like the simple FBA and
CDW-EIS do not work very well in this kinematic regime.
The CTMC results are also generally in poor agreement with
the measurements for 20 keV. In our results we observe a
clear secondary peak, the electron capture into the continuum

(ECC) peak, near the energy corresponding to the electron
having the same speed as the projectile. This is known as the
matching speed and for 20-keV collisions is 0.894 a.u. The
ECC peak is slightly shifted towards lower energies at 15◦.
A similar situation is observed at 20◦, although to a lesser
extent. This behavior is the same as observed for p + He
collisions by Spicer et al. [59]. We note, however, that we
do not see a shift of the peak position at 0◦ as reported in
Refs. [60,61] for low-energy p + He and p + H2 collisions.
For 70◦ (and 110◦) electron emission, the WP-CCC calcu-
lations are the only available theoretical results. Agreement
with the measurements is quite good for both slow and fast
electrons at this emission angle. The next panel shows ejection
into the perpendicular plane. The WP-CCC result agrees well
with the data here, providing improvement over the other
theoretical results. The last two panels in Fig. 1 show data
for electrons ejected into backward angles. We see that the
present calculations are in good agreement with the exper-
iment for 110◦ and 130◦. At the largest angle considered
the other three theoretical methods differ significantly from
the measurements, leaving the WP-CCC results as the only
method that is able to accurately describe the experiment
at 130◦.
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FIG. 4. Doubly differential cross sections for ionization in 75-keV p + H collisions as functions of the electron energy at various emission
angles. The present WP-CCC results are shown along with the DI and ECC components.

In Figs. 2 and 3 we present results at 48 and 67 keV,
respectively. Compared to the experimental data by Kerby
III et al. [27], we generally find very good agreement across
the entire range of electron energies and angles considered.
The ECC peak is again visible at ve = 0.7vi in the WP-CCC
results for 20◦ emission but has shifted to these energies. As
the collision energy is increased, we also start seeing evidence
of the binary-encounter mechanism as a slight hump near
ve = 2vi in both experiment and theory. At these larger col-
lision energies the CDW-EIS calculations by Kerby III et al.
[27] show significant improvement in comparison to 20 keV.
Still some underestimation of the most significant part of the
cross section, the forward peak, is observed. Here, the CTMC
method is also more accurate than at lower energies. However,
when the emission angles are small the CTMC results are too
large and for larger angles they fall off too slowly to be able
to describe the experimental data. For 110◦, a slight bump is
seen in the present calculations at 70 eV. The experimental
data fall off smoothly and are otherwise closely followed by
the WP-CCC approach. A similar situation is observed at 130◦
where we can also see that the theories applied by Kerby III
et al. [27] do not exhibit such behavior. Here the WP-CCC
and CDW-EIS methods both agree with the measurements for
small electron energies. For emission into 150◦, our results

agree well with the experiment, although they fall off less
steeply at energies above 30 eV. The WP-CCC results are the
only calculations that consistently describe the experimental
data at these large emission angles, although we observe a
slight overestimation of the cross section when energetic elec-
trons are emitted. This behavior was also observed for proton
collisions with molecular hydrogen [51], where it was sug-
gested the discrepancy may be the result of large experimental
uncertainties or difficulties detecting the few electrons emitted
in this region due to the relatively small cross section. Another
possible explanation is that, in the present approach to cal-
culating the total ionization amplitude, it is assumed that the
electron experiences a weaker effective charge at asymptotic
distances than it might actually be in the physical system. That
is, when the electron is ejected into large angles it should (in
the physical system) see the two separate positive charges of
the target and projectile nuclei. In our approach this particular
asymptotic state of three unbound particles may not be mod-
eled well. We note, however, that the discrepancy between
the present results and the measurements by Kerby III et al.
[27] for emission of fast electrons into backward directions is
smaller than we observed for the p + H2 collision system in
Refs. [50,51]. While approximations were used in those works
to construct the H2 pseudostates, here we use the exact form
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FIG. 5. Doubly differential cross sections for ionization in 95-keV p + H collisions as functions of the electron energy at various emission
angles. Experimental data are by Kerby III et al. [27]. Theoretical results are the present WP-CCC approach, FBA, CDW-EIS approach, and
CTMC approach by Kerby III et al. [27] and the three-body Coulomb method by Berakdar [37].

of the potential to create the hydrogen atom structure. The
improved accuracy in describing the target herein may also
contribute to the observed agreement with the experimental
results.

In Fig. 4 we present results at a collision energy of 75 keV.
This is an important energy near the maximum of the TICS
and has received considerable attention at the fully differential
level for various collision species [5,8,38]. Although there are
no measurements or other theoretical calculations available at
75 keV for the presently considered cross section in p + H
collisions, we present results at this energy together with the
separate DI and ECC contributions. This allows us to analyze
the significance of each mechanism in the different kinematic
regions considered in this paper. We note that the relative
contribution of each ionization channel is somewhat similar
for all collision energies considered in this paper. Therefore,
we show them only at 75 keV to prevent crowding of the
other figures. The upper-left panel in Fig. 4 reveals that the
small dip seen in the WP-CCC result near ve = 0.5vi oc-
curs where the DI and ECC contribute equally. At smaller
energies the cross section is dominated by the DI, whereas
at larger energies it is dominated by ECC. We can also see
the ECC peak. In the forward direction it occurs at ve = vi,

but at 20◦ our results demonstrate that it has shifted towards
smaller energies. Moving across the first row of Fig. 4, we ob-
serve that as the emission angle increases to 70◦ DI becomes
more important. Meanwhile, the ECC mechanism gradually
becomes less important as the emission angle increases. At
70◦, DI still dominates for small energies, but when ve > vi

both mechanisms are equally important. For emission at 90◦,
the cross section is dominated by DI up until 200 eV, after
which both ionization mechanisms contribute equally to the
total result. In the final three panels we see that DI is the
most important process when electrons are emitted into the
backward direction. Only for very fast electrons does the ECC
mechanism contribute for emission angles greater than 90◦.
Physically this makes sense as one expects electrons emitted
at these angles to be mainly influenced by the target ion.

Figure 5 shows our results for 95-keV collisions in com-
parison with the experimental data and theoretical results by
Kerby III et al. [27] as well as the first-order perturbative cal-
culations by Berakdar [37] available only at 15◦ and 150◦. For
emission into 15◦ our results accurately describe the forward
peak at very small energies and show a slight bump near the
expected position of the ECC peak, while the calculations
by Berakdar [37] fail to display this fundamental feature.
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FIG. 6. Doubly differential cross sections for ionization in 114-keV p + H collisions as functions of the electron energy at various emission
angles. Experimental data are by Kerby III et al. [27]. Theoretical results are the present WP-CCC approach, FBA, CDW-EIS approach, and
CTMC approach by Kerby III et al. [27] and the CCW-EIS1 and Born-�2 methods by Colavecchia et al. [36].

The WP-CCC calculations slightly overestimate the binary-
encounter peak, a result also observed in previous applications
of the WP-CCC approach to p + H2 [51] and p + He [47]
collisions. The calculations by Berakdar [37] significantly
differ from the experimental data, underestimating the cross
section below 200 eV and overestimating it above this energy.
At the other angles for which experimental data are available,
we observe a similar situation as for lower collision ener-
gies. Specifically, for the smaller emission angles, we find
that the CDW-EIS calculations underestimate the measure-
ments and the CTMC results overestimate them, especially for
slow electrons. The WP-CCC results are the only calculations
that consistently describe the experimental data. For ejection
into the backwards direction the perturbative methods fall
off too steeply and the CTMC results are overall too small.
Meanwhile the present calculations follow the measurements
closely even at 150◦. Somewhat unexpectedly, so do the cal-
culations by Berakdar [37], despite failing to describe the
experiment for smaller angles, which can be considered a less
stringent test for the theory.

The largest collision energy considered in this paper is 114
keV. Our results are presented in Fig. 6 where we observe

excellent agreement with the measurements by Kerby III et al.
[27]. The various theories applied by Kerby III et al. [27]
exhibit a similar level of agreement with the data as at 95 keV.
At 114 keV we are also able to compare our results to those
obtained using the Born-�2 and CCW-EIS1 approaches by
Colavecchia et al. [36]. We see that the Born-�2 method pro-
vides improvement over the FBA results from Kerby III et al.
[27], although it overestimates the data for small energies. The
CCW-EIS1 result is identical to the CDW-EIS one up until the
matching speed; however, after this point, the former underes-
timates the experiment while the latter overestimates it.

V. CONCLUSION

In conclusion, we have applied the two-center WP-CCC
method to the calculation of the differential cross section for
ionization in proton collisions with atomic hydrogen. Being
the simplest ion-atom collisions in which electron-capture
can occur, p + H scattering has provided a benchmark sys-
tem for theory since the inception of quantum mechanics.
Previously available calculations based on perturbative and
classical methods sometimes agreed with the experimental
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measurements but could not consistently describe the data.
The present results demonstrate that close-coupling methods
are capable of accurately modeling the energy and angular
distribution of ejected electrons in intermediate-energy colli-
sions. Furthermore, we have significantly extended the range
of electron energies for which theoretical data are available.
We have also provided results for many ejection angles. An-
other unique feature of our method is the ability to distinguish
between the direct ionization and electron capture into the
continuum mechanisms. This allowed us to analyze their rela-
tive contributions to the total DDCS. While both mechanisms
are found to be essential for accurately modeling the energy
and angular distribution of emitted electrons, it is observed
that in some kinematic regions one or the other process dom-
inates: slow electrons are mainly the result of DI whereas fast
electrons (especially in the forward direction) are the result of
ECC.

Next we will apply the method to calculate the fully differ-
ential cross section for ionization. This represents the most
detailed quantity and is very difficult to model. Currently,
there is significant disagreement between the perturbative cal-
culations and experimental data for the FDCS for ionization
in p + H2 collisions. This discrepancy has been observed in
studies by Schulz et al. [8] and Dhital et al. [5]. It has been
proposed that the observed discrepancies between theory and
experiment are due to the strong effects of coupling at inter-
mediate energies that are not accounted for in the presently
available perturbative calculations. Having established the ro-

bustness of the WP-CCC approach to differential ionization
by studying both singly [45,46,62] and doubly [47,48,50,52]
differential cross sections for various collision systems, we
can now confidently apply it to this problem. However, the
currently available experimental data are for H2 and He. This
is much more difficult to accurately model than the atomic
target. Similar fully differential measurements for p + H col-
lisions would provide a very solid foundation for studying the
FDCS since they would admit very accurate calculations using
well-established structure models for atomic hydrogen.
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