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Quantum annealing showing an exponentially small success probability
despite a constant energy gap with polynomial energy
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Quantum annealing (QA) is a method for solving combinatorial optimization problems. We can estimate
the computational time for QA using what is referred to as the adiabatic condition derived from the adiabatic
theorem. The adiabatic condition consists of two parts: an energy gap and a transition matrix. Most past studies
have focused on the relationship between the energy gap and computational time. The success probability of QA
is considered to decrease exponentially owing to the exponentially decreasing energy gap at the first-order phase-
transition point. In this study, through a detailed analysis of the relationship between the energy gap, transition
matrix, and computational cost during QA, we propose a general method for constructing counterintuitive models
wherein QA with a constant annealing time fails despite a constant energy gap, based on polynomial energy.
We assume that the energy of the total Hamiltonian is at most ®(L), where L is the number of qubits. In our
formalism, we choose a known model that exhibits an exponentially small energy gap during QA, and modify
the model by adding a specific penalty term to the Hamiltonian. In the modified model, the transition matrix
in the adiabatic condition becomes exponentially large as the number of qubits increases, while the energy gap
remains constant. Moreover, we achieve a quadratic speedup, for which the upper bound for improvement in the
adiabatic condition is determined by the polynomial energy. For concrete examples, we consider the adiabatic
Grover search and the ferromagnetic p-spin model. In these cases, with the addition of the penalty term, although
the success probability of QA on the modified models becomes exponentially small despite a constant energy
gap, we are able to achieve a success probability considerably higher than that of conventional QA. Moreover,
in concrete examples, we numerically show the scaling of the computational cost is quadratically improved
compared to the conventional QA. Our findings pave the way for a better understanding of QA performance.
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I. INTRODUCTION

Quantum annealing (QA) is used to solve combinatorial
optimization problems with quantum properties [1-7]. The
solutions to combinatorial optimization problems can be em-
bedded in the ground state of an Ising Hamiltonian [8—10].
On the other hand, quantum fluctuation can be induced using
the Hamiltonian of the transverse magnetic field. By gradu-
ally decreasing the transverse magnetic field while gradually
increasing the Ising Hamiltonian, we can obtain the ground
state of the Ising Hamiltonian if what is known as the adiabatic
condition is satisfied [11-17]. This condition is expressed as
follows:
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where I-?QA(t), [Eo(t)), |E1(2)), and Aqga(?) are a QA Hamil-
tonian, the ground state, the first excited state, and the energy
gap between these states, respectively. Throughout this paper,
we refer to the middle term of Eq. (1) as an adiabatic-
condition term. The energy gap and computational complexity
are considered to be related to each other; hence, this probable
relationship has been extensively studied [18-24]. Several
methods for estimating and controlling the energy gap have
been proposed to improve the performance of QA [25-30].

A phase transition can occur if there is competition be-
tween the quantum fluctuations and magnetic interactions.
In this case, the energy gap vanishes at the point of the
phase transition when the system size approaches infinity. In
statistical mechanics, the order of systems is characterized
by the order parameter. In a second-order phase transition,
the order parameter is continuous, whereas in a first-order
phase transition, it exhibits discontinuity at a certain time. If
a first-order phase transition occurs, it is generally supposed
that the energy gap becomes exponentially small at the phase-
transition point, with some exceptions [31-33]. When QA is
used to solve hard problems (that cannot be efficiently solved
using classical algorithms), a first-order phase transition typ-
ically occurs. For example, such a phase transition occurs
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when exact cover and database-search problems are solved
via QA [34,35]. Therefore, the adiabatic-condition term in
(1) is considered to increase exponentially at the first-order
phase-transition point.

In the realm of quantum many-body systems, determin-
ing whether the energy gap is closed or open, i.e., gapless
or gapped, in the thermodynamic limit is a notorious prob-
lem itself [36]. However, modifying the energy gap through
Hamiltonian rescaling is possible, even when the energy gap is
exponentially small. While such an energy rescaling improves
the adiabatic condition term by the factor of the energy gap,
this does not inherently reduce a computational cost of QA.
Using the quantum speed limit [37—41], we can evaluate the
computational cost required to obtain the solution of QA with
a probability above a certain threshold [42,43]. The cost is
given as follows:

T
0 :/o o [Hoa (1), [W())1dt, 2)

where o[H, |¥)] = [(W|A2|W) — (WA W)’ ]2, If we use
an energy rescaling for QA Hamiltonian such as el Hga (1), the
cost is not changed (see Appendix A). In other words, the cost
required to obtain the solution of QA with a probability above
a certain threshold cannot be improved by energy rescaling.
Hence, we do not use energy rescaling in this paper. Moreover,
throughout our study, we assume that the QA Hamiltonian
Hqa(t) is bounded; as such, ©(1) < [|Hoa(t)llop < O(L),
where || - |lop denotes the operator norm.

The performance of QA seems to be often determined by
the energy gap. A notable exception arises in the case of
perturbed Hamming weight problems, where the transition
matrix (the numerator of the adiabatic-condition term) is more
relevant than the energy gap, thus affecting the performance
of QA [44,45]. In this type of problem, the transition matrix
scales most proportionally to a polynomial in the system size.
Consequently, the calculation can be finished within polyno-
mial time, thus preventing catastrophic failures in QA.

In this paper, we propose a systematic method for con-
structing counterintuitive models wherein QA with a constant
annealing time fails despite a constant energy gap. We demon-
strate that the cause of such failure is actually not the energy
gap but, rather, the exponential increase in the size of the tran-
sition matrix in the adiabatic-condition term in Eq. (1). The
key idea of our proposal is to add a penalty term ﬂpena(t) to
the QA Hamiltonian, which does not change the eigenstate of
the Hamiltonian but changes the eigenvalue. We analytically
show that when we add such a penalty term, the transition
matrix becomes exponentially large, while the energy gap
remains constant. Furthermore, we demonstrate that we can
achieve a quadratic speedup of QA by adding the penalty
term to the QA Hamiltonian with polynomial energy, i.e.,
||HQA(t) + I-prena(t)Hop < ©(L), which cannot be reproduced
via energy rescaling. We also numerically perform QA on
the Grover search and the ferromagnetic p-spin model. The
success probability of QA on these models becomes expo-
nentially small as we increase the problem size L despite an
energy gap that scales as (L") during QA. However, the suc-
cess probability on our modified model is considerably higher
than that of conventional QA. Moreover, we numerically show

that the scaling of the computational cost is quadratically
improved compared to the conventional QA.

The remainder of our paper is organized as follows. In
Sec. II, we review QA and the adiabatic Grover search. In
Sec. III, we introduce the general framework for constructing
a case in which the transition matrix increases exponentially.
In Sec. IV, for our first example, we demonstrate an applica-
tion of our general theory on the adiabatic Grover search. In
Sec. V, for our second example, we show a numerical analysis
on the ferromagnetic p-spin model. Finally, in Sec. VI, we
present our conclusion.

II. QUANTUM ANNEALING AND ADIABATIC
GROVER SEARCH

In this section, we review QA and adiabatic Grover search.

A. Quantum annealing

In QA, the total Hamiltonian is defined as follows [4,5]:
N r t ~
Hoa(t) = FHp +(1- T Hy, 3)

where 1-7,, and A, are the problem Hamiltonian and driver
Hamiltonian, respectively. We prepare a ground state of Hy,
and let this state evolve via the total Hamiltonian. If an initial
state at + = 0 evolves in a sufficiently large T to satisfy the
adiabatic condition, we can obtain the ground state of ﬁp at
t=T.

B. Adiabatic Grover search

Let us consider the problem of searching for a specific
element in a database composed of N elements. On a classical
computer, we need to check, on average, half the elements to
find the target element. To reduce this effort, Grover proposed
a quantum search algorithm that requires only v/N evaluations
to find the target element [46]. To search the database, we
can adopt an adiabatic algorithm called the adiabatic Grover
search [4,7,47]. In the adiabatic Grover search, the problem
Hamiltonian is defined by

H, =1~ |m)(m|. 4)

Here, the solution to be found is denoted by |m), which is
represented by the computational basis (|1) and ||)). The
number of qubits is L, and thus, the dimension of the Hilbert
space is 2I'. Meanwhile, the driver Hamiltonian is defined by

Hi=T—1++- ) ++-+, 5)

where |+) is the eigenstate of the Pauli matrix &, i.e., |+) =
am+ 14/ /2. Because the adiabatic Grover search can be
block diagonalized, we can analytically obtain the eigenvalues
and eigenstates by diagonalizing a two-by-two matrix. Using
the desired state |m) and its orthogonal state |m"), the total
Hamiltonian HQA (t) can effectively be described to be

- Aoalt -
osf 0% — QA )sinQ o*, (6)

n 1. Agal®)
HQA(I‘)ZEI— Q; C
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where we define Pauli matrices represented on the bases of |m)
and |mt) as 6% = [m)(m| — |[m™)(m*| and 6* = |m)(m*| +
|mL)(m|. Here, cosO(z), sinf(¢), and Aqa(t) are given by

_ _ _ _ —L
(1) = sl =21 — /T =27 ()
S0 = —=— (1 — /T2 LA —20), (8

Aqal(t)

A1) — 121‘22_L+2t1t 0
Qa(t) = (—?)‘i‘ T <—?>7 )

where we choose the branch of Tan~'(x), which is
given by —7/2 <Tan"'(x) < 7/2, and define 6(t) =
Tan~![sind (¢) /cosf(t)]. The ground state |Ey(¢)) and first ex-
cited state |E;(t)) of the Hamiltonian (6) are as follows:

|Eo(1)) = cos?lm) + sin?m#), (10)
|Ei(1)) = —sin?lm) + COS?WL). (11)
The energies of these states are given by
Eo(t) = 3[1 — Aga®)], (12)
Ei(t) = {1+ Aqa(®)]. (13)

Thus, the energy gap is E;(t) — Eo(f) = Aqa(t). Based on
Eq. (9), the energy gap scales to @(27%/2) at t = T /2. The
numerator of the adiabatic-condition term (1) for the adiabatic
Grover search is ©(L°) [47]. The annealing time T should be
scaled to ®(2L) to satisfy the adiabatic condition. This implies
that the time required to find the solution using the adiabatic
Grover search is the same as that required for a classical
search. However, Roland and Cerf showed that a quadratic
speedup, similar to that for Grover’s algorithm, can be attained
by choosing an optimal scheduling function [47].

III. GENERAL FRAMEWORK

In this section, we introduce a general method for con-
structing models on which QA with a constant annealing
time has an exponentially small success probability despite
a constant energy gap. Let us define a system Hamiltonian as
H(t) = Hoa(t) + Hpena(t) and the energy gap of H(t) as A(t),
where Hpen, (1) denotes a Hamiltonian added to the QA Hamil-
tonian to improve the performance. Throughout our study,
we assume that the system Hamiltonian and QA Hamiltonian
satisfy [|[H()llop < ©(L) and O(1) < [[Hoa (M) llop < O(L),
respectively. Here, it is worth mentioning that a physical
Hamiltonian is usually assumed to be extensive, |4 ®llop =
||I-7QA ®llop = O(L) [14,48,49]. However, to consider a
Hamiltonian without a physical background, such as the adia-
batic Grover search, we adopt assumptions, |H ®llop < OL)
and O(1) < ||1LIVQA(1‘)||np < O(L). We also assume that the
transition matrix |(E) ()|, Hoa (t)|Eo(¢))| scales polynomially
with L and that the energy gap of the QA Hamiltonian Aga ()
becomes exponentially smaller as L increases. Subsequently,
we show that by adding a specific penalty term to the QA
Hamiltonian, we can systematically construct a model with
a constant energy gap, where the transition matrix becomes
exponentially large as L increases.

The adiabatic-condition term can be expressed in the fol-
lowing form:

[(E1 ()13, Hoa (t)|Eo (1))

AQa(t)?
_ [(E1 ()18, Hoa (t)|Eo (1)) 1 (14)
Aqalt) Agalr)’

The expression between the square brackets on the right-hand
side of Eq. (14) yields
[(E1 ()19 Hoa (8| Eo(1))|
Aqgal(?)

Let us consider the following penalty term [to be added to the
Hamiltonian Hoa (1)]:

= [(E1(0)ld/dt|Eo(t))|.  (15)

N—1

Apena(t) = Y Ci() | E«)(Ei(1), (16)

i=0

where N = 2% denotes the dimension of the Hilbert space,
and |E;(t)) is the eigenstate of ﬂQA(t). Time-dependent co-
efficients C;(¢) play a role in shifting the eigenenergies E;(t).
To maintain a constant energy gap during QA, we choose C;(t)
as follows:

Ci(t) = Ei(1 = 0) — Ei(0). a7

Here, notably, if the operator norm of the QA Hamilto-
nian is bounded by ®(L), this penalty term is also bounded
by ®(L) (see Appendix B). From Eq. (15), we show that

W remains unchanged by the addition of a

penalty term to the QA Hamiltonian, because the penalty
term is diagonal in the energy eigenstate basis. This implies
that if we add the penalty term to open an exponentially
small energy gap, the transition matrix becomes exponen-
tially large. For example, let us consider a QA model where
the scaling of |(E (t)|8[I-7QA(t)|E0(t))| [Aqa(?)] is given by
O(L%) [©(27%/?)]. In this case, as will be shown later, by
adding the penalty term (16), we change the energy gap
from Aga(t) = OQ7L%) to A(t) = O(LY), while changing
the transition matrix from |[(E; (t)|8,ﬂQA(t)|E0(t)>| = 0%
to [(E1(1)|3,H (t)|Eo(1))| = @(2"/?). Notably, if we multiply
an exponentially large factor by the QA Hamiltonian, e.g.,
H(t) =2 21’-AIQA(I), we obtain similar results. However, the
operator norm of such a rescaled Hamiltonian is |\H @llop =
©(2%/2), which violates our assumption of A Ollop < OL).

From Egs. (14) and (15), clearly, the improvement of the
adiabatic condition due to the addition of operators for the QA
Hamiltonian, such that the energy eigenstates are unchanged,
is by afactor of 1/ Aqa (¢). To achieve optimal improvement of
the adiabatic condition, where 1 is minimized, we can choose
the coefficient C;(¢) such that the energy of the ground state is
set to be 0, and the energies of all excited states are set to the
largest eigenenergy of Hga (7). Thus, the optimal penalty term

A (1) is given by

N—1
A1) =Y COPUOIEONE1)], (18)
i=0
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where  C®)(1)=—Eo(t) and CSB'(1) = —Ei(t) +
max;gjcn—1|E;(t)]. In addition, we set the QA Hamiltonian
to be extensive, i.e., ||ﬁQA(t)||Op=®(L) [14]. In this
case, the factor 1/A(z) is scaled to ®(L~!) because
A(t) = max gicy—1|Ei()| = ||}L7(t)||0p for the Hermitian
operator. Notably, although we considered an adiabatic
condition term for the transition from the ground state to
the first excited state, we could also consider transitions to
other excited states. Let us define an adiabatic condition
for the other excited states as n; = = LEOBHAOIEWI - gy

(Ej()—Eo (1))
2<j<2k—1. Using our modified Hamiltonian, we
minimize not only 7 but all n;. Although Eq. (18) is the
optimal choice for the penalty term, we use Eqs. (16) and (17)
to maintain consistency hereafter.

Let us compare our penalty term with the counterdiabatic
driving [50-52]. Similar to our penalty term, the counterdia-
batic term typically contains the instantaneous eigenstate of
the QA Hamiltonian. With the counterdiabatic term, exact
adiabatic dynamics can be achieved in a shorter computational
time than with traditional QA. However, if we adopt the coun-
terdiabatic term, passing through a first-order phase-transition
point during QA will require an exponentially large amount of
energy (see Appendix C). By contrast, using our penalty term,
we can achieve a quadratic speedup over the conventional QA
with polynomial energy, i.e., ||I-7QA(t) + ﬁpena(t)nop < OW).

IV. ADIABATIC GROVER SEARCH WITH PENALTY TERM

For our first example, we first present an analytical in-
vestigation of the scaling of the adiabatic-condition term on
the adiabatic Grover search with the penalty term (16). Sub-
sequently, we numerically show that the success probability
of QA decreases exponentially for both our modified and
conventional Hamiltonians. We also show, however, that the
success probability of our approach is higher than that of the
conventional one.

A. Scaling of adiabatic-condition term
We consider the Hamiltonian (6). The penalty term is given
by
Hpena(t) = — Eo(t)|Eo()){Eo(1)]
+ {1 = Ex(O}E (D) E1 (0], 19)

where we use Eqs. (10) and (11). Meanwhile, the total Hamil-
tonian is defined as

A

H@) = ﬂ A(t) +I'7pena(t)

s
31— 2cos@(t) Gt

— 1sinf(r) 5. (20)

We can easily calculate the energy gap in this model (20) to
be A(t) = 1. The energy gap in our model does not depend
on the number of qubits L. Notably, the difference between
Eq. (20) and Eq. (6) is the prefactor of Aga(#) in front of
cosf(r) and sind(r). Thus, except for /2, our penalty term
simply multiplies the original Hamiltonian (6) by an expo-
nentially large factor [1/Aqa (¢)] in the subspaces of |m) and
|m*). However, ||1’-7(z‘)||0p remains as ®(1), even with the
penalty term.

400
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O0 0.2 0.4J k 0.6 0.8 1

t/T

CoC o

—— 0 3 WU

[T

FIG. 1. Plot of adiabatic-condition term 7 for the adiabatic
Grover search as a function of normalized time # /T, where L is the
number of qubits.

Figure 1 shows the adiabatic-condition term as a function
of t. Att = T /2, the adiabatic-condition term becomes expo-
nentially larger as L increases. We then analyze the scaling of
the adiabatic-condition term. From Egs. (10), (11), and (15),
we obtain

KEL()ld /dr|Ey(1))]

B JaA =2t o
T[l +a(L) 0 =2k —4L(1 - z—L)]‘

Att =T/2,Eq. (21) yields

\/2L = O02M?). (22)

Given that the energy gap is always constant owing to the
penalty term, the scaling of the adiabatic-condition term is
n = ®(%?) at t = T/2. This indicates that the adiabatic-
condition term is improved by a factor of A(S/lx compared
to without the penalty term. The improvement of 1/Aqa(?)
is reminiscent of what is achieved using optimized schedul-
ing on the adiabatic Grover search [47]. However, further
improvements can be achieved by selecting an optimized
schedule for the adiabatic Grover search with the penalty term
(see Appendix D) [7,47].

Based on Egs. (15) and (22), the transition matrix becomes

(Ev(D)|3,H ()| Eo(1)) = ©(2). (23)

(E1(0)ld /dt|Eo(1))]

Hence, as expected from our general framework, the diver-
gence of the adiabatic-condition term in Fig. 1 stems from the
exponentially large transition matrix (23).

Quantum many-body systems often exhibit point gap clos-
ing owing to quantum phase transitions [18,53-55]. In the
adiabatic Grover search, the competition between the driver
Hamiltonian and problem Hamiltonian causes a first-order
quantum phase transition from the paramagnetic to ferromag-
netic phase. The energy gap at this phase-transition point
becomes exponentially small as we increase the size L and
vanishes at the thermodynamic limit L — oco. Conversely,
the energy gap in our model with the penalty term does not
close at the thermodynamic limit, which appears to avoid a
first-order phase transition with the addition of the penalty
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FIG. 2. Energy spectrum and fidelity for the adiabatic Grover search as functions of ¢ /7. Energy diagram in L = 10 (a) without penalty
term and (b) with penalty term. Fidelity (c) without penalty term and (d) with penalty term. Annealing time 7" = 20.

term. To check whether a first-order phase transition occurs,
we analyze the total magnetization as an order parameter. This
analysis is essentially equivalent to the mean-field analysis
of a p-spin model for p — oo [55]. Meanwhile, we directly
obtain the magnetization using the ground state of our model
(20); this is in contrast to that done in Ref. [55]. The total
magnetization of the ground state is given by
. ,0()

00 1 L0()
> 2L_lsm 7 24)

(Eo ()] Z FEo(1))

where 6° is the z component of the Pauli matrix, 6% =
[ {(1] — [4)(}]. The occurrence of a first-order phase tran-
sition can be shown as a discontinuity of magnetization at
t = T /2 within the thermodynamic limit. We let the thermo-
dynamic limit be L — oo in Eq. (24):

,0() 1,00\ 1 1.
> T 1sm T) = -+ ELILIEOCOSO(I)

%0 2

_ b 1=2a/T)
T2 21l =20/T)
(25)

Thus, we obtain
Jim | fim (Eo(o) Z F|Eo(@)) = (26)
L

Jim | fim (B0 ZaﬂEo(r)) @7)

Therefore, in our model, a first-order phase transition occurs
att = T /2 even if the gap is ®(L°). Notably, there are some
counterexamples in which the gap does not become exponen-
tially small at the first-order phase-transition point [31-33].

B. Numerical analysis

To investigate the effects of the exponential increase in
size of the transition matrix of QA, we perform numerical
calculations. Figures 2(a) and 2(b) show the energy spectra
without and with the penalty term, respectively. Without the
penalty term, the energy gap becomes minimal at r = 7' /2.
By contrast, with the penalty term, the energy gap remains
constant and is not affected by the number of qubits, L, as
shown in Fig. 3(a). We numerically solve the Schrodinger
equation and obtain the state | W (#)). We show the fidelity as a
function of ¢ in Figs. 2(c) and 2(d), where we define fidelity as
[(Wo(t)|Eo(2))|>. As L increases, the fidelity decreases more
rapidly around ¢ = T'/2 owing to a nonadiabatic transition to
the first excited state.

Figures 3(a) and 3(b) show the scaling of the energy gap at
t = T/2 and the fidelity at t = T, respectively. Without the
penalty term, the energy gap becomes exponentially small.
As mentioned in Sec. II, the scaling of the transition matrix
is ®(L%) without the penalty term. Therefore, the exponential
decrease in the fidelity [bottom line in Fig. 3(b)] originates
from the gap closing att = T /2. By contrast, with the penalty
term, the energy gap is not affected by L. Thus, the de-
crease in fidelity [top line in Fig. 3(b)] originates from the
exponential increase in size of the transition matrix. Notably,
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FIG. 3. Scaling of (a) energy gap at t = T /2 and (b) fidelity at
t =T for the adiabatic Grover search. Purple (bottom) and green
(top) lines correspond to cases without and with penalty term, respec-
tively. In (a) and (b), annealing time is 7 = 20. (c) The fidelity and
corresponding computational cost where the system size is L = 10.
Here, we use T = 10n (T = 100m) for 1 <n<20,ne N (1 <
m < 60, m € N) in the case with (without) penalty term. (d) The
computational cost to obtain a fidelity higher than 0.5. We plot the
cost against the number of qubits to identify the scaling behavior.
In (c) and (d), purple (square) and green (circle) dots correspond to
cases without and with penalty term, respectively.

according to Fig. 3(b), the fidelity for the model with the
penalty term is higher than that for the model without the
penalty term. This behavior is consistent with our general
framework, demonstrating that the adiabatic-condition term
with the penalty term is smaller than that without the penalty
term. Figure 3(c) shows the computational cost defined in
Eq. (2). Here, after we choose a value of T, we calculate
the fidelity and computational cost to be plotted. We repeat
this process for several T, and plot these values with and
without penalty term. A nonmonotonic behavior of the fidelity
against the cost is observed, and we explain the origin in
Appendix E. From Fig. 3(c), we can estimate the required
cost to achieve a certain value of fidelity. Such a cost with
the penalty term is smaller than that without the penalty term.
Figure 3(d) shows the scaling of the cost against the number
of qubits. By solving a time-dependent Schrodinger equation,
we can plot the fidelity against the annealing time 7. As we
increase T, the fidelity also increases. Let us consider the
smallest 7" where the corresponding fidelity is more than or
equal to 0.5. We plot the cost for such an annealing time
T in Fig. 3(d). To identify the scaling behavior, we use a
fitting function as «2#L. Without the penalty term, we obtain
o =0.111 and B = 0.999. On the other hand, with the penalty
term, we obtain « = 0.365 and 8 = 0.467. Thus, the cost with

the penalty term is quadratically smaller than that without the
penalty term.

V. FERROMAGNETIC p SPIN MODEL

For our second example, we apply our theory to the ferro-
magnetic p-spin model [18,55-57]. The problem Hamiltonian
is defined as

L p
. 1 .
H,= —L(Z ;p;) . (28)

‘We use the transverse field as the driver Hamiltonian, which is
givenby Hy = — ZiL:I 6;. The Hamiltonian of QA is defined
as follows:

Hoa(t) = %ﬁp + (1 - %)Hd (29)
The penalty term is given by
28
Hpena (1) = Z{Ei(t =0) — EONE @)V E@®I,  (30)
i=0

where § is the maximum angular momentum and |E;) (E);)
is the eigenstate (eigenenergy) of HQA(I). We numerically
diagonalize I-7Q A (?) each time and construct the penalty term.
The total Hamiltonian is given by

ﬁ(t) zﬁQA(t)+Hpena(t)~ (3D

The components of the total spin operator are determined to
be §¢ = Zf:l 67/2 and §* = Zf:l 65/2. As the total spin
operator § is conserved, the initial state, belonging to the
maximal spin sector, remains in this sector throughout the
time evolution. Therefore, we consider only the subspace of
25 =1L.

The ferromagnetic p-spin model with a transverse field
for p=2 (p > 3) has a second-order (first-order) phase-
transition point in QA [18,55-57]. Throughout our study, we
set p = 5. Figures 4(a) and 4(b) show the energy spectra for
L = 40 without and with the penalty term, respectively. The
minimum energy gap is at t/T ~ 0.463 [Fig. 4(a)]. We nu-
merically solve the Schrodinger equation. Then, in Figs. 4(c)
and 4(d), we plot the fidelity for the model without and with
the penalty term, respectively. In the case with the penalty
term, the energy gap is always constant, as shown in Fig. 4(b).
However, att /T ~ 0.463, the fidelity decreases rapidly as we
increase the number of qubits [Fig. 4(d)]. We also plot the
scaling of the minimum energy gap and the fidelity att =T
in Figs. 5(a) and 5(b), respectively. Clearly, these results are
consistent with the predictions of our general framework,
i.e., despite the constant energy gap in the case with the
penalty term, the fidelity decays exponentially owing to the
exponential increase in size of the transition matrix. In ad-
dition, the fidelity of our approach is considerably higher
than that of conventional QA. Similar to what we did in
Sec. IV, we plot the computational cost defined in Eq. (2)
against the fidelity in Fig. 5(c). It is clearly shown that, in the
presence of penalty terms, the cost is reduced compared to
the case without penalty terms. We also show the scaling of
the cost to achieve a fidelity greater than 0.5 in Fig. 5(d). We
employ the same fitting function as in Sec. IV. Without the
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FIG. 4. Energy spectrum and fidelity as functions of # /T for the ferromagnetic p-spin model. Energy diagram in L = 40 (a) without penalty
term and (b) with penalty term. Fidelity (c) without penalty term and (d) with penalty term. Annealing time 7 = 20, p = 5.

penalty term, we obtain o = 0.990 and g = 0.530, whereas
in the presence of penalty terms, we obtain « = 1.08 and 8 =
0.265. Thus, the cost with the penalty term is quadratically
smaller than that without the penalty term. It should be noted
that we ignore the cost required for diagonalization of the QA
Hamiltonian to construct the penalty term while we observe
an improvement in the computational cost [Eq. (2)].

We compare our penalty term with the nonstoquastic
Hamiltonian in the p-spin model [18]. Although the scaling
of the energy gap in the p-spin model can be changed from
exponentially to polynomially decreasing by adding a nonsto-
quastic Hamiltonian, the non-stoquastic Hamiltonian does not
lead to an exponential increase in the size of the transition
matrix (see Appendix F). This is due to the change in not
only the energy gap but also the energy eigenstate. In contrast
to the nonstoquastic Hamiltonian, the modification to open
the exponentially small energy gap necessarily leads to an
exponential increase in the size of the transition matrix as long
as we use our method.

VI. CONCLUSION

In conclusion, we propose a general method for construct-
ing models on which QA with a constant annealing time
fails despite a constant energy gap. In accordance with our
framework, we choose a known model that exhibits an ex-
ponentially small energy gap during QA and add a penalty
term to the Hamiltonian. In the modified model, the transition

matrix in the adiabatic-condition term becomes exponentially
larger as the number of qubits increases, while the energy
gap remains constant. Moreover, we demonstrated that with
our penalty term, the scaling of the adiabatic condition is
improved from the inverse of squared to the energy gap to
the inverse of the energy gap. We emphasize that adding the
penalty term does not lead to an exponential increase in the
operator norm of the Hamiltonian. Therefore, we can con-
clude that by using our penalty term, we can achieve quadratic
speedup with polynomial energy.

Based on our framework, we investigated two models as
concrete examples: the adiabatic Grover search and the fer-
romagnetic p-spin model. For the adiabatic Grover search,
we analytically showed that the transition matrix becomes
exponentially large and that the magnetization exhibits dis-
continuity, i.e., a first-order phase transition occurs, although
the energy gap is always constant in QA. Moreover, for both
the adiabatic Grover search and the ferromagnetic p-spin
model, we numerically showed that the success probability
decays exponentially owing to the exponential increase in
size of the transition matrix. In addition, we showed that
the success probability with our penalty term is considerably
higher than that of the conventional approach. Furthermore,
we numerically showed that the scaling of the computational
cost is quadratically improved compared to the conventional
QA.

The computational speed in QA is generally considered
to be limited by the energy gap, which corresponds to the
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FIG. 5. Scaling of (a) minimum of energy gap and (b) fidelity
at t = T for the ferromagnetic p-spin model. Purple (bottom) and
green (top) lines correspond to cases without and with penalty term,
respectively. In (a) and (b), we set T = 20 and p = 5. (c) The fidelity
and corresponding computational cost where the system size is L =
16. Here, we use T = 10n (T = 100m) for 1 < n <20,n € N (1 <
m < 20, m € N) in the case with (without) penalty term. (d) The
computational cost to obtain a fidelity higher than 0.5. We plot the
cost against the number of qubits to identify the scaling behavior.
In (c) and (d), purple (square) and green (circle) dots correspond to
cases without and with penalty term, respectively.

denominator of the adiabatic-condition term. Our findings
prove otherwise and will lead to a deeper understanding of
QA performance.
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APPENDIX A: HAMILTONIAN RESCALING
FOR COMPUTATIONAL COST

We explain the effect of the rescaled Hamiltonian given
by eLﬂQA(t) for the computational cost. Let us consider a
time evolution by a Hamiltonian I-?QA (t') from a time t' = 0
tot’ = . We assume that ﬁQA(t) is described as (3). The state
is described as follows:

[W(t)) =T exp |:—i/ ﬁQA(t’)dt/:||\IJ(O)), (Al)
0

where 7T is the time-ordering operator. Now, we also consider
rescaled Hamiltonian and time. More specifically, we consider
atime evoluAtion by a Hamiltonian of H'ga(¢) = el‘(#H »+
(1 — Z7)Hy) fromatime /' = 0 to 1’ = et as follows:

W' (e t1)) = Texp |:—i / ﬂ/QA(t/)dt/:||\I’(O)). (A2)
0

By changing the variable in Eq. (A2), ¢’ = e*f, we obtain

|W'(e”t1))

et e LFN A\
— Texp |:—l/0 (me—i—(1—6_LT>Hd>dti||\IJ(O))

— Texp [—i / ﬁQAG)df] w(0))
0

= |W()). (A3)

From Eq. (A3), the time evolution of the state |¥/(e~'t)) by
HéA(t) is the same as that of |W(z)) by Hoa(t). Thus, it is
clearly shown that the Hamiltonian rescaling can shorten the
annealing time from 7 to Te L.

The cost using the rescaling Hamiltonian is given by

e Lt
Ores = / o[H'qa ("), W' (t")1dt’. (A4)
0
We replace time t’ to t’ = e~*t, then we have
T A
Ous = / o [H'ga(e1), [/ (e L)) le dr
0
T A
- f o [Floa(®). () 1dr
0
=0. (AS)

Thus, the rescaling for the Hamiltonian does not change the
cost.

APPENDIX B: OPERATOR NORM OF PENALTY TERM

In Appendix B, we show that the operator norm of the
penalty term (16) is bounded by ®(L) as follows:

N—-1
1Fpena (Dllop = | D_(Ei(0) — E«t)Ei())(Ei(¢)]
i=0 op
N-1
< | D EO)E)E )]
i=0 op
N—-1
+ | Y EIE®)E@0)]
i=0 op
<, [EO] + [1Hoa@llop-  (BD)

Because I—?QA(O) is Hermitian, we can show that
maxo<;<n—1|Ei(0)] is equal to [|Ha(0)llop- Thus, if the QA
Hamiltonian is bounded by ®(L) in the interval 0 <t < T,
the penalty term is also bounded by ®(L).
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APPENDIX C: OPERATOR NORM
OF COUNTERDIABATIC TERM

In Appendix C, we show that the operator norm of the
counterdiabatic term becomes exponentially large at the first-
order phase-transition point. The counterdiabatic term is given
by [50-52]

Hcd(t)
= i3 (O E OV EnO)] — (EaOEn O} EnONEn ().
' €

The operator norm of the counterdiabatic term is given by

IHea()llop =  max \/ (WIS (1) Hea ()| 9)

1) =1
= D KELIE 1), (C2)
n#m
where || - || denotes vector norm. As shown in Sec. III, as

the system size increases, |(E,(t)|0;E,(t))| increases expo-
nentially at the first-order phase-transition point. Thus, the
operator norm of the counterdiabatic term becomes exponen-
tially large at the first-order phase-transition point.

APPENDIX D: OPTIMAL SCHEDULING FUNCTION FOR
THE ADIABATIC GROVER SEARCH
WITH PENALTY TERM

Although we chose linear scheduling in the QA Hamil-
tonian [Eq. (3)] for our present study, we can use a more
general QA Hamiltonian that uses a nonlinear scheduling (but
monotonously increasing) function f(¢) as follows:

Hoa = f(O)H, +[1 = f(1)]Ha.

For Eq. (D1), the adiabatic condition can be modified as
follows:

(D)

df (s)
ds

[(E1(s)|dH (5)/df |Eo(s))]
A(1)?

<1l (D2

Ngen = '

where s denotes the normalized time ¢/7T. We will opti-
mize the scheduling function to minimize 1g.,. We show that

through optimization, we can achieve an exponential speedup.
From Eq. (D2), we obtain

‘g <. TA(f)
ds| = [(E\OIdH (f)/df |Eo(@))]
—e TAUD) (e< ). (D3

KEL(Od /df |Eo(1))]

The scheduling function is optimized if equality holds in
Eq. (D3). We have

af

o= ceT ((E (0)ld /df |Eo@ )" (D4)

Here, A(t) is now ©(L%); and thus, we set it to c. Substituting
Eq. (21) into Eq. (D4), we obtain

ds 1 JT—0x
df ~ ceT 1+ 421 —x) —4f(1 —x)
- VI - ox (D5)
ceT 1—4(1 —x)f(1 —f)
10°
107!
102
2103
S 10t
107
10
107 [w/o Penalty _—
108 w/ Penglty T
0 5 100 15 20 25 30

L

FIG. 7. Scaling of fidelity at + = T. Purple (bottom) and green
(top) lines denote the cases without and with penalty term, respec-
tively. Annealing time 7' = 20.

022620-9



HAYASAKA, IMOTO, MATSUZAKI, AND KAWABATA

PHYSICAL REVIEW A 110, 022620 (2024)

0.998
1

0.996 G
.

0.994 -

0.992 -
0.99 i

Fidelity

0.988

w/ Penalty |
’ 14 ay/T+ay/T?
0.984 :
150 160 170 180 190 200
T

0.986 "

FIG. 8. Fidelity for the adiabatic Grover search with penalty term
as functions of T'. The system size is L = 10.

for which we define x = 27X, We solve this differential equa-
tion at s(f = 0) = 0 and obtain

—lT’ll_xT’lzll_x
S= eer | A - T | @F =Dy —— |-

(D6)

By solving this equation in reverse, we obtain the optimized
scheduling function:

BRI Y S PR [
f(s)_z—i—2 1_Xtan|:(2s 1)Tan e :| (D7)

Considering the limit x — 0 at f(s = 1) = 1, we have

1 1—
T = —Tan™! al — l (D8)
ce X 2ce

Thus, the annealing time 7" does not depend on L. This finding
can be intuitively understood as follows. While the penalty
term provides a factor of 2£/2 to the adiabatic condition, opti-
mization of the scheduling function also provides a factor of
2L/2 o it. Thus, in total, we obtain an improvement by a factor
of 2F.

10 ‘
— w/o Penalty e
= 10°}
= w/ Penalty —_—
= 5[ Non-stoquastic
55 10 q
< 10
<m_’_) 103
5
= 10°
=z 1
< 10
Eﬂ/ 0 e,
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10—1 i i
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L

FIG. 9. Maximum of transition matrix for the ferromagnetic p-
spin model. Purple (middle), green (top), and blue (bottom) lines
denote cases without and with penalty term and with nonstoquastic
term, respectively. Annealing time 7 = 20.

To validate our analytical results, we performed numerical
simulations. Figures 6 and 7 show the time dependence of the
fidelity and scaling of the fidelity at t = T, respectively. The
annealing time was setto T = 20. As expected from Eq. (D8),
when the penalty term and optimized scheduling are used, the
fidelity at + = T becomes O(LY).

APPENDIX E: COST VS FIDELITY
IN TWO-LEVEL SYSTEM

To explain a nonmonotonic behavior of the fidelity as a
function of the cost in Fig. 3(c), we consider a simple case
where the system is in a superposition of the ground and first
excited states. Let us consider a state as follows:

1 €
V14 |e)? V1+el?

Using this state, the variance becomes

W) = |Eo(1)) + |Ei(2)).  (ED)

(W(OIH2 )W) — (WOIH @) W())’

= W[Egm + lePEX )]

1 2
- (m) [EG(t) + 2l PEo(t)E (1) + |e|*EF ()]
(E2)

For simplicity, let us consider the QA Hamiltonian with a
penalty term. In this case, we can set Ey(f) = Oand E(r) = 1.
We obtain the standard deviation as follows:

I
1+ [e]?

Since the fidelity is given by F = [{(Eo(t)|W())|*> = 1/(1 +
l€]?), the standard deviation becomes

o= JEA—F). (E4)

To proceed with further calculations, we assume that an
asymptotic form of the fidelity F' is givenby F = 1 +a,/T +
a,/T?. Also, we assume that the cost is given by T \/F (1 — F)
for simplicity. Then, we have

Q=,/—al —a—aT+0O(T"'?). (ES)

To determine parameters a; and a;, weuse F = 1+ a,/T +
a,/T? as a fitting function to reproduce the numerical results
of the fidelity against the annealing time in the adiabatic
Grover search with penalty term (Fig. 8). We obtain a; = 4.31
and a, = —976. Since q, is positive, the cost becomes a de-
creasing function of T in the region with large 7.

(E3)

APPENDIX F: COMPARISON OF PENALTY TERM
WITH NONSTOQUASTIC HAMILTONIAN

In this Appendix, we compare the transition matrix with
the penalty term and the nonstoquastic Hamiltonian in the
p-spin model. The following antiferromagnetic interaction is
introduced as the nonstoquastic Hamiltonian [18]:

L 2
R I,
BAys = L(Z ,271 a,.> . (F1)
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We use a QA Hamiltonian with the nonstoquastic Hamiltonian
given as follows:

H({t) = %{Aﬁp + (1 — MHAxs) + (1 — %)Hd (F2)

where I-7p is given by Eq. (28) and H; = — Zle 6. To avoid
a first-order phase transition, we set p =5 and A = 0.1 [18].
In Fig. 9, we show the scaling of the transition matrix in cases
with and without our penalty term, and with the nonstoquastic

Hamiltonian. It can be observed that the nonstoquastic Hamil-
tonian does not lead to an exponential increase in the size of
the transition matrix, even with an exponentially wide gap at
the first-order phase-transition point. According to our general
framework, opening the gap using the penalty term leads to
an exponential increase in the size of the transition matrix. In
contrast to our penalty term, the nonstoquastic Hamiltonian
(F1) changes not only the eigenenergy but also the energy
eigenstate.
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