
PHYSICAL REVIEW A 110, 013324 (2024)
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We investigate the Fermi-polaron system with one mobile impurity immersed atop a two-component inter-
acting fermion bath in one- and two-dimensional square lattices, where the impurity atom interacts with only
one species (the spin-up component) of the background. The ground state with a given total momentum can be
approximated by an extended Gaussian state, which is constructed from the combination of Gaussian states and
a non-Gaussian polaronic transformation (Lee-Low-Pines transformation). In the few-body limit, the variational
energies of two- and three-body systems show good agreement with exact results, which indicates the validity of
the non-Gaussian variational method. We then move on to the many-body limit, i.e., the polaron problem with
an interacting background. We choose two representative fillings of the background fermions, ρ = 1/4, 1/2, and
obtain the corresponding ground states. Our results show that the system will undergo a smooth crossover from
a Fermi-polaron to a Bose-polaron system as the interaction between background fermions increases. We further
analyze the double occupancy and momentum distribution of the background fermions and find that the impurity
will not significantly affect the background pairing.
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I. INTRODUCTION

The fate of an impurity particle interacting with a medium
is a key building block in the understanding of complex quan-
tum many-body systems. One notable example is the concept
of polarons originally proposed by Landau and Pekar [1],
which is of great interest in the context of transport properties
in semiconducting, superconducting, and insulating materi-
als in condensed-matter physics [2,3]. Recently, the study of
polarons has been extended to ultracold atomic gases, and
polarons have been further classified as Bose polarons or
Fermi polarons based on the statistical properties of composite
particles in the background medium. Thanks to technological
advances such as the Feshbach resonance and optical lattice,
both Fermi and Bose polarons have been realized and studied
extensively in experiments [4–14], in which the attractive
and repulsive branches of polaron spectra have been explored
[15,16]. From a theoretical aspect, a variety of methods have
been used to reveal the nature of polarons, including the Feyn-
man path-integral treatment [17–20], quantum Monte Carlo
methods [21–26], the transition-matrix approach [27–29], and
renormalization- group theory [30,31]. Variational methods
based on the Chevy-like ansatz [32] and Gaussian states
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†Contact author: wzhangl@ruc.edu.cn

[33,34] are also used to describe polaron properties and in-
vestigate the existence of a transition to a molecule state. It
has been suggested that a polaron-molecule transition exists in
the Fermi-polaron system, while the Bose polaron undergoes
a smooth crossover from a polaronic to a bound molecule state
with increasing interspecies couplings. Also, a metastable re-
pulsive polaron state is found in both the Fermi [27,35] and
Bose [19,36,37] cases.

In addition to the rich polaronic physics, polarons may
also serve as a sensitive probe of the properties of the
background, especially for strongly interacting many-body
systems [38,39]. For example, it is of great interest to consider
the polaron problem in a two-component Fermi superfluid,
which is one of the most notable quantum phenomena uni-
versally in condensed-matter physics [40], atomic physics
[41–44], nuclear physics [45,46], and astrophysics [47]. With
tuning of the intercomponent interaction, the background of a
two-component gas undergoes a crossover from the weakly
interacting BCS Fermi superfluid to a Bose-Einstein con-
densate (BEC) of paired molecules. It is expected that the
immersed impurity will change from a Fermi polaron to a
Bose polaron along the BCS-BEC crossover. A previous study
suggested that the treatment based on BCS theory is valid only
in the weakly interacting limit and the intermediate region,
while in the strongly interacting regime the exact three-body
effect must be taken into account [44]. Although the transition
between the two limiting cases is expected, a unified theory
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of the crossover is still lacking. Thus, it is of interest to pro-
vide a consistent description of the entire Fermi-Bose-polaron
crossover with trustable precision.

In this work, we implement a non-Gaussian variational
method to study the ground state of an impurity particle
immersed in a two-component Fermi gas with attractive in-
teraction. For simplicity, the impurity is assumed to couple
with only one species of fermions (spin ↑), such that ana-
lytic results are available in both the BCS and BEC limits.
To make a connection with ultracold atomic gases in op-
tical lattices, the background is described by an attractive
Fermi Hubbard model under the single-band approximation,
where the on-site interaction and intersite hopping can be
rather freely adjusted by tuning optical lattice parameters and
the Feshbach resonance. We separate the impurity degrees
of freedom via the Lee-Low-Pines transformation [48] and
use a trial state of Gaussian form to approximate the ground
state of the interacting background. The variational param-
eters are then fixed by imaginary-time evolution, and the
ground state is determined by performing an inverse Lee-
Low-Pines transformation, which is in a non-Gaussian form
in general. For both one- (1D) and two-dimensional (2D)
square lattices with representative fillings ρ = 1/4 and 1/2,
we observe a smooth crossover from a Fermi-polaron state to
a Bose-polaron state along with the BCS-BEC crossover of
the background. The theoretical calculations can be witnessed
by both the spectroscopic measurement of polaron energy
[7,49,50] and the in situ imaging results of double occupancy
[51]. This method can be easily expanded to spin- or mass-
imbalanced systems by changing the chemical potential or
hopping parameters. The calculation can also be extended to
other kinds of lattice configurations in different dimensions
without much numerical expense. Further, if one performs a
real-time evolution to obtain the variational parameters, the
method can be applied to study out-of-equilibrium dynamics.

The remainder of this paper is organized as follows. In
Sec. II we formulate the general non-Gaussian variational
method for the interacting polaron problem. In Sec. III, the
ground-state energy is calculated for some limiting cases,
where exact results can be obtained as a benchmark. Then
we obtain the ground-state energy, double occupancy, and
momentum distribution in 1D and 2D lattices with different
fermion fillings to witness the Fermi-Bose-polaron crossover.
In Sec. IV we summarize our results and discuss promising
directions for future studies.

II. HAMILTONIAN AND NON-GAUSSIAN
VARIATIONAL METHOD

We consider an attractive Hubbard model of spin-1/2
fermions in a D-dimensional square lattice with an impurity
interacting with only the spin-↑ component, as illustrated in
Fig. 1. The Hamiltonian is written as

Ĥ = − tf
∑
〈ij〉,σ

c†
iσ cjσ − tb

∑
〈ij〉

b†
i bj + Uff

∑
i

n̂i↑n̂i↓

+ Ubf

∑
i

c†
i↑ci↑b†

i bi −
∑

iσ

μσ c†
iσ ciσ , (1)

FIG. 1. Schematic plot of the 1D lattice energy dispersions Ek =
−2 cos k. The dotted line represents the Fermi energy determined by
background particle fillings. There are three kinds of particles in our
model, namely, the impurity particle (blue) and spin-↑ and spin-↓
particles (red). We consider the interaction between spin-↑ and spin-
↓ particles, denoted Uff , and the interaction between impurity and
spin-↑ component, denoted Ubf .

where σ =↑,↓ denotes different spin species and n̂iσ is the
density operator on the ith lattice site. The operators b†

i and bi
represent the degrees of freedom of the impurity, which satisfy∑

i b†
i bi = 1. This Hamiltonian contains two nearest-neighbor

hopping parameters, tf and tb, and two on-site interactions, Uff

and Ubf . The chemical potential μσ is introduced to control
the particle filling of background fermions, and we consider
a spin-balanced case with μ↑ = μ↓ = μ and N↑ = N↓ = N .
Both interacting parameters are negative (Uff ,Ubf < 0), corre-
sponding to attractive interactions. We define the filling factor
ρ ≡ N/V , with V = LD being the total number of sites (with
half filling corresponding to ρ = 1/2). For all calculations
below we use tf and lattice constant a as the energy and length
units, respectively, and fix tb = tf = 1.

First, we use the relations ckσ = 1√
V

∑
i e−ik·iciσ and c†

kσ =
1√
V

∑
i eik·ic†

iσ to rewrite the fermionic part of the Hamiltonian
as

Ĥ =
∑
kσ

[ε f (k) − μσ ]c†
kσ ckσ − tb

∑
〈ij〉

b†
i bj

+ Uff

V

∑
k,k′,q

c†
k↑c†

q−k↓cq−k′↓ck′↑

+ Ubf

V

∑
i,k,k′

e−i(k−k′ )ic†
k↑ck′↑b†

i bi, (2)

where the kinetic-energy dispersion of fermions is ε f (k) =
−2tf cos k and ε f (k) = −2tf (cos kx + cos ky) for 1D and 2D
lattices, respectively.

We apply the Lee-Low-Pines (LLP) transformation to sep-
arate the degrees of freedom of the impurity and background.
This unitary transformation is defined as ULLP = e−iQ̂X̂, where
Q̂ = ∑

kσ kc†
kσ ckσ and X̂ = ∑

i ib†
i bi are the total momentum

operator of the background and the coordinate operator of the
impurity, respectively. The operators transform as

U †
LLPckσULLP = e−ikX̂ckσ ,

U †
LLPbiULLP = e−iQ̂ibi. (3)
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Thus, the Hamiltonian after LLP transformation ĤLLP =
U †

LLPĤULLP becomes

ĤLLP =
∑
k,σ

(ε f (k) − μσ )c†
kσ ckσ

−
∑

k

b†
kbk

[
tb

∑
δ

ei(Q−k)·δ
]

+ Uff

V

∑
k,k′,q

c†
k↑c†

q−k↓cq−k′↓ck′↑

+
∑

k

b†
kbk

⎛
⎝Ubf

V

∑
k′,k′′

c†
k′↑ck′′↑

⎞
⎠. (4)

Here, δ = ±1 for 1D and δ ∈ {(±1, 0), (0,±1)} for 2D
lattices are the unit lattice vectors, respectively, and we
use the Fourier transformation of impurity operators bk =

1√
V

∑
i e−ik·ibi and b†

k = 1√
V

∑
i eik·ib†

i . One can easily prove
that the momenta of the background and impurity transform as
U †

LLPQ̂ULLP = Q̂ and U †
LLP(

∑
k kb†

kbk )ULLP = ∑
k kb†

kbk −
Q̂, respectively. Thus, the conserved total momentum of the
original mode is transformed to that of the impurity,

U †
LLP

(∑
k

kb†
kbk + Q̂

)
ULLP =

∑
k

kb†
kbk. (5)

Thus, for a given total momentum K, the ground state of ĤLLP

can be written in the form of a direct product of the impu-
rity part and the background part as b†

K|0〉 ⊗ |�K〉. With the
number constraint

∑
k b†

kbk = 1, we obtain the Hamiltonian
of background fermions with a fixed total momentum K,

ĤK =
∑
k,σ

[ε f (k) − μσ ]c†
kσ ckσ − tb

∑
δ

ei(Q−K)·δ

+ Uff

V

∑
k,k′,q

c†
k↑c†

q−k↓cq−k′↓ck′↑ + Ubf

V

∑
k,k′

c†
k↑ck′↑. (6)

We denote the ground state of ĤK as |�K〉, and the ground
state of the original Hamiltonian (2) can be expressed as
|�〉 = ULLP(b†

K|0〉 ⊗ |�K〉). Note that after the LLP transfor-
mation, the impurity and background are separated, and the
polaron problem is mapped exactly to finding the ground state
of a two-component Fermi gas with an impurity-modified
interaction. In general, the modified interaction is long range
and acquires a complex form.

To solve for |�K〉, next, we use a fermionic Gaussian state
as a trial wave function, which has the form

|�GS〉 = ÛGS|0〉, (7)

where ÛGS = ei 1
4 ÂT ξÂ is an Gaussian unitary operator. The

operator vector Â = (a↑
1,k1

, . . . , a↑
1,kV

, a↓
1,k1

, . . . , a↓
1,kV

, a↑
2,k1

,

. . . , a↑
2,kV

, a↓
2,k1

, . . . , a↓
2,kV

)T is defined via the Majorana

operators aσ
1,k j

= c†
k j ,σ

+ ck j ,σ and aσ
2,k j

= i(c†
k j ,σ

− ck j ,σ ),

which satisfy the anticommutation relation {aσ
α,k, aσ ′

β,k′ } =
2δαβδk,k′δσσ ′ . The variational parameter ξ is an antisymmetric
Hermitian matrix. To eliminate the gauge degree of freedom,

we can relate ξ to a covariant matrix γ via γ = P�PT , where
the covariant matrix is defined as [33]

γi, j = i

2
〈�GS |[Âi, Â j]|�GS〉, (8)

with Âi being the ith element of Â, P = eiξ , and the symplectic
matrix � being

� =
(

0 −12V

12V 0

)
. (9)

Next, we calculate the variational parameters of the Gaus-
sian state. For a given initial state |�(0)〉, we can determine
the ground state of a Hamiltonian Ĥ via the imaginary-time
evolution

|�(τ )〉 = e−Ĥτ |�(0)〉√
〈�(0)|e−2Ĥτ |�(0)〉

(10)

in the asymptotic limit τ → ∞, as long as |�(0)〉 has a
nonzero overlap with the ground state. Such an evolution can
be described by a differential equation,

dτ |�(τ )〉 = −(Ĥ − 〈Ĥ〉)|�(τ )〉, (11)

with 〈Ĥ〉 = 〈�(τ )|Ĥ |�(τ )〉. The imaginary-time evolution
equation for the Gaussian state (7) can be written as

dτ |�GS〉 = −P̂ (Ĥ − E )|�GS〉, (12)

where E = 〈�GS|Ĥ |�GS〉 is the variational energy and P̂ is
the projection operator onto the subspace spanned by tangent
vectors of the variational manifold. The left-hand side of
Eq. (12) gives

dτ |�GS〉 = ÛGSÛL|0〉, (13)

where the operator ÛL is given by

ÛL = 1

4
:ÂT PT (∂τ P)Â: + i

4
Tr[PT (∂τ P)γ] (14)

and : · : represents normal ordering with respect to the vacuum
state. The right-hand side of Eq. (12) further reads

−(Ĥ − 〈Ĥ〉)|�GS〉 = −ÛGSÛR|0〉, (15)

where ÛR = (i/4):ÂT PT hPÂ: + δĤ . Here, δĤ denotes the
higher-order terms of ckσ which are orthogonal to the tangen-
tial space and about to be projected out by the P̂ operator in
Eq. (12), and

h = 4
δE

δγ
, (16)

is the functional derivative of the variational energy. Com-
paring Eqs. (13) and (15), we can finally obtain the
imaginary-time equation of motion for the covariance matrix
as [33,52]

∂τγ = −h − γhγ . (17)

We can determine the covariance matrix of the final state
according to Eq. (17). First, we need to calculate the func-
tional derivative h defined in Eq. (16). To accomplish that, we
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rewrite the Hamiltonian (6) with Majorana operators as

HK = 1

4

∑
kσ

[ε f (k) − μσ ]
(
2 + iaσ

1,kaσ
2,k − iaσ

2,kaσ
1,k

) − tb
∑

δ

ei(Q−K)δ

+ Ubf

4V

∑
k,k′

(a↑
1,ka↑

1,k′ + a↑
2,ka↑

2,k′ + ia↑
1,ka↑

2,k′ − ia↑
2,ka↑

1,k′ )

+ Uff

16V

∑
k,k′,q

(a↑
1k − ia↑

2k )(a↓
1q−k − ia↓

2q−k )(a↓
1q−k′ + ia↓

2q−k′ )(a
↑
1k′ + ia↑

2k′ ). (18)

Then using the formula of expectation under the fermionic
Gaussian state

ip
〈
a j1 · · · a j2p

〉
GS = Pf

(
[γ] j1··· j2p

)
, (19)

where 1 � j1 < · · · < j2p � 4V and Pf([γ] j1··· j2p ) denotes the
Pfaffian of the antisymmetric matrix [γ] j1··· j2p with rows and
columns j1, . . . , j2p of γ , we can calculate the variational en-
ergy E = 〈�GS|ĤK|�GS〉 and the functional derivative of the
variational energy h = 4δE/δγ . More details of the derivation
are summarized in Appendixes A and B.

By evolving Eq. (17) until a convergence of variational en-
ergy E is reached, we get the covariant matrix γ of the ground
state. With that we can compute various physical observables,
such as the total particle number

Ntotal =
∑

σ

Nσ = −
∑

σ

∂E

∂μσ

= V − 1

4

∑
i, j

�i, jγi, j, (20)

where �i, j is the element of the symplectic matrix defined in
Eq. (9). We can also calculate the double occupancy of the
background component, defined as

d = 1

V

∑
i

〈c†
i↑c†

i↓ci↓ci↑〉, (21)

which describes the short-range pairing correlations of the
ground state and can be measured via in situ imaging [51]
and time-of-flight techniques [53,54]. We need to substitute
the operators in Eq. (21) by Majorana operators and com-
bine them with Eq. (19) to obtain the numerical result of d
using the covariant matrix. A detailed calculation is given in
Appendix C.

III. GROUND-STATE ENERGY
AND DOUBLE OCCUPANCY

Since the background of the two-component Fermi gas
undergoes a BCS-BEC crossover, it is natural to assume a
BCS wave function for the variational initial state, which has
a Gaussian form and comprises the pairing effect based on the
BCS theory of superconductivity. The standard form of this
state is [55] ∣∣� (N̄ )

Gauss

〉 =
∏

k

(uk + vka†
ka†

−k )|0〉, (22)

where k ≡ (k,↑) and −k ≡ (−k,↓) are defined to sim-
plify notation and N̄ = ∑

k〈a†
kak〉 = 2

∑
k |vk|2 stands for the

number of pairs. The parameters uk and vk are random num-
bers satisfying |uk|2 + |vk|2 = 1. The advantage of using the
BCS wave function as a variational state is that it naturally
fixes the particle number of two background components to
be the same. We can also use a random Gaussian form as
the initial state and impose the number constraint during
imaginary-time evolution. For all parameters discussed below,
the same final state is obtained, but with a much longer time
to reach convergence.

First, we apply the non-Gaussian method to study the ex-
tremely dilute limit of 1D and 2D square lattices with the
periodic boundary condition, where only two fermions are
present in the background. This can be done by changing the
chemical potentials, such that the particle numbers of back-
ground fermions are tuned to N↑ = N↓ = 1 after convergence.
In this limit, the polaron problem reduces to a three-particle
model with one particle (spin ↑) interacting with the other two
noninteracting particles (impurity and spin ↓), and the ground
state can easily be solved by other analytic or numerical meth-
ods to benchmark the non-Gaussian algorithm. In particular,
if we turn off either of the interactions, the system further
reduces to a two-body problem with an add-on free atom. The
ground state can be solved analytically, leading to the equation

−V

U
=

∑
k

1

2ε′
k + Eb

. (23)

Here, the energy dispersion is shifted to ε′
k = 2D − 2 cos k.

The binding energy Eb is defined as the absolute value of
the two-body ground-state energy. In Figs. 2(a) and 2(b), we
show the two-body binding energy Eb obtained from Eq. (23)
as solid black lines in one and two dimensions, respectively,
along with the corresponding numerical results obtained us-
ing the non-Gaussian variational method. In these plots,
red crosses and blue circles represent the cases with Uff =
U,Ubf = 0 and Ubf = U,Uff = 0, respectively. The system
size is taken as L = 60 for 1D lattices and L = 10 for 2D
lattices. We find that the numerical results agree well with
the analytical ones for both cases, especially in the strongly
interacting limit.

For a genuine three-body system with Ubf = 0 and Uff = 0
in 1D lattices, we can use the density-matrix renormalization-
group algorithm based on matrix product states (MPSs) to
determine the ground-state energy, with system size L =
60 and a maximum bond dimension up to M = 1600. In
Fig. 2(c) we show the ground-state energy obtained via the
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FIG. 2. Two-body binding energy for (a) a 1D chain with size
L = 60 and (b) a 2D square lattice with L = 10. Exact solutions
for both cases are obtained by solving Eq. (23) numerically in the
thermodynamic limit. Here, we turn on only one interaction and fix
the other one to be zero. The markers here represent U = Uff (red
crosses) and U = Ubf (blue circles). (c) The three-body ground-state
energy versus Ubf , with different Uff : −1 (red), −4 (green), −8
(blue), and −12 (black). The dotted lines are corresponding ground-
state energies obtained using the MPS method. (d) The systematic
errors for the three-body energy, defined as |EMPS − E |/|EMPS|.

non-Gaussian variational approach (solid lines) and the MPS
method (dotted lines). The background interaction is fixed
as Uff = −1 (red), −4 (green), −8 (blue), and −12 (black).
We find that the discrepancy between the two methods is
very small in both the weak- and strong-interaction limits and
reaches the maximum around Ubf ≈ −4. This conclusion can
be seen more clearly in Fig. 2(d), where the relative error
|EMPS − E |/EMPS is displayed. We see that the error reaches
the highest value of ∼4.5% for Uff ∼ −4 and Ubf ∼ −4,
where the system is undergoing the crossover regime, with
the interaction energy of the system being qualitatively com-
parable to the kinetic energy characterized by the bandwidth.
These results indicate the validity of the non-Gaussian varia-
tional method.

We now investigate the polaron problem with different fill-
ings ρ of the Fermi background. For definiteness, we consider
the cases with ρ = N/V = 1/4 and 1/2 as representative ex-
amples. In the BCS limit of Uff → 0, the system reduces to a
single-component Fermi-polaron problem, where the impurity
interacts only with spin-↑ atoms, and the spin-↓ component
supplies only an energy shift for the total ground-state energy.
With increasing background interaction Uff , spin-↑ and spin-↓
particles start to form tightly bound pairs. In the BEC limit
with |Uff | � (|Ubf |, tf ), the presence of an impurity will not
break the background pairs; it will interact with the pair as a
whole to form a Bose polaron.

In Fig. 3 we plot the variational ground-state energy
varying with Ubf ∈ [−12, 0], with different background inter-
actions, Uff = −1 (red), −12 (green), and −24 (blue). For
small Uff , the ground-state energy obtained with the non-
Gaussian method is compared with that of a Fermi polaron

FIG. 3. The polaron energy [shifted by E0 = E (Ubf = 0)] for 1D
and 2D systems, with particle fillings ρ = 1/4 and ρ = 1/2. The
system size is L = 60 for the 1D case and L = 10 for the 2D case.
The black dashed and dotted lines represent the Fermi-polaron and
Bose-polaron energies obtained using the Chevy-like ansatz, respec-
tively. The behavior within the weak-Ubf limit is closely shown in the
insets. With increasing background interaction Uff = −1, −12, −24,
we observe the polaron energy of our model go through a smooth
crossover between two limits for both 1D and 2D systems.

with mimp/mbath = 1 (black dashed lines), which is obtained
by using a Chevy-like ansatz of one particle-hole fluctuations
and zero center-of-mass momentum [35],

|�〉 = ψ0b†
0|N〉↑ +

∑
k,q

ψkqb†
q−kc†

k↑cq↑|N〉↑. (24)

Here, bk and ck↑ are the field operators for the impurity and
background fermions, respectively. The summation over k (q)
is restricted above (below) the Fermi surface. As shown in all
panels of Fig. 3, the non-Gaussian results approach the Fermi-
polaron limit from below with decreasing Uff for all lattice
configurations and filling factors.

With increasing background attraction Uff , the polaron en-
ergy is overall reduced as one would naturally anticipated.
However, the reduction is nonuniform, with a large differ-
ence between Uff = −1 and −12 but a small change from
Uff = −12 to −24. A rather unexpected observation is that
even for the case of strongest Hubbard attraction (Uff = −24)
considered, the energy lies well above the limit of the Bose
polaron (black dotted lines) except for a very small impurity-
background interaction. Here, the Bose-polaron energy is
calculated for an impurity coupling to a noninteracting Bose
gas of molecules with hopping parameter tm and interaction
Ubm via a Chevy-like ansatz with first-order fluctuations [37],

|�〉 =
(

ψ0b†
0 +

∑
k

ψkb†
−kβ

†
k

)
|BEC〉. (25)

Here, β
†
k creates a Bogoliubov mode with momentum k, and

|BEC〉 represents the ground state of the BEC with zero center
of momentum, which satisfies βk|BEC〉 = 0. If we consider
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a very small on-site molecule-molecule repulsion Um, the
energy equation obtained from this trial wave function is [37]

E

N
=

{
V

Ubm
−

∑
k

u2
k

E − εb(−k) − Em(k)

}−1

, (26)

with u2
k = [(εm(k)2 + ρUm )/Em(k) + 1]/2 and excitation

spectrum Em(k) =
√

εm(k)2 + 2εm(k)ρUm. The energy dis-
persions for the impurity and molecule are εb(k) = 2D −
2tb cos(k) and εm(k) = 2D − 2tm cos(k), respectively.

In Fig. 3, we show the Bose-polaron energy shifted by the
zero-point value in the noninteracting limit with tm = 1/2,
which corresponds to a background of molecules with two
times the mass of the impurity, i.e., mimp/mbath = 1/2, and
interaction Ubm = Ubf . This result indicates that the Bose-
polaron limit can be reached only for sufficiently weak
impurity-background interaction, even when the attraction of
background fermions is strong enough to reach the BEC limit
of the BCS-BEC crossover. This observation can be under-
stood by noticing that the impurity-background interaction
is, in fact, a many-body effect, in which all spin-↑ fermions
take parts. Thus, a small Ubf can also cause significant change
to the ground state after we count the contributions from all
fermions. Indeed, if we increase the number of fermions from
ρ = 1/4 to 1/2, the difference between the variational results
and the Bose-polaron limit is notably enlarged with the same
values of Uff and Ubf . Notice that in all panels in Fig. 3,
the interaction between bosonic molecules is assumed to be
zero, Um = 0. This simplification can be justified by a recent
work [56] that found that there is no distinguishable differ-
ence between polaron energies obtained with interacting and
noninteracting backgrounds in the weak impurity-background
interaction limit. Further, the variational energy of the Bose
polaron given by the Chevy-like ansatz is proved to be in good
agreement with the outcome of quantum Monte Carlo [57] in a
2D continuum within the weak impurity-background coupling
regime.

Finally, we calculate the double occupancy d of back-
ground fermions by changing the interactions Uff and Ubf

using the method described in detail in Appendix C. The
results in Fig. 4 show little difference for different choices
of impurity-background interaction Ubf or from those of a
simple attractive Hubbard model [58] with no presence of
impurity. This suggests that the background wave function
is essentially not perturbed by the impurity. While the dou-
ble occupancy has been successfully used to characterize the
BCS-BEC crossover of the background [58], it cannot work
as a good measure for the Fermi-Bose-polaron crossover.
We show momentum distributions for both the 1D and 2D
cases in Fig. 5, which suggest that the background under-
goes a BCS-BEC crossover with increasing Uff . The impurity
background interaction is fixed at Ubf = −12; these results
suggest that an impurity would cause a discernible difference
between n↑ and n↓ for Ubf � Uff , whereas n↓ is always near
the Hubbard model results. The inset in Fig. 5(b) is a 1D
example for the Bose-polaron limit Ubf = −1, Uff = −24,
where the impurity has no major effect on the background
momentum distributions. Although we have successfully de-
termined the background wave function, the measurement
of the Fermi-Bose-polaron crossover needs to be achieved

FIG. 4. Double occupancy d for one- and two-dimensional
square lattices with different particle fillings ρ = 1/4 and ρ = 1/2,
and impurity-background interactions, Ubf = −1 (red crosses) and
−12 (blue circles), varying with background interaction Uff .

by calculating the impurity momentum distribution or
impurity-background correlation, which remains difficult for
all types of approaches.

IV. CONCLUSION

In summary, we presented a non-Gaussian variational cal-
culation for the ground-state properties of a polaron problem
with an interacting background in one- and two-dimensional

FIG. 5. Momentum distribution nσ (k) for one- and two-
dimensional square lattices with different particle fillings: ρ = 1/4
and ρ = 1/2. The 1D and 2D results are plotted along k = kx and
k = kx = ky. We choose three different background interactions,
Uff = −1, −6, −12, represented by solid, dashed, and dotted lines,
respectively, while the impurity-background interaction is fixed as
Ubf = −12. The inset of (b) shows the 1D momentum distribution
for the Bose-polaron limit Ubf = −1, Uff = −24.
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square lattices. We obtained the ground-state covariant ma-
trix via imaginary-time evolution and then computed the
total energy, background double occupancy, and momentum
distribution of this system. The energy results showed that
with increasing background interaction strength, the system
undergoes a smooth crossover from a Fermi-polaron to Bose-
polaron system. From the double occupancy and momentum
distribution we found that the existence of an impurity will
not significantly affect the background pairs. We can eas-
ily expand our system to a mass- or spin-imbalanced case
by adjusting the hopping parameter or chemical potential in
the original Hamiltonian, which can be used to investigate
impurity physics on lattice systems of interest in quan-
tum simulations [59,60]. Moreover, the computations do not
depend on the dimensionality or form of the lattice and can

be directly applied to various types of lattice configurations
in different dimensions. The non-Gaussian variational method
can be further used to study the real-time evolution to describe
out-of-equilibrium dynamics.
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APPENDIX A: VARIATIONAL ENERGY

We use the expression given in Eq. (18) to determine the variational energy E = 〈�GS|H |�GS〉, leading to

E =
〈

1

4

∑
kσ

[ε f (k) − μσ ]
(
2 + iaσ

1,kaσ
2,k − iaσ

2,kaσ
1,k

) − tb
∑

δ

ei(Q−K)δ

+ Ubf

4V

∑
k,k′

(a↑
1,ka↑

1,k′ + a↑
2,ka↑

2,k′ + ia↑
1,ka↑

2,k′ − ia↑
2,ka↑

1,k′ )

+ Uff

16V

∑
k,k′,q

(a↑
1k − ia↑

2k )(a↓
1q−k − ia↓

2q−k )(a↓
1q−k′ + ia↓

2q−k′ )(a
↑
1k′ + ia↑

2k′ )

〉
GS

= 1

2

∑
kσ

[ε f (k) − μσ ] + 1

4

∑
kσ

[ε f (k) − μσ ](γ1,kσ ;2,kσ − γ2,kσ ;1,kσ ) − tb
∑

δ

e−iK·δ
(

−1

2

)2Ns

s f Pf(γF )

+ Ubf

2
+ Ubf

4V

∑
k,k′

(γ1,k↑;2,k′↑ − γ2,k↑;1,k′↑) + VUff

4
+ Uff

8

∑
k

(γ1,k,↑;2,k,↑ + γ1,k,↓;2,k,↓ − γ2,k,↓;1,k,↓ − γ2,k,↑;1,k,↑)

+ Uff

16V

∑
k,k′,q

[(γ1,k,↑;1,q−k,↓ − γ2,k,↑;2,q−k,↓)(γ2,q−k′,↓;2,k′,↑ − γ1,q−k′,↓;1,k′,↑)

+ (γ1,k,↑;1,q−k′,↓ + γ2,k,↑;2,q−k′,↓)(γ1,q−k,↓;1,k′,↑ + γ2,q−k,↓;2,k′,↑)

− (γ1,k,↑;1,k′,↑ + γ2,k,↑;2,k′,↑)(γ1,q−k,↓;1,q−k′,↓ + γ2,q−k,↓;2,q−k′,↓)

+ (γ1,k,↑;2,q−k′,↓ − γ2,k,↑;1,q−k′,↓)(γ2,q−k,↓;1,k′,↑ − γ1,q−k,↓;2,k′,↑)

− (γ1,k,↑;2,q−k,↓ + γ2,k,↑;1,q−k,↓)(γ1,q−k′,↓;2,k′,↑ + γ2,q−k′,↓;1,k′,↑)

+ (γ1,k,↑;2,k′,↑ − γ2,k,↑;1,k′,↑)(γ1,q−k,↓;2,q−k′,↓ − γ2,q−k,↓;1,q−k′,↓)], (A1)

where γF = √
1 − eiαγ

√
1 − eiα − (1 + eiα )�, α = 14 ⊗ diag(k · δ), diag(k · δ) is a diagonal matrix with diagonal elements

k1 · δ, . . . , kNs · δ, and Pf(γF ) denotes the Pfaffian of γF . The energy we show in the main text is obtained via this
expression.

APPENDIX B: DERIVATIVE OF THE VARIATIONAL ENERGY

After we get Eq. (A1), we can calculate the functional derivative h = 4δE/δγ . The element of matrix h can be expressed as
hs1,k1,σ1;s2,k2,σ2 = 4δE/δγs1,k1,σ1;s2,k2,σ2 , where s1 and s2 are the indices of Majorana operators (1 or 2). The expression is given by

hs1,k1σ1;s2,k2σ2 = 4
δE

δγs1,k1,σ1;s2,k2,σ2

= −δs1,1δs2,1δσ1,↑δσ2,↑
∑

k

(γ1,k,↓;1,k+k1−k2,↓ + γ2,k,↓;2,k+k1−k2,↓)

013324-7



YUE-RAN SHI, RUIJIN LIU, AND WEI ZHANG PHYSICAL REVIEW A 110, 013324 (2024)

+ δs1,1δs2,1δσ1,↑δσ2,↓
∑

k

(γ2,k1+k2−k,↓;2,k,↑ − γ1,k1+k2−k,↓;1,k,↑ + γ1,k,↓;1,k+k1−k2,↑ + γ2,k,↓;2,k+k1−k2,↑)

+ δs1,1δs2,1δσ1,↓δσ2,↑
∑

k

(−γ1,k,↑;1,k1+k2−k,↓ + γ2,k,↑;2,k1+k2−k,↓ + γ1,k,↑;1,k+k1−k2,↓ + γ2,k,↑;2,k+k1−k2,↓)

− δs1,1δs2,1δσ1,↓δσ2,↓
∑

k

(γ1,k,↑;1,k+k1−k2,↑ + γ2,k,↑;2,k+k1−k2,↑)

+ δs1,1δs2,2δσ1,↑δσ2,↑

[
Ubf

V
+

∑
k

δk1,k2

(
ε f (k) − μσ + Uff

2

)
+

∑
k

(γ1,k,↓;2,k+k1−k2,↓ − γ2,k,↓;1,k+k1−k2,↓)

]

+ δs1,1δs2,2δσ1,↑δσ2,↓
∑

k

(γ2,k,↓;1,k+k1−k2,↑ − γ1,k,↓;2,k+k1−k2,↑ − γ1,k1+k2−k,↓;2,k,↑ − γ2,k1+k2−k,↓;1,k,↑)

+ δs1,1δs2,2δσ1,↓δσ2,↑
∑

k

(γ2,k,↑;1,k+k1−k2,↓ − γ1,k,↑;2,k+k1−k2,↓ − γ1,k,↑;2,k1+k2−k,↓ − γ2,k,↑;1,k1+k2−k,↓)

+ δs1,1δs2,2δσ1,↓δσ2,↓

[∑
k

δk1,k2

(
ε f (k) − μσ + Uff

2

)
+

∑
k

(γ1,k,↑;2,k+k1−k2,↑ − γ2,k,↑;1,k+k1−k2,↑)

]

− δs1,2δs2,1δσ1,↑δσ2,↑

[
Ubf

V
+

∑
k

δk1,k2

(
ε f (k) − μσ + Uff

2

)
+

∑
k

(γ1,k,↓;2,k+k1−k2,↓ − γ2,k,↓;1,k+k1−k2,↓)

]

+ δs1,2δs2,1δσ1,↑δσ2,↓(γ1,k,↓;2,k+k1−k2,↑ − γ2,k,↓;1,k+k1−k2,↑ − γ1,k1+k2−k,↓;2,k,↑ − γ2,k1+k2−k,↓;1,k,↑)

+ δs1,2δs2,1δσ1,↓δσ2,↑
∑

k

(γ1,k,↑;2,k+k1−k2,↓ − γ2,k,↑;1,k+k1−k2,↓ − γ1,k,↑;2,k1+k2−k,↓ − γ2,k,↑;1,k1+k2−k,↓)

− δs1,2δs2,1δσ1,↓δσ2,↓

[∑
k

δk1,k2

(
ε f (k) − μσ + Uff

2

)
+

∑
k

(γ1,k,↑;2,k+k1−k2,↑ − γ2,k,↑;1,k+k1−k2,↑)

]

− δs1,2δs2,2δσ1,↑δσ2,↑
∑

k

(γ1,k,↓;1,k+k1−k2,↓ + γ2,k,↓;2,k+k1−k2,↓)

+ δs1,2δs2,2δσ1,↑δσ2,↓
∑

k

(γ1,k1+k2−k,↓;1,k,↑ − γ2,k1+k2−k,↓;2,k,↑ + γ1,k,↓;1,k+k1−k2,↑ + γ2,k,↓;2,k+k1−k2,↑)

+ δs1,2δs2,2δσ1,↓δσ2,↑
∑

k

(γ1,k,↑;1,k1+k2−k,↓ − γ2,k,↑;2,k1+k2−k,↓ + γ1,k,↑;1,k+k1−k2,↓ + γ2,k,↑;2,k+k1−k2,↓)

− δs1,2δs2,2δσ1,↓δσ2,↓
∑

k

(γ1,k,↑;1,k+k1−k2,↑ + γ2,k,↑;2,k+k1−k2,↑)

+ 2tb
∑

δ

[
e−iK·δ

(
−1

2

)2Ns

s f Pf(γF )
√

1 − eiαγ −1
F

√
1 − eiα

]
. (B1)

APPENDIX C: DOUBLE OCCUPANCY AND MOMENTUM DISTRIBUTION

The double occupancy of background fermions is defined as

d = 1

V

∑
i

〈�NGS|c†
i↑c†

i↓ci↓ci↑|�NGS〉. (C1)

We use the non-Gaussian state |�NGS〉 = ULLP(b†
K ⊗ UGS)|0〉 as the trial variation state; by considering only the K = 0 case we

get

d = 1

V

∑
i

〈�NGS|c†
i↑c†

i↓ci↓ci↑|�NGS〉 = 1

V

∑
i

〈0|(U †
GSb0)U †

LLPc†
i↑c†

i↓ci↓ci↑ULLP(b†
0UGS)|0〉

= 1

V 3

∑
k1,k2,k3,k4

〈0|(U †
GSb0)U †

LLPc†
k1,↑c†

k2,↓ck3,↓ck4,↑

(∑
i

e−i(k1+k2−k3−k4 )·i
)

ULLP(b†
0UGS)|0〉
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= 1

V 2

∑
k,k′,q

〈0|(U †
GSb0)U †

LLPc†
k,↑c†

q−k,↓cq−k′,↓ck′,↑ULLP(b†
0UGS)|0〉

= 1

V 2

∑
k,k′,q

〈0|(U †
GSb0)c†

k,↑c†
q−k,↓cq−k′,↓ck′,↑(b†

0UGS)|0〉. (C2)

Since we also have b0 = 1√
V

∑
l

bl and b†
0 = 1√

V

∑
l

b†
l , the equation becomes

d = 1

V 2

∑
k,k′,q

〈0|(U †
GSb0)c†

k,↑c†
q−k,↓cq−k′,↓ck′,↑(b†

0UGS)|0〉

= 1

V 3

∑
k,k′,q

∑
l1,l2

〈0|U †
GSbl1 c†

k,↑c†
q−k,↓cq−k′,↓ck′,↑b†

l2
UGS|0〉

= 1

V 2

∑
k,k′,q

〈0|U †
GSc†

k,↑c†
q−k,↓cq−k′,↓ck′,↑UGS|0〉. (C3)

The next step is to rewrite this expression using Majorana operators and calculate the expectation value as

d = 1

V 2

∑
k,k′,q

〈c†
k,↑c†

q−k,↓cq−k′,↓ck′,↑〉GS

= 1

16V 2

∑
k,k′,q

〈(a↑
1k − ia↑

2k )(a↓
1q−k − ia↓

2q−k )(a↓
1q−k′ + ia↓

2q−k′ )(a
↑
1k′ + ia↑

2k′ )〉GS

= 1

4
+ 1

8V

∑
k

(γ1,k,↑;2,k,↑ + γ1,k,↓;2,k,↓ − γ2,k,↓;1,k,↓ − γ2,k,↑;1,k,↑)

+ 1

16V 2

∑
k,k′,q

[(γ1,k,↑;1,q−k,↓ − γ2,k,↑;2,q−k,↓)(γ2,q−k′,↓;2,k′,↑ − γ1,q−k′,↓;1,k′,↑)

+ (γ1,k,↑;1,q−k′,↓ + γ2,k,↑;2,q−k′,↓)(γ1,q−k,↓;1,k′,↑ + γ2,q−k,↓;2,k′,↑)

− (γ1,k,↑;1,k′,↑ + γ2,k,↑;2,k′,↑)(γ1,q−k,↓;1,q−k′,↓ + γ2,q−k,↓;2,q−k′,↓)

+ (γ1,k,↑;2,q−k′,↓ − γ2,k,↑;1,q−k′,↓)(γ2,q−k,↓;1,k′,↑ − γ1,q−k,↓;2,k′,↑)

− (γ1,k,↑;2,q−k,↓ + γ2,k,↑;1,q−k,↓)(γ1,q−k′,↓;2,k′,↑ + γ2,q−k′,↓;1,k′,↑)

+ (γ1,k,↑;2,k′,↑ − γ2,k,↑;1,k′,↑)(γ1,q−k,↓;2,q−k′,↓ − γ2,q−k,↓;1,q−k′,↓)]. (C4)

Similarly, we can obtain the expression for the background momentum distribution nσ (k) as

nσ (k) = 〈c†
kσ ckσ 〉GS = 1

4

〈(
aσ

1,k − iaσ
2,k

)(
aσ

1,k + iaσ
2,k

)〉
GS

= 1
4

〈
2 + iaσ

1,kaσ
2,k − iaσ

2,kaσ
1,k

〉
GS

= 1
2 + 1

4 (γ1,k,σ ;2,k,σ − γ2,k,σ ;1,k,σ ). (C5)
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