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Evaluation of the systematic error induced by quadratic Zeeman effect using
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The systematic error induced by inhomogeneous residual magnetic fields through the quadratic Zeeman effect
is non-negligible in atom interferometers and must be precisely evaluated. We use a hyperfine-ground-state-
exchange (HGSE) method to evaluate the systematic error due to the quadratic Zeeman effect in the long-baseline
85Rb - 87Rb dual-species atom interferometer. We compare the HGSE method to two alternative evaluation
methods used in the past, mapping the absolute magnetic field in the interference region and performing phase
measurements at different bias fields, obtaining consistent results with an accuracy at the 10−11 level. In addition,
we show that, unlike the other methods, the HGSE method can obtain the systematic error induced by the
quadratic Zeeman effect in real time in case of slow drifts of either the ambient magnetic field or other systematic
effects differential to the two hyperfine ground states. Using the HGSE method to suppress the quadratic
Zeeman-effect-induced systematic error in long-baseline atom interferometer-based precision measurements
could enable searches for new physics such as testing the equivalence principle.
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I. INTRODUCTION

Atom interferometry has demonstrated remarkable
prospects in precision measurements through its develop-
ments over three decades, such as atomic gravimeters [1–4],
gravity gradiometers [5–8], and gyroscopes [9–11], as well
as the measurement of the fine-structure constant [12,13]
and the gravitational constant [14,15], and the test of the
equivalence principle [16–28]. To obtain highly accurate
measurement results, systematic errors induced by various
effects need to be precisely evaluated. Magnetic effect is one
of the important systematic errors in atom interferometers
(AIs) [8,18,21–28]. Commonly, the systematic error induced
by the first-order Zeeman effect is avoided by selecting
the magnetically insensitive mF = 0 sublevel of the atoms
during the interference process. However, the quadratic
Zeeman-effect-induced systematic error is non-negligible.

One evaluation method of the quadratic Zeeman effect is
by mapping the absolute magnetic field in the interference re-
gion [29,30]. The mapping-magnetic-field method is common
and robust but limited by the measurement accuracy and spa-
tial resolution of the magnetic field [29–31]. Methods to map
the magnetic field mainly include Raman spectroscopy [29]
and Ramsey interferometry [30]. Another evaluation method
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is by performing phase measurements by the AI at different
bias fields and extrapolating to the experimental value [24,27].
The modulating-bias-field method does not require mapping
the magnetic field, and it gives the systematic error by ob-
taining the phase shift as a function of the solenoid current,
provided that the modulated current does not significantly
change the bias field distribution and other systematic effects.
Furthermore, measuring the magnetic field gradient in the in-
terference region [26] could be used to evaluate the systematic
error induced by the quadratic Zeeman effect. However, it
works under the condition that the magnetic field is linearly
distributed.

Long-baseline AIs [32–36] dramatically increase the ac-
curacy of measurement [26,37] and extend the range of
applications [38]. However, the evaluation of the systematic
error induced by the magnetic-field effect encounters signif-
icant challenges. On one hand, the magnetic shield of the
long-baseline AI [39–41] has worse performance than a short
baseline one [42,43]. Due to the large length-to-diameter ra-
tio, the axial shielding factor of a 10-m magnetic shield is
only about ten [39,41]. This makes long-baseline AIs more
susceptible to vertical ambient magnetic fields. On the other
hand, long-baseline AIs require the systematic error induced
by magnetic-field effect to be evaluated with a higher accuracy
[26,27]. The 10-m AI takes over ten times longer than that
with compact devices to map the absolute magnetic field in the
vacuum using atoms, which means a more extended period for
evaluating the systematic error. The evaluation methods men-
tioned above all require a stable magnetic field. Nevertheless,
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it is challenging to maintain the ambient magnetic field stable
enough due to factors such as metros. Therefore, evaluating
the systematic error caused by the magnetic-field effect in real
time is essential for long-baseline AIs.

In this paper, we realize an evaluation method called hy-
perfine ground-state exchange (HGSE), alternating the two
hyperfine ground states between two consecutive shots, appli-
cable to the long-baseline 85Rb - 87Rb dual-species AI based
on our previous work [27]. The method does not require pre-
cise measurement of the magnetic field, and it could evaluate
the systematic error caused by the Zeeman effect in real time,
even if the ambient magnetic field and other systematic effects
irrelevant to the hyperfine ground states change slowly.

The paper is structured as follows: In Sec. II, we ana-
lyze the phase shift induced by the quadratic Zeeman effect.
The experimental setup and procedure are briefly introduced
in Sec. III. In Sec. IV, the HGSE method is described,
and its evaluation result is demonstrated. Then, to vali-
date the effectiveness of the HGSE method, we employ the
mapping-magnetic-field method and modulating-bias-field
method independently to cross-check. In Sec. V, we discuss
the characterization of the HGSE method in a modulating
magnetic field. Section VI summarizes our main results and
provides an outlook.

II. THEORETICAL ANALYSIS

A. Zeeman shift

The Zeeman shifts of the energy levels of alkali-metal
atoms, including all magnetic substates of the two ground
hyperfine levels, are precisely described by the Breit-Rabi
formula [44]. According to this formula, the energy shift
corresponding to the ground-state magnetic sublevel |F, mF 〉
due to the small magnetic field B can be written as

�EB =
(

gI ± gJ − gI

2I + 1

)
μBmF B

±
(

1 − 4m2
F

(2I + 1)2

)
(gJ − gI )2μ2

B

4�Ehfs
B2, (1)

where gJ and gI are the electronic and nuclear Landé g factors,
I is the total nuclear angular momentum, which is 5/2 for
85Rb and 3/2 for 87Rb, μB is the Bohr magneton, mF =
0,±1, . . . ,±F are the projections of total angular momentum
on the quantization axis, and �Ehfs = Ahfs(I + 1/2) is the
hyperfine splitting. Note that the Zeeman shift is positive for
atoms in the upper ground state (UGS) and negative for atoms
in the lower ground state (LGS) [27]. Therefore, the hyper-
fine sublevel |F, mF = 0〉 has no first-order Zeeman shift, the
corresponding frequency shift is defined as

�ωi-F = ± (gJ − gI )2μ2
B

4h̄�Ehfs
B2 = 2παi-F B2, (2)

where h̄ is the reduced Planck constant, αi-F is the quadratic
Zeeman coefficient of isotope i with hyperfine ground state
F . For the |F = 2, mF = 0〉 and |F = 3, mF = 0〉 hyperfine
levels of the 52S1/2 ground state of 85Rb [45], the calcu-
lated coefficients are α85-2 = −646.99 Hz/G2 and α85-3 =
646.99 Hz/G2, respectively. For the |F = 1, mF = 0〉 and
|F = 2, mF = 0〉 hyperfine levels of the 52S1/2 ground state of

87Rb [46], the calculated coefficient α87-1 = −287.57 Hz/G2

and α87-2 = 287.57 Hz/G2, respectively.

B. Quadratic Zeeman-effect-induced phase shift

While the atoms in the |F, mF = 0〉 sublevel are in free
fall in a magnetically shielded region [20,27], we perform a
Raman Mach-Zehnder interferometer with the π/2−π−π/2
Doppler-sensitive configuration, and the interferometer dura-
tion is 2T . When the interference process is finished, the phase
shift �φ caused by the quadratic Zeeman effect can be written
as

�φ = 2π

∫ 2T

0

{
α

(u)
i-F B2[z(u)(t )] − α

(d )
i-F B2[z(d )(t )]

}
dt, (3)

where B[z(u)(t )] and B[z(d )(t )] are magnetic fields at the posi-
tion z(u)(t ) of the upward path and at the position z(d )(t ) of the
downward path, respectively, α

(u)
i-F and α

(d )
i-F are the quadratic

Zeeman coefficient in the upward path and downward path,
respectively.

The atoms stay at the same hyperfine ground state in the
double Raman diffraction (DRD) scheme [27,47], so α

(u)
i-F =

α
(d )
i-F . The quadratic Zeeman-effect-induced phase shift in the

DRD scheme is

�φi-F = 2παi-F

∫ 2T

0

{
B2[z(u)(t )] − B2[z(d )(t )]

}
dt . (4)

The phase shift �φi-F is proportional to αi-F and mainly arises
from the magnetic field inhomogeneity between the upward
and downward paths of the interferometer.

III. EXPERIMENTAL APPARATUS AND PROCEDURE

A. Experimental apparatus

The schematic diagram of the experimental setup shown
in Fig. 1 is similar to our previous system [27], except that
the detection scheme of phase shear readout [48,49], where
a CCD camera images the atomic density distribution with
vertical fluorescence beams. A group of Raman laser beams
(ω1, ω3, and ω4), blow-away beams, and repumping beams
propagate downward through the top window of the vacuum
chamber. Another group of Raman laser beams (ω2, ω3, and
ω4) propagate upward through the bottom window of the
vacuum chamber. These four Raman lasers (ω1−ω4) compose
the four-wave double-diffraction Raman transition (4WDR)
scheme. The 4WDR scheme [20] is the DRD scheme for
85Rb - 87Rb dual-species AI, which has good common-mode
noise suppression ability. An 11.4-m-long magnetic shielding
system [41] is achieved by a combination of passive shielding
using three-layer cylindrical permalloy and active compen-
sation with external, internal, and solenoid coils. The shield
provides an axial shielding factor of less than ten and a trans-
verse shielding factor of more than 1 × 104 due to the large
length-to-diameter ratio. The bias magnetic field is supplied
by a solenoid inside the magnetic shielding system, which
defines the quantization axis.

Here we give a brief introduction to the experimental pro-
cess. First, 85Rb and 87Rb atoms are cooled and trapped by the
three-dimensional magneto-optical trap (3D-MOT). Second,
the cold 85Rb and 87Rb atoms are launched simultaneously
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FIG. 1. Schematic diagram of the experimental setup.

by a moving molasses process to form atom fountains. Third,
after entering the magnetic shielding zone, the atoms are
prepared to the magnetically insensitive state (mF = 0) and
selected with a narrow vertical velocity distribution, which is
achieved by the Doppler-sensitive Raman beams propagated
along the quantization axis. Afterward, a π/2−π−π/2 Ra-
man pulse sequence is applied to split, reflect, and recombine
the atomic wave packet, which is separated by a free evolution
time of T . Finally, we get the differential phase between 85Rb
and 87Rb by the phase shear readout with the internal state
labeling detection.

B. Double-diffraction Raman atom interferometer in lower or
upper ground states

The Raman-type atom interferometer is based on the
stimulated Raman transition [1,50]. In brief, the single
Raman diffraction (SRD) scheme realizes a configuration
with asymmetric momentum-space splitting of h̄keff and
two hyperfine ground states [51,52]. In the DRD scheme
[20,47,52,53], the atom interacts with two laser pairs and
consequently diffracts in both directions to achieve a symmet-
ric momentum-space splitting of 2h̄keff , in which the atomic
wave packets are in the same hyperfine ground state. Com-
pared with SRD, the resonance condition does not change,
except for the Rabi oscillations with an effective Rabi fre-
quency of

√
2�eff , where �eff is the effective two-photon

Rabi frequency for SRD [47]. As shown in Fig. 2, the first
π/2 pulse with duration τ

(D)
π/2 = π/(

√
2�eff ) excites the initial

FIG. 2. Space-time diagram of the double-diffraction Raman-
type atom interferometer: (a) the lower ground-state atom interfer-
ometer, (b) the upper ground-state atom interferometer.

state |F = a, p = p0〉 to two states |F = b, p = p0 + h̄keff〉
and |F = b, p = p0 − h̄keff〉, where keff = k1 − k2 is the ef-
fective wave vector. The π pulse with duration τ (D)

π =√
2π/�eff acts as a mirror in each path to reflect the states

with |F = b, p = p0 + h̄keff〉 → |F = b, p = p0 − h̄keff〉 and
|F = b, p = p0 − h̄keff〉 → |F = b, p = p0 + h̄keff〉. Finally,
atomic wave packets are recombined due to the second π/2
pulse with duration τ

(D)
π/2.

The LGS and UGS AIs using 85Rb and 87Rb atoms com-
pose four combination pairs for differential measurements.
In this paper, we implement two types of interferometers
with 85Rb and 87Rb staying either in the LGS or the UGS,
calling LGS-AI and UGS-AI, to form the HGSE method. In
the LGS-AI, atoms stay at 85Rb |F = 2〉 and 87Rb |F = 1〉
during the interference process as shown in Fig. 2(a). First,
a πv–blow-away–πv–repumping pulse sequence is applied to
85Rb and 87Rb for state preparation and velocity selection, so
the input atoms are in 85Rb |F = 3〉 and 87Rb |F = 2〉. Here,
the πv pulse is a Doppler-sensitive single-diffraction Raman
pulse used to select the narrow-velocity atoms. We use two πv

pulses to make the atom’s velocity the same as the fountain
to reduce the influence of the pulses on the atom’s velocity
and trajectory. The blow-away pulse is used to remove the
unwanted atoms residing in 85Rb |F = 3〉 and 87Rb |F = 2〉,
which is tuned on the |F = 3〉 → |F ′ = 4〉 transition for 85Rb
and the |F = 2〉 → |F ′ = 3〉 transition for 87Rb. The repump-
ing pulse is applied to pump atoms from 85Rb |F = 2〉 and
87Rb |F = 1〉 to 85Rb |F = 3〉 and 87Rb |F = 2〉, which is
tuned on the |F = 2〉 → |F ′ = 3〉 transition for 85Rb and the
|F = 1〉 → |F ′ = 2〉 transition for 87Rb. And then, a π/2–
blow-away–π–blow-away–π/2 pulse sequence is applied to
realize 85Rb |F = 2〉 - 87Rb |F = 1〉 dual-species LGS-AI by
the 4WDR scheme [27]. Here, the π/2, π , and π/2 pulses are
Doppler-sensitive double-diffraction Raman pulses applied to
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manipulate the atomic wave packet. The blow-away pulses
are used to avoid the influence of the unwanted atoms in
85Rb |F = 3〉 and 87Rb |F = 2〉 on the interference. Finally,
the atoms in the middle output port are detected by the phase
shear readout scheme.

In the UGS-AI, atoms stay at 85Rb |F = 3〉 and
87Rb |F = 2〉 during the interference process as shown in
Fig. 2(b). First, a πc–blow-away–πv–repumping–πv–blow-
away pulse sequence is applied to 85Rb and 87Rb for state
preparation and velocity selection, so the input atoms are
in 85Rb |F = 2〉 and 87Rb |F = 1〉. Here the πc pulse, a
copropagating Doppler-insensitive Raman pulse, is used to
only transfer atoms from 85Rb |F = 3〉 and 87Rb |F = 2〉
to 85Rb |F = 2〉 and 87Rb |F = 1〉, but nearly does not
change the velocities. The purpose of other laser pulses is
the same as that described in Fig. 2(a). To overlap com-
pletely with the atomic trajectories of the LGS-AI, the
πv pulses are at the same moment. And then, a π/2–
repumping–π–repumping–π/2 pulse sequence is applied to
realize 85Rb |F = 3〉 - 87Rb |F = 2〉 dual-species UGS-AI
by the 4WDR scheme [27]. Here, the repumping pulse is
used to deviate the unwanted atoms in 85Rb |F = 2〉 and
87Rb |F = 1〉 from the interference loop. Finally, the last
blow-away–repumping pulse sequence is applied for high-
contrast detection of the atoms in the middle output port. Due
to the interaction between the pulses and the atoms in the
vertical direction, the blow-away–repumping pulse sequence
has a negligible effect on the interferometer phase in the hori-
zontal fringe of the atoms in the phase shear readout scheme.
Here, the blow-away pulse is used to avoid the influence of
the atoms in 85Rb |F = 3〉 and 87Rb |F = 2〉 on the readout.
The repumping pulse is then used to pump the atoms in the
middle output port from 85Rb |F = 2〉 and 87Rb |F = 1〉 to
85Rb |F = 3〉 and 87Rb |F = 2〉 for detection.

During coherent operation in the LGS-AI, the atoms re-
maining in the UGS will affect the interference. Therefore, the
blow-away pulses are added between the double-diffraction
Raman pulses to remove the unwanted UGS atoms. On the
other hand, for the UGS-AI, the repumping pulses are added
between the double-diffraction Raman pulses to deviate the
unwanted LGS atoms. Although the repumping pulses cannot
clear the atoms in the LGS, the pulses can ensure that the
unwanted atoms are only in the background without partici-
pating in the interference process. Consequently, the presence
of repumping pulses sharply increases the atom number in
the background and reduces the contrast of the interference
fringes. To improve the signal-to-noise ratio of the interfer-
ometer, we use a blow-away–repumping pulse sequence after
the last Raman π/2 pulse to detect the atoms in the LGS that
participate in the interference loop. Furthermore, during the
interference process, the influence of the blow-away pulses
in the LGS-AI and repumping pulses in the UGS-AI can be
neglected at the 10−11 level of test accuracy in this experiment
[27].

IV. EVALUATIONS OF QUADRATIC
ZEEMAN-EFFECT-INDUCED SYSTEMATIC ERROR

In this section, we demonstrate the evaluation meth-
ods and results of the quadratic Zeeman-effect-induced

systematic error. Section IV A describes the HGSE method
and its evaluation result. Section IV B demonstrates the eval-
uations using the mapping-magnetic-field and modulating-
bias-field methods. Section IV C cross-checks the three above
evaluation results to validate the effectiveness of the HGSE
method.

A. Hyperfine-ground-state-exchange method
and its evaluation result

In our previous work [27], as shown in Eq. (2), we took
advantage of the opposite sign of quadratic Zeeman coeffi-
cients of the lower and upper ground states to give systematic
errors for four combination pairs of specified mass and in-
ternal energy. A similar consideration was realized by Panda
et al. [54], who suppressed the effect of strong environmental
magnetic fields and field gradients using atoms in the two
hyperfine states as co-magnetometers. Due to the quadratic
Zeeman effect, the inhomogeneous magnetic field induces the
systematic shift, and the uncertainty of the magnetic field is
partly responsible for systematic uncertainty. We describe the
HGSE method below.

The differential phase is shifted by systematic effects.
These systematic phase shifts can be sorted into two classes of
error sources [55], either dependent (�φdep) or independent
(�φindep) on the hyperfine ground state F . The differential
phase between 85Rb and 87Rb in the dual-species AI can
thus be expressed as �φF = �φg + �φdep + �φindep. Here,
�φg = �keff gT 2 + keff�gT 2, where the first term is caused
by the difference of effective wave vectors keff of the atoms,
and the second term is caused by the potential relative acceler-
ation �g between specified mass and internal energy of atoms.
Taking that into account, the measurement procedure we use
interleaved differential phase measurements with the LGS and
UGS:

�φLGS = �φg − �φdep + �φindep,

�φUGS = �φg + �φdep + �φindep.
(5)

Half-difference and half-sum of successive �φLGS and
�φUGS measurements allow us to separate �φdep from �φg +
�φindep. �φindep originates from effects related to perturba-
tions of the external degrees of freedom of the atoms (such
as gravity gradient, Coriolis effect, and wavefront aberration)
and from the Raman laser phase shifts. �φdep mainly includes
the quadratic Zeeman shift and ac-Stark shift. We need to
cancel the ac-Stark shift so that there is only the quadratic
Zeeman shift in the �φdep. To cancel the total ac-Stark shift,
the magic intensity ratio of the four Raman lasers in dual-
species Raman transitions is controlled as I1 : I2 : I3 : I4 =
1.00 : 1.00 : 3.05 : 14.3 [27]. Since we tested the equivalence
principle at the 10−11 level in our experiment, the influence of
the ac-Stark shift could be neglected in the �φdep. The LGS-
AI and UGS-AI are alternated at the two consecutive shots
using the HGSE method. Therefore, the quadratic Zeeman
phase shift (�φZeeman ≈ �φdep) in the LGS-AI is obtained by

�φZeeman = (�φLGS − �φUGS)/2. (6)

In our experiment, we implement a simultaneous
85Rb - 87Rb dual-species AI to test the equivalence principle,
the phase noise and vibration noise are suppressed by the
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FIG. 3. The evaluation results by the HGSE method with the
solenoid current of 200 mA. The three sets of data (from top to
bottom) are the phases �φLGS, �φUGS, and �φZeeman = (�φLGS −
�φUGS)/2, respectively (�φLGS and �φUGS are subtracted by
�keff gT 2).

4WDR method [20,27]. The typical experimental parameters
for this experiment are as follows: the launch velocity is v0 =
7.8 m/s, the π pulse duration is τ (S)

π = π/�eff = 60 µs for
the SRD scheme, and τ (D)

π = √
2π/�eff = 84 µs for the DRD

scheme, the time of the first π/2 Raman pulse is t0 = 0.33 s
after launch, the time interval between π/2-π -π/2 Raman
pulses is T = 0.45 s. Correspondingly, the height of the foun-
tain apex is hApex ≈ 3.12 m, and the heights of three Raman
pulses are hπ/2 ≈ 1.96 m, hπ ≈ 3.11 m, and h′

π/2 ≈ 2.29 m,
respectively.

We apply the HGSE method by alternating the LGS-AI
and UGS-AI consecutively. The atomic trajectories of LGS-
AI and UGS-AI overlap, achieved by a preparative pulse
sequence controlling the input atoms precisely, as shown in
Fig. 2. The quadratic Zeeman-effect-induced systematic error
of the LGS-AI is evaluated by the HGSE method with the typi-
cal parameters and a certain solenoid current. All of the phases
�φLGS and �φUGS discussed in this paper are subtracted by
�keffgT 2, as shown in Fig. 3. We evaluate the systematic error
of (−13.0 ± 4.0) × 10−11 at the solenoid current of 200 mA
with 1500 measurements, where the bias magnetic field is
about 254 mG. The shift provided here is based on the as-
sumption that other terms dependent on the hyperfine ground
state exhibit negligible phase shifts, including the ac-Stark
shift and the possible violations of the equivalence principle
related to internal energy. These can be further distinguished
through experiments, such as by precisely modulating the bias
magnetic field, laser intensity, and state combination pairs of
atoms. The uncertainty presented here is primarily limited by
the resolution of the AI.

B. Evaluation results of the mapping-magnetic-field method
and the modulating-bias-field method

To validate the effectiveness of the HGSE method, we
cross-check the evaluation results using two alternative inde-
pendent methods.

FIG. 4. (a) The bias magnetic field in the interference region
with the solenoid current at 200 mA. (b) The evaluation results
using the modulating-bias-field method by scanning the solenoid cur-
rent. The differential phase shifts between 85Rb and 87Rb �φZeeman

(blue squares) are measured by the atom interferometer, and each
data point corresponds to 250 measurements. The blue line is the
quadratic polynomial fit result. (c) The black dots represent the δφ

after correcting the quadratic Zeeman effect, and the black line is the
weighted mean.

On the one hand, we evaluate the quadratic Zeeman-effect-
induced systematic error by mapping the absolute magnetic
field in the interference region. To map the absolute magnetic
field in vacuum by the Raman spectroscopy method [29,31],
which has to irradiate the 87Rb atoms with Raman pulses
at different time on the atom’s trajectory. We use the magic
intensity ratio of the Raman beams with a 500 µs pulse length
and 400 Hz frequency step to map the magnetic field inside the
2-m-long interferometer chamber. As shown in Fig. 4(a), the
result is a measured magnetic field with the solenoid current
set at 200 mA at night, where the height is referred to the
center of the MOT chamber. The mean value is 254.1 mG, the
inhomogeneity is mainly caused by the compensation coils
and defective joints in the solenoid coil. The measurement
uncertainty is less than 7.0 µG, which mainly originates from
detection noise and fitting errors. The solenoid magnetic field

013317-5



YU-HANG JI et al. PHYSICAL REVIEW A 110, 013317 (2024)

is driven by a laser diode current driver (Thorlabs LDC205C)
with a current drift of ∼10 µA. From Eq. (4), we can infer
that the quadratic Zeeman-effect-induced systematic error of
the LGS-AI is (−12.6 ± 0.9) × 10−11 at the solenoid current
of 200 mA by the interpolation integral of the magnetic-
field map. The uncertainty is inferred by the variation of the
ambient magnetic field mainly caused by the metros, which
we describe in more detail in Sec. V. If there were greater
variations in the magnetic field and gradient, the uncertainty
would be higher.

On the other hand, we evaluate the quadratic Zeeman-
effect-induced systematic error by performing phase measure-
ments in the LGS-AI at different bias fields [24,27]. The bias
field consists of the residual magnetic field inside the shield
and the solenoid magnetic field, so it is linearly dependent on
the solenoid current. Here, we implement the interferometer
with the typical parameters and the solenoid current from
−350 to 350 mA spacing 70 mA (except for 0 mA, in which
the transition peaks of Raman spectroscopy are inseparable),
respectively, and repeat 250 times with each current. A nega-
tive value of current indicates that its direction is opposite to
the positive value. From Eq. (4), there is a quadratic function
relationship between the differential phase shift and the bias
field. Therefore, as shown in Fig. 4(b), the differential phase
shift has a quadratic function relationship with the solenoid
current. Figure 4(c) shows the residual shift (black dots) by
subtracting the quadratic polynomial fit. The phase deviates
from the quadratic curve due to measurement errors and the
absence of a perfect linear correlation between the magnetic
field and the solenoid current. Extrapolating the solenoid
current to 200 mA, the quadratic Zeeman-effect-induced sys-
tematic error of the LGS-AI is (−12.9 ± 1.1) × 10−11, where
the uncertainty is the standard deviation of the weighted mean
of these measurements. Here, the systematic effect is ampli-
fied by modulating the solenoid current, so the uncertainty
is beyond the interferometer resolution. When the accuracy
is further improved, the nonlinear correlation between the
magnetic field distribution and the solenoid current would be
a challenge to evaluate.

C. Cross-check of the evaluation results

The systematic shifts of the LGS-AI obtained from the
three evaluation methods (the HGSE method, the mapping-
magnetic-field method, and the modulating-bias-field method)
are (−13.0 to − 12.6) × 10−11, within the uncertainty range.
These three evaluation methods are carried out independently,
and the cross-check results are consistent, which indicates
that these methods are accurate with the current experimental
precision and parameters.

V. CHARACTERIZATION OF THE
HYPERFINE-GROUND-STATE-EXCHANGE METHOD

A. Ambient magnetic field variation

At an accuracy of 10−11 level, all three preceding evalu-
ation methods are effective and accurate. When the accuracy
is further improved, the quadratic Zeeman-effect-induced sys-
tematic error caused by the variation of the ambient magnetic
field will be one of the limitations. The axial shielding factor is

FIG. 5. The ambient magnetic field and the quadratic Zeeman
phase shift. (a) The measured ambient magnetic field in the vertical
direction for 24 hours. (b) The corresponding inferred quadratic Zee-
man phase shifts. Each point corresponds to the estimated residual
magnetic field over 30 minutes.

less than ten for our long-baseline magnetic shielding system,
which makes it particularly sensitive to the vertical mag-
netic field. Figure 5(a) shows the ambient magnetic field in
the vertical direction, which is measured by a magnetometer
(Bartington Mag690-FL500). The magnetic field variation is
complex due to a multitude of factors, including metros, ele-
vators, vehicles, and instruments near a laboratory. The metro
is the dominant factor, and its nearest line to our laboratory is
about 200 m away. During the traveling time of the metros, the
maximum variation of the ambient magnetic field is 21 mG in
the vertical direction. The operation of the laboratory elevator
causes a change of up to 17 mG in the ambient magnetic field.
Actually, we always keep it at the bottom of the laboratory
to avoid changes in the magnetic field and gradient while the
AI is working. Vehicles and instruments cause relatively small
variations in ambient magnetic fields at the mG level.

We could estimate the residual axial magnetic field inside
the shield by the shielding factors, which has a maximum fluc-
tuation of 3.8 mG in the daytime and 0.2 mG at night. From
Eq. (4), we infer the quadratic Zeeman phase shift based on
the magnetic field. Figure 5(b) shows the corresponding phase
shift by the average of the estimated residual magnetic field
over 30 minutes. The shift arises from the average value of
the magnetic field and the uncertainty arises from the variation
of the magnetic field. Changes in the ambient magnetic field
would alter both shift and uncertainty, as shown in Fig. 5(b).
The ambient magnetic field is stable for approximately 5 hours
within a day, and during this period the evaluation method by
mapping the absolute magnetic field is accurate, although it
takes more time. During the rest of the day, it is difficult to
provide an accurate evaluation because of the variation and
drift of the magnetic field.

B. Robustness of the hyperfine-ground-state-exchange method

If the ambient magnetic field varies considerably, it is
difficult to give an accurate evaluation result using the
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FIG. 6. The measured differential phase shifts between 85Rb and 87Rb using the HGSE method by modulating the solenoid current. Each
data point corresponds to 250 measurements. (a) The differential phase shifts respond to magnetic field variations simulated by modulating
the solenoid current. The blue squares, red circles, and green triangles are the phases �φLGS, �φUGS, and �φmean = (�φLGS + �φUGS)/2,
respectively. (b) The differential phase shifts respond to magnetic field variations and additional gravity-gradient-induced phase shifts. The
phases �φLGS (blue squares) and �φUGS (red circles) additionally contain the modulated gravity-gradient-induced phase shift caused by
adjusting the initial position difference at each current. (c) The black diamonds are phases �φZeeman = (�φLGS − �φUGS)/2 extracted from
panel (b). The black curve shows the simulation result without the modulated gravity-gradient-induced phase shift.

mapping-magnetic-field method or modulating-bias-field
method when the accuracy is beyond the 10−12 level.
Conversely, the HGSE method can accurately obtain the
evaluation results in a variable ambient magnetic field. To
magnify the effect, we simulate the fluctuation of the am-
bient magnetic field by modulating the solenoid current. As
shown in Fig. 6(a), taking the average of the two mea-
surements means that the interferometer phases �φmean =
(�φLGS + �φUGS)/2 are stable in a variable magnetic field.
Even though the quadratic Zeeman phase shifts (�φLGS and
�φUGS) increase with the square of the solenoid current, the
mean phase (�φmean) remains near zero. The systematic shift
can be suppressed by a factor beyond four at the solenoid
current of 420 mA within the accuracy of 10−11 level. The
suppression factor is defined as the ratio of the differential
phase shift �φZeeman to the uncertainty of the mean phase. As
the measurement accuracy increases, the suppression factor
increases further under the above conditions. Moreover, the
systematic uncertainty at low frequencies can be suppressed
using the HGSE method by alternating the LGS-AI and UGS-
AI. The HGSE method is highly valuable for improving the
accuracy of the long-baseline AI, which is easily disturbed by
the fluctuation of the ambient magnetic field.

Furthermore, the HGSE method can evaluate systematic
errors in real time, avoiding inaccuracies owing to slow
temporal changes in ambient magnetic fields and other sys-
tematic errors irrelevant to the F state. To further illustrate,
we modulate the gravity-gradient-induced phase shift at each
current by adjusting the initial position difference �z in the
vertical direction between the 85Rb and 87Rb atomic clouds,
as shown in Fig. 6(b). Considering the gravity gradient of
Tzz = (3.1 × 10−7) g/m, the phase shift caused by the ini-
tial position difference �z is �φ = keffTzz�zT 2. The initial
position difference is adjusted by varying the frequency and
duration of the launch laser beams at each current. Even so,
the extracted phase shifts �φZeeman by the HGSE method are

consistent with the simulation result without the modulated
gravity-gradient-induced phase shift, as shown in Fig. 6(c).
The HGSE method accurately obtains the evaluation result by
subtracting other systematic errors irrelevant to the F state,
such as the gravity gradient effect.

VI. CONCLUSION

In conclusion, we have investigated the Zeeman-effect-
induced systematic error in the 85Rb - 87Rb dual-species AI.
By analyzing the characteristics of the Zeeman-effect-induced
phase shift, we realize the HGSE method to evaluate this
systematic error by alternating the two hyperfine ground states
between two consecutive shots. The evaluation result of sys-
tematic error induced by the quadratic Zeeman effect using
the HGSE method is (−13.0 ± 4.0) × 10−11 at the solenoid
current of 200 mA. The evaluation result of the HGSE method
matches nicely within the 10−11 level with the results of two
alternative methods, which are mapping the absolute magnetic
field in the interference region and performing phase measure-
ments at different bias fields. In addition, the HGSE method
obtains the evaluation results in real time, avoiding inaccura-
cies due to slow temporal variation in ambient magnetic fields
and other systematic errors irrelevant to the hyperfine ground
states. Furthermore, the HGSE method can effectively reduce
both systematic shift and uncertainty. The strategy presented
in this paper can be used in AIs, especially in long-baseline
AIs [56–60] for high-precision measurement.
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