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Interferometric phase estimation is an essential tool for precise measurements of quantities such as displace-
ment, velocity, and material properties. The lower bound on measurement uncertainty achievable with classical
resources is set by the shot-noise limit (SNL) that scales asymptotically as 1/

√
N , where N is the number of

resources used. The experiment of Daryanoosh et al. [Nat. Commun. 9, 4606 (2018)] showed how to achieve the
ultimate precision limit, the exact Heisenberg limit (HL), in ab initio phase estimation with N = 3 photon-passes,
using an entangled biphoton state in combination with particular measurement techniques. The advantage of the
HL over the SNL increases with the number of resources used. Here we present, and implement experimentally,
a scheme for generation of the optimal N = 7 triphoton state. We study experimentally and theoretically the
generated state quality and its potential for phase estimation. We show that the expected usefulness of the
prepared triphoton state for HL phase estimation is significantly degraded by even quite small experimental
imperfections, such as optical mode mismatch and unwanted higher-order multiphoton terms in the states
produced in parametric downconversion.
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I. INTRODUCTION

Phase measurement is an indispensable part of science
and technology [1,2] as it offers simple yet robust methods
for measuring a variety of physical quantities. Quantum me-
chanics bounds the ultimate precision in measurements to the
Heisenberg limit (HL), which scales reciprocally with N (for
large N), where N is the number of quantum resources. This
contrasts with the shot noise limit (SNL), which is 1/

√
N

asymptotically. Improving measurement precision beyond the
SNL [3–5] towards the goal of achieving the best precision
possible requires employing intrinsic quantum properties such
as quantum superposition and entanglement in conjunction
with other techniques.

Unlike phase sensing [6–11], which deals with the max-
imum sensitivity achievable in a measurement of a small
variation of an already known parameter, ab initio phase
estimation [12–16] aims at determining the exact value of
the phase with no prior knowledge. In this situation, the ex-
act optimal quantum precision, the exact HL, is π/N in the
asymptotic regime [17].

This exact optimal precision can be achieved by an interfer-
ometric Heisenberg-limited phase estimation algorithm [18]
(HPEA), as has since been demonstrated experimentally with
photonic qubits [16]. That experiment relied on three tech-
niques to attain uncertainty very close to the exact HL for
N = 3 resources: the use of the optimal entangled two-qubit
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state preparation, multiple application of the phase shift, and
performing adaptive measurements [18]. Here, as is standard
in quantum metrology [3,19], a single resource corresponds
to a single qubit passing through a rotation by the unknown
phase.1 For the case N = 3, one photonic qubit passes the
phase shift once and the other twice.

Two-photon probe states are relatively easy to generate
with spontaneous parametric downconversion (SPDC) photon
sources and small-scale optical circuits. But to obtain a greater
quantum advantage over classical measurement schemes, per
resource used, larger multiphoton probe states and thus more
complex optical state generation schemes are needed.

In this work, we study both theoretically and experi-
mentally the N = 7 version of HPEA in the presence of
experimental imperfections. We theoretically investigate the
protocol under the influence of optical mode mismatch and
noise coming from the unwanted photon emission events from
the photon sources. We analyze these effects separately due
to the computational complexity of simulations. Our results
indicate that the quality of phase estimation is highly sensitive
to these imperfections. Next we implement experimentally a
setup for generating the optimal [18] three-qubit (N = 7 re-
sources) probe state. This is an unusual three-photon state that

1In the traditional way of resource counting, only the number of
probes are taken into account. If one were to follow this method,
then phase estimation uncertainty violates the HL scaling. Ignoring
the number of passes can lead to arbitrarily small phase uncertainty.
For instance, via nondemolition measurements of a single photon,
an interferometric phase estimation scheme can be repeated as many
times as desired to attain exponentially small phase sensitivity [18].
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FIG. 1. (a) Schematic representation of the modified Mach-
Zehnder interferometer allowing for multiple applications of the
phase element φ. The optical mode in path “I” passes multiple (p)
times (here p = 4) such that a total phase shift of pφ is acquired.
Also the reference phase in path “II” is set so that it imparts θ phase
shift. (b) Quantum circuit illustration for the interferometric phase
estimation scheme with one qubit using the interferometer from (a).

has not been reported in prior experimental literature. Feeding
the tomographically reconstructed experimental probe state
into a stochastic simulation of the phase estimation protocol,
we find out that its quality is insufficient for measuring phase
with precision near the HL. In fact, the phase uncertainty
is greater than the SNL because of experimental challenges
such as maintaining the setup stability over the course of
experiment.

The paper is outlined as follows: In Sec. II we overview
the Heisenberg-limited phase estimation algorithm and design
a quantum circuit for creating the optimal state using three
photonic polarization qubits. Section III deals with model-
ing optical mode mismatch and multiphoton pair generation
in the SPDC process, respectively. Experimental results are
discussed in Sec. IV, followed by a conclusion in Sec. V.

II. THEORY

A. Interferometric phase estimation

HPEA can be executed on a modified Mach-Zehnder inter-
ferometer (MZI) depicted in Fig. 1(a). The unknown phase
φ is placed in arm “I” of the interferometer. The arm is
configured in such a way that it allows an optical mode to pass
through a phase shift element p times so that the total phase of
pφ would be acquired by a single photon. The other arm (“II”)
of the interferometer contains a reference phase θ . This phase
can be adjusted over the course of the experiment [20,21].
That is, after each detection, the measurement outcomes are

analyzed in a processor unit, and based on the results, θ is
adjusted according to the protocol in Ref. [22].

In the context of quantum information, an interferometric
phase measurement scheme can be mapped onto a quantum
circuit. This becomes handy when it comes to considering
various phase estimation algorithms. The two arms of the
interferometer correspond to the two basis states |0〉 and |1〉
of a qubit. An input qubit is then represented by the logical
state |0〉. A beam splitter (BS) that the photon impinges on
performs a Hadamard operation H|0〉(|1〉) = |+〉(|−〉), where
|±〉 ≡ (|0〉 ± |1〉)/

√
2. The unknown phase shift pφ is repre-

sented by the controlled unitary (CU) operator |1〉〈1| ⊗ Û p +
|0〉〈0| ⊗ Î , where Û |φ〉 = eiφ |φ〉 acts on an additional register
in state |φ〉, and Î is the identity operator. The auxiliary phase
shift θ is represented by R̂(θ ) ≡ exp(iθ |0〉〈0|). The system
state after the second BS undergoes a basis transformation
Z → X , that is, from the logical to the |±〉 basis. This implies
that the latter BS can be replaced with a measurement stage
in the X basis. Therefore, estimating the phase using this
interferometric algorithm is described by the quantum circuit
illustrated in Fig. 1(b).

Utilizing path-entangled NOON states or multipassing can
improve the sensitivity in a phase measurement compared to
a repeated single-photon single-pass measurement [18]. At
the same time, they reduce the range of phase value that can
be distinguished, making it impossible to distinguish phase
values that differ by more than π/p. To perform an ab initio
phase estimation, one needs to remove this ambiguity in phase
measurement and extend the range of the measurement to the
full [0, 2π ) interval. This can be achieved with an appropriate
choice of the probe state and measurement protocol.

To evaluate the performance of phase measurement proto-
cols, we use the Holevo measure of deviation defined as [23]

DH = |〈〈exp[i(φ − φest (y))]〉y〉φ|−2 − 1. (1)

Here y is the data from which the estimate is made, and 〈· · ·〉•
represents the ensemble average of the expression inside the
angled brackets over •. This measure is minimized for the
optimal estimate,

φest (y) = arg〈exp(iφ)〉φ|y, (2)

where 〈· · ·〉•|y means that there the average is conditioned (in
a Bayesian way) on the data y. For this choice, which we will
make henceforth, the Holevo deviation is equal to what has
been dubbed the Holevo variance,

VH = (〈|〈exp(iφ)〉φ|y|〉y
)−2 − 1. (3)

This metric respects the cyclic property of the phase and
sets the upper bound on the precision scaling in a sense that
any other variance-like measure will scale at least as well
as Holevo variance, whereas the reverse is not necessarily
true [21].

B. Quantum phase estimation algorithm

The HPEA is built upon the quantum phase estimation al-
gorithm (QPEA) of Cleve et al. [24]; see Fig. 2. At the core of
QPEA lies an inverse quantum Fourier transformation (IQFT)
that can be implemented with a scheme based on single-qubit
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FIG. 2. (a) Circuit diagram for the Heisenberg-limited interferometric phase estimation binary encoding for probe qubits with N = 7
quantum resources. (b) State preparation for the QPEA: a Hadamard operation is applied on each qubit in the same way as depicted in Fig. 1.
(c) Circuit representation for creating the three-photon optimal state, Eq. (10). The input state, |ψin〉 = |ψa〉|ψbc〉, is transformed into the
optimal state, after application of two consecutive CNOT gates.

inputs, single-qubit measurements, and classical feed-forward
on the reference phase θ [25]. The Holevo variance of the
QPEA scales theoretically as [26]

V QPEA
H = 2

N
+ 1

N2
, (4)

which is above the SNL even for large N . The failure of the
QPEA in this task can be understood by examining the prob-
ability distribution function P(φest ) for the phase estimate,
given by [26]

P(φest ) = 1

2π

∣∣∣∣∣
N∑

n=0

Cne−in(φest−φ)

∣∣∣∣∣
2

, (5)

where Cn = 1√
N+1

. This distribution profile [shown in
Fig. 3(a) for the case of N = 3 and 7] shows a sharp peak
around φest = φ, with width scaling as 1/N (as desired), but
with relatively high wings. The envelope of the distribution
for the wings falls off as the inverse square of the error in the
estimate (φest − φ)−2, which gives rise to the leading order
term in Eq. (4). Although QPEA can be improved by using
a more complex adaptive measurement scheme [12,19], even
the generalized QPEA can only achieve Heisenberg scaling in
precision (with a constant overhead), but not the exact HL.

C. Heisenberg-limited optical phase estimation scheme

The key difference that allows HPEA to theoretically
achieve the exact HL precision is the use of the optimal entan-
gled probe state as the input to the QPEA. The quantum circuit
for both the QPEA and HPEA for N = 7 resources is shown in
Fig. 2(a). For the general case of N = 2K+1 − 1, a register of
K + 1 = 3 qubits is prepared in a product state for the QPEA,
Fig. 2(b), and in a particular entangled state for the HPEA,
Fig. 2(c). Then, 2k CU gates are applied sequentially to each
qubit followed by the measurement in the X basis, starting

from the qubit labeled by k = K . The result of the measure-
ment classically controls reference rotation operations on the
remaining qubits. The protocol proceeds downwards in k until
the qubit labeled by k = 0 is measured. The kth measurement
yields the kth bit in the binary expansion bit of φ/2π . That
is, the phase estimate is obtained according to the following

FIG. 3. Probability distribution function for (a) the QPEA and
(b) the HPEA for two different numbers of quantum resources N = 3
(dashed green) and N = 7 (solid gold). It can be clearly seen that
employing more resources results in a localized distribution function
around φest = φ. Optimizing the input state to the QPEA, the impact
of rather high tails on phase estimation can be alleviated.
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relation:

φest = 2π × 0.φ0φ1 · · · φK = 2π
∑K

k=0

φk

2(k+1)
. (6)

For canonical (optimal) measurements, the optimal state
takes the following form [27]:

|�opt〉 ∝
N∑

n=0

ψn|n〉, (7)

where

ψn = sin

[
(n + 1)π

N + 2

]
, (8)

|m〉 is the logical state of a register of qubits, and m is a
binary digit string of length K + 1. The probability distri-
bution function for estimating phase using this optimal state
can be written in the same form as in Eq. (5) but with Cn =
ψn/

∑N
n=0 |ψn|2. Note that the latter coefficients are in marked

contrast to those of the QPEA, which are independent of n.
The effect of input state optimization is to improve the

phase estimation by reducing the high tails present in P(φest )
for the QPEA. Figure 3(b) illustrates this feature by plotting
the probability distribution function for the phase estimate
employing the optimal state, Eq. (7).

Using this state, the Holevo phase variance, Eq. (3), is
minimized. That is, the interferometer attains its ultimate pre-
cision, the exact HL, which is expressed as [27]

V HL = tan2

(
π

N + 2

)
. (9)

D. Creating the optimal three-photon state

For the N = 7 case, using the polarization degree of free-
dom to encode the qubits (i.e., horizontal |H〉 ≡ |0〉, vertical
|V 〉 ≡ |1〉), the normalized optimal state Eq. (7) can be written
as

|ψopt〉 =
3∑

j=0

α j |GHZ j〉, (10)

where |GHZ j〉 are Greenberger-Horne-Zeilinger type
states [28],

|GHZ0〉 = (|HHH〉 + |VVV 〉)/
√

2, (11a)

|GHZ1〉 = (|HHV 〉 + |VV H〉)/
√

2, (11b)

|GHZ2〉 = (|HV H〉 + |V HV 〉)/
√

2, (11c)

|GHZ3〉 = (|HVV 〉 + |V HH〉)/
√

2, (11d)

and

α j =
√

2/N sin[( j + 1)π/9], (12a)

N = 2
3∑

j=0

sin2[( j + 1)π/9]. (12b)

Here |HHH〉 denotes |Ha〉 ⊗ |Hb〉 ⊗ |Hc〉, and the labels “a,”
“b,” and “c” correspond to the input qubits k = 0, 1, and 2,
respectively. The optimal state can be realized with the circuit
depicted in Fig. 2(c), in which two CNOT gates are sequentially

η1 = 1
2

η2 = 1
3

ζ ξ
v̂a

v̂c

âV

âH

b̂H

b̂V

ĉV

ĉH

FIG. 4. Conceptual circuit diagram for creating the optimal
three-photon state, Eq. (10), consisting of two probabilistic CNOT

gates. The dashed-red panel indicates a nonuniversal CNOT (NCN)
gate operating between qubits labeled “a” and “b,” where each is
modeled by two polarization modes H and V . The gold diamonds
are beam splitters with reflectivity coefficient η1 = 1

2 ; the dashed
lines inside the beam splitters show that a photon reflected off that
side acquires π phase shift. Upon successful coincidence detection
of photons, this gates produces the state |ψ1〉, Eq. (15), with prob-
ability ℘NCN = 1

2 . The dashed-blue panel indicates a universal CNOT

(CN) gate acting between qubits labeled “a” and “c.” Each of these
qubits has a vacuum port with an appropriate annihilation operator
v̂a and v̂c, respectively. The green diamonds are beam splitters with
reflectivity η2 = 1

3 . The gate successfully operates with probability
℘CN = 1

9 due to postselection. The black and gray diamonds illustrate
beam splitters with reflectivity ζ and ξ , respectively, for modeling
total inefficiency in detecting photons and mode mismatch, respec-
tively. Each of these BSs is treated in the same way explained in
Sec. III.

applied to the input state |ψin〉 = |ψa〉|ψbc〉, where |ψa〉 = |+〉
and

|ψbc〉 = α0|HH〉 + α1|HV 〉 + α2|V H〉 + α3|VV 〉, (13)

with αi satisfying Eqs. (12a)–(12b). Using Û CNOT
CT for the

CNOT operation between the control (C) and target (T) qubit,
the output state can be written

|ψout〉 = Û CNOT
ac Û CNOT

ab |ψin〉 ≡ |ψopt〉. (14)

A concrete optical circuit to realize the state generation
scheme is depicted in Fig. 4. Here âV · · · ĉH are the annihi-
lation operators of the corresponding orthogonal polarization
modes of photons “a,” “b,” and “c,” respectively, and we use
dual-rail encoding [29], meaning that a single-photon occu-
pation of one of the orthogonal modes of the same photon
corresponds to a logical |0〉 or |1〉 state.

We use two types of probabilistic CNOT gates in our circuit.
The Û CNOT

ab operation is realized with a probabilistic nonuni-
versal CNOT (NCN) gate Ref. [30]. Here “nonuniversality”
means that it does not operate as a CNOT gate for a general
two-qubit state but for a subset of bipartite state space. This
gate is schematically shown in Fig. 4 inside the dashed-red
box including four beam splitters with reflectivity η1 = 1

2
operating between the photons in modes “a” and “b.” We note
that the black and gray diamonds should be ignored through-
out this section as they account for modeling imperfections,
which will be dealt with in Sec. III.
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The task of the NCN is to entangle photons a and b by
creating the state

|ψ1〉 = (
Û CNOT

ab ⊗ Îc
) |ψin〉, (15)

which is the first part of |ψout〉 in Eq. (14). Here Îc denotes an
identity operation on the mode labeled “c.” With the input in
modes “b” and “c” as Eq. (13) and |ψa〉 = |H〉, the output of
the NCN is ∣∣ψNCN

out

〉 = 1√
2

(|ψ1〉 + |ψd〉), (16)

where |ψd〉 represents a superposition of states with more
than one photon in either of modes2 and it can be filtered out
with an appropriate coincidence measurement. The result in
Eq. (16) shows that the state |ψ1〉 is nondeterministically gen-
erated upon postselection with probability success ℘NCN = 1

2 .
The dashed-blue box in Fig. 4 shows a probabilistic univer-

sal CNOT (CN) gate [31] between the two modes of the photon
“c” (the target qubit) and the photon labeled “a” (the control
qubit). Photons in modes aH and cV nonclassically interfere
on the central (green) BS with reflectivity η2 = 1

3 . There are
two other such BSs, one of them located on the lower arm
of the interferometer with the vacuum mode vc and the other
one affecting only the control photon with the vacuum mode
va. It was demonstrated in Refs. [32,33] that for a general
two-photon state such as Eq. (13) this CNOT gate works with
a probability of success ℘CN = 1

9 . By using the combination
of NCN and CN, the optimal state is nondeterministically
obtained with the probability of success ℘opt = 1

18 . The post-
selected successful operations correspond to the cases when
each of the three outputs in Fig. 2(c) contains at least one
photon. Comparing to the circuit that uses two CN gates with
an overall probability of success of 1

81 , the advantage of using
a NCN-NC circuit becomes clear. The detailed procedure
for the calculation of the optimal state generation circuit is
described in Appendix A.

E. Analysis of the HPEA

At the end of the phase measurement protocol, each pro-
jective measurement yields one of the binary bits φk required
for estimating the phase. The probability of getting a string
φ0φ1 · · ·φK of binary digits pattern, corresponding to one of
the 2K+1 possible outcomes, is asymptotically (nens → ∞)
equal to the number of times nφ0φ1···φK that measurement result
turns up divided by the size nens of the ensemble over which
the Holevo deviation calculations are done:

Pφ0φ1···φK = nφ0φ1···φK

nens
. (17)

To calculate the Holevo deviation, a few more steps should
be carried out. First, the ensemble average of ei[φ−φest (y)] over
the measurement results y ∈ {φ0φ1φ2} needs to be worked
out for calculating the deviation according to Eq. (1). That
is, by choosing a phase in the interval [0, 2π ), and setting

2This depends on the value of the complex amplitudes α j in
Eq. (13). For example, the mode labeled âV can be in a two-photon
state with probability 1

16 (|α2 − α0|2 + |α3 − α1|2).

FIG. 5. Variation of the phase-dependent deviation, Eq. (18), as a
function of phase for the optimal three-photon state ρopt, for the K =
2 (N = 7) HPEA (circular orange). For ab initio phase estimation,
the Holevo deviation, Eq. (1), is used, an average that corresponds
to erasing any prior information about the phase. For measurements
performed on the ideal state, this is depicted by a purple horizontal
line. The ab initio SNL is shown by a dashed red line. Note that since
the probe state assumed here is perfect, the estimate from the HPEA
would be optimal, Eq. (2), so the Holevo deviation is equal to the
Holevo variance, Eq. (3).

φest (y) according to Eq. (6), one obtains the phase-dependent
deviation3

Dφ

H = |〈exp[i(φ − φest (y))]〉y|−2 − 1. (18)

Then, by erasing this initial phase information in the way de-
fined in Eq. (1), the phase-independent Holevo deviation DH is
determined. Figure 5 demonstrates simulation results for the
optimal protocol using the state ρ̂opt given in Eq. (10) for both
of these quantities in orange dots and the purple horizontal
line-segment cutting the left axis, respectively. The latter, up
to an infinitesimal numerical error, is equal to the Heisen-
berg limit V HL = 0.132 474 . . . obtained by letting N = 7
in Eq. (9). The procedure for stochastic simulations of the
measurement circuit is described in Appendix B.

The shot-noise limit VSNL = 0.232 688 . . . is depicted by
the dashed-red line. In the SNL-limited measurement, uncor-
related photons are sent through the unknown phase and each
is measured at its own measurement angle. To calculate the
true SNL, we minimize the variance as a function of these
measurement angles. It is worth noting that if such a mini-
mization procedure is applied for the N = 3 measurement, the
corresponding SNL bound is VSNL = 0.655 845 . . . instead
of VSNL = 0.777 777 . . . , reported in Ref. [16], where the
three photons were measured at different equidistant angles
in [0, 2π ). See Appendix C for details on the calculations and
measurement angles.

As can be seen, the profile of Dφ

H shows peaks and troughs
around the HL with minima occurring at multiples of π/4.
Each minimum equals one of the eight estimated phases φest

that are possible from the eight possible results φ0φ1φ2. This

3Note that for the reconstructed state tomography, φest (y) is set
slightly different from this ideal scenario, which will be explained
in Sec. IV.

012614-5



SHAKIB DARYANOOSH et al. PHYSICAL REVIEW A 110, 012614 (2024)

FIG. 6. (Normalized) probability distribution, Eq. (17), of different measurement results as a function of phase for the HPEA for
K = 2 (N = 7). It is expected that when the true phase, φ, is equal to one of the eight possible binary digits sequences, (φ0φ1φ2) ∈
{000, 001, . . . , 111}, the phase estimation algorithm’s precision is at its best. The green dots are the results of numerical simulations, and
the solid gold curves are obtained via Eq. (5) with the corresponding Cn for the HPEA. In all plots, nens = 50 × 103.

is also understood by analyzing the probability distribution
for the above measurement output set; see Fig. 6. For those
phases for which Dφ

H is minimum, the corresponding prob-
ability density function is maximum. In contrast, for points
in between minima, the phase-dependent deviation shows a
less accurate estimation of the phase. Nevertheless, since we
are interested in ab initio phase measurement, the knowledge
about phase can be removed by averaging over φ to obtain a
precision value applicable to the entire range of [0, 2π ).

The oscillatory behavior of Dφ

H shown in Fig. 5 depends
on the number of resources employed. The higher N means
oscillations with a larger frequency and smaller amplitude.
For example, comparing the scenario here (N = 7) with the
two-photon N = 3 resources studied in Ref. [16], the num-
ber N + 1 = 2K+1 of oscillations doubled and the amplitude
decreased by an order of magnitude.

III. THE EFFECT OF IMPERFECTIONS

So far in our analysis of the Heisenberg-limited phase
estimation algorithm, everything took place in an ideal
world. However, one should take into account practical con-
siderations when it comes to realizing such protocols in
laboratories. This is typical in almost all physical experiments,
and in particular, it is one of the important challenges in
quantum metrology [34–37]. Quantum-enhanced phase es-
timation schemes suffer from experimental imperfection in
state preparation and detection. In quantum optics, these may
be associated with optical mode mismatch (which leads to de-
graded nonclassical interference), the presence of multiphoton
emission noise in imperfect single-photon sources, inefficient
detectors, and the lack of photon-number resolving detectors.
In what follows, we first present a model to address optical
mode mismatch and imperfect detection, and then separately
consider the effect of multiphoton generation events on state
preparation.

A. Optical mode mismatch

Central to the probabilistic CNOT gates considered in
the previous section is the non-classical Hong-Ou-Mandel
(HOM) interference phenomenon [38]. Two photons incident
on a beam splitter perfectly interfere only if they cannot be
distinguished from each other. This requires both of them to
be in the same spatial, temporal, spectral, and polarization
modes. Any partial distinguishability of photons results in im-
perfect interference of quantum fields, which ultimately limits
an experimenter’s ability to prepare the desired optimized
state.

One way to model mode mismatch in HOM interference on
a beam splitter is illustrated in Fig. 7. This model is employed
in the state preparation shown in the circuit diagram, Fig. 4.
The two extra vacuum modes va and vb are introduced for
the main part of the incoming beams in modes a and b,
respectively. In addition, two other auxiliary vacuum modes
v1 and v2 are included in the model for overlapping with va

and vb, respectively. We characterize the degree to which the
modes overlap by the BSs reflectivities ξ j ( j = 1, 2) prior to

FIG. 7. Conceptual diagram of Hong-Ou-Mandel interferometer
for modeling spatial optical mode matching. The imperfect overlap
of modes is modeled by splitting the input beams (modes â and b̂),
via the gray BSs with reflectivities ξ j , into two modes each such
that only some portion of them interfere. v̂ j represent vacuum mode
annihilation operators. In this case, we show a 50:50 beamsplitter.
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the interference beam splitter. The ideal case obviously takes
place when ξ j = 1, for which the two modes perfectly overlap.
This scheme is easiest understood in terms of spatial mode
overlap, but it is also applicable to modeling mismatch in any
other single degree of freedom.

To see how any mode mismatch leads to deteriorated
quantum interference, we calculate the probability ℘coin of
measuring a coincidence photon detection at detectors Da and
Db,

℘coin = 〈n̂Da n̂Db〉 = 1
2 (1 − ξ1ξ2), (19)

where n̂Da and n̂Db are the photon number operators for the
bundle of three modes detected in each detector. The above
expectation value is calculated using the input state |0〉v̂1 ⊗
|0〉v̂2 ⊗ |0〉v̂3 ⊗ |0〉v̂4 ⊗ |1〉â ⊗ |1〉b̂. Here |0〉 and |1〉 denote
the vacuum and single-photon state, respectively. That is,
the two modes indicated by â and b̂ are in a single-photon
state, and the rest are in the vacuum state. Ideally, a coin-
cidence detection happens between modes a and b, whereas
for the scenario sketched here, nine coincidence detection
possibilities occur. The algebra leading to Eq. (19) is straight-
forward and can be found in Appendix D. Note that for the
perfect mode matching ξ1 = ξ2 = 1 the coincidence prob-
ability is zero, as expected in an ideal HOM interference
phenomenon. This probability also acquires its classical value
of ℘max = 1

2 for the case of no overlap of the modes when
either of the BSs is totally transmitting, ξ j = 0.

A good measure that can capture the effect of mode mis-
match is the quality of interference fringes or nonclassical
interference of photons known as dip visibility,

ν = [℘max −℘coin]/℘max = ξ1ξ2. (20)

From this relation it can be easily seen that for an ideal
overlapping of modes where both auxiliary BSs are totally
reflecting, the visibility is 1 and it becomes 0 for ξ j = 0, where
the two modes completely mismatch. The worse the mode
matching, the greater the deviation of dip visibility from its
ideal value of 1.

Now this model can be incorporated into the mode calcula-
tion analysis for the optimal state preparation. An implication
of this is that the generated state will no longer be the same as
ρopt and as a consequence the protocol’s performance in esti-
mating phase drops. To see this effect, we place some beam
splitters with reflectivity ξ at relevant beam paths, shown by
gray diamonds in Fig. 4. This means some auxiliary modes
are introduced in the same way as discussed above. Note
that the inserted BSs do not have to be identical. Neverthe-
less, assuming alike BSs is a good approximation of a real
experimental scenario. Another type of auxiliary BSs with re-
flectance coefficient ζ , illustrated in Fig. 4 as black diamonds,
is used to model non-unit-efficiency of the photon detectors.
One can introduce these latter BSs in the very beginning of
the circuit due to the linearity of optical elements, which
allows us to shift them through all the way from the detection
stage.

Incorporating all these auxiliary beam splitters and modes
into the state preparation circuit allows for conducting

FIG. 8. Impact of optical mode mismatch on the overall per-
formance of the HPEA. The result of numerical simulations of the
Holevo deviation, Eq. (1), is illustrated using golden solid points
(the solid golden line is a guide for the eyes). The green dashed
line depicts the SNL. Heralding efficiency is set at 13% for all
simulations, and each point is obtained using 104 runs.

numerical simulations4 to determine the Holevo deviation
for different amounts of mode mismatch. This is depicted
in Fig. 8, where the dashed green line shows the SNL, and
golden data points are the results of numerical simulations.
Supposing there are no other experimental imperfections, the
sub-shot-noise precision would not be observed for mode
mismatch above about 7%. In an ideal condition ξ = 1,
the protocol performs at the exact Heisenberg limit, as
expected.

B. Higher-order terms in the SPDC process

The output state of a SPDC process in the photon-number
basis can be expressed as the product of the downconverted
photons state |ψ〉SPDC and the pump photon state, where [5]

|ψ〉SPDC ≈ |00〉 + ε|11〉 + ε2

2
|22〉 + O(ε3). (21)

Here |nsni〉 represents the photon-number basis with the signal
and idler photons ns and ni, respectively. The parameter ε

is an overall efficiency related to the pump power, the non-
linear constant, and SPDC crystal thickness. Equation (21)
shows the nondeterministic nature of these conventional pho-
ton sources, where ε determines the rate of producing single
photons. Multiple-photon generation events usually contam-
inate the quantum state, and if the photon detector does not
possess photon number resolution capabilities, we cannot dis-
tinguish between single- and few-photon detection.

To create three photons required for the experiment, two
type-I SPDC sources are employed. The first one is supposed

4Here instead of sweeping φ in some increments in the entire
interval [0, 2π ) and working out the ensemble averages over y and φ

as in Eq. (1), the true phase is chosen randomly in that interval for
each execution of the circuit. Then the resulting string y ≡ φ0φ1φ2

determines φest (y) according to Eq. (6). This leads to calculating one
instance of the exponential term in Eq. (1). An ensemble average of
sufficiently many instances yields the expression inside the modulus
squared, which is used to compute the Holevo deviation.
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to supply horizontally polarized single photons for mode “a”
that are heralded by their partners in the trigger mode “t .” The
output state of this source can be written as

|ψ̄at 〉 ≈
(

1 + ε1â†
Ht̂† + ε2

1

2
â† 2

H t̂† 2 + ε3
1

6
â† 3

H t̂† 3

)
|00〉, (22)

where the overhead bar indicates that the resultant state con-
tains multiphoton terms. Here, the terms higher than third
order in ε1 are discarded.

A second type-I SPDC source (composed of two sand-
wiched BiBO crystals with perpendicular optical axes) with
overall efficiency ε2 provides photons for modes “b” and “c”
to realize the state |ψbc〉 given by Eq. (13). Preparing the
pump photon in a linearly polarized state β|H〉 + γ |V 〉, where
|β|2 + |γ |2 = 1, the state of downconverted photons can be
described (up to second order in ε2) by [39]

|�̄〉 ≈
[

1 + ε2(γ b̂†
H ĉ†

H + β b̂†
V ĉ†

V )

+ ε2
2

2
(γ b̂†

H ĉ†
H + β b̂†

V ĉ†
V )2

]
|00〉. (23)

The multiphoton state |�̄〉 needs to be converted into |ψ̄bc〉, for
which the single-excitation terms form the desired state |ψbc〉
of Eq. (13). This can be achieved by subjecting |�̄〉 to further
unitary evolution by means of two linear optical elements,
which each implement a tunable beam splitter operation in
a polarization basis on a specific mode “m,”

Û(ϑm) = exp[−iϑm(m̂†
H m̂V + m̂H m̂†

V )], (24)

with m = {b, c}. The values for ϑb and ϑc are chosen so that
one obtains

|ψ̄bc〉 = Û(ϑb) Û(ϑc) |�̄〉. (25)

Now, using Eqs. (22) and (25), the input state prior to the
optimal state preparation gate is

|ψ̄in〉 = |ψ̄at 〉|ψ̄bc〉, (26)

where only three-photon amplitude terms ε1ε2, ε1ε
2
2 , ε2ε

2
1 , ε

3
1

are used for post-selecting three-click coincidence detection,
and higher-order amplitudes are neglected.

Applying this approach and assuming that optical modes
perfectly overlap, numerical simulations of the phase mea-
surement protocol can be accomplished through the same
procedure as in the previous section. Before doing so, we need
to determine two parameters ε1 and ε2 for the calculations.
The overall efficiency of a pulsed SPDC source is related to
its coincidence count rate C via [40]

ε =
√

C

R λiλs
, (27)

where R is the pulsed laser repetition rate, and λi and λs are
the heralding efficiency of the idler and signal modes. For
the experiments conducted in this work, we found the overall
efficiency approximately satisfying ε ∈ [0.05, 0.1]. In partic-
ular, for the setting of 100 mW pump power, R = 80 MHz,
λi ≈ λs = 13%, and C ≈ 5200, we obtain ε ≈ 0.06. The re-
sult of computational modeling for the Holevo deviation DH

for varying ε1 in the above interval while keeping ε2 = 0.05 is

FIG. 9. The HPEA performance in the presence of higher-order
terms in the SPDC process. The Holevo deviation, Eq. (1), is plotted
by (a) varying the overall efficiency of the first SPDC source, while
ε2 = 0.05, and (b) swapping the role of ε1 and ε2. The heralding
efficiency is fixed at 13% for both plots. Each data point was obtained
using 50 × 103 simulation runs.

illustrated in Fig. 9(a). The detection efficiency is set at 13%
as before. In Fig. 9(b), the roles of the two overall efficiencies
are swapped.

Drawing a comparison between these plots and Fig. 8, it
is obvious that optical mode mismatch would be expected
to have a greater impact on the performance of the phase
measurement scheme. As mentioned before, all of these ex-
perimental imperfections may be present at the same time.
We avoided including them all together due to computational
costs. However, in order to get a proper account of the real
experimental situation, we will evaluate the protocol perfor-
mance using the experimentally generated state, reconstructed
via quantum state tomography.

IV. EXPERIMENTAL REALIZATION
OF THE PROBE STATE

In this section, we present the experimental imple-
mentation of the optimal state creation. The experimental
configuration is schematically shown in Fig. 10 consisting of
three sections: the single-photon sources (blue panel), the en-
tangling gate for preparing the optimal state (green panel), and
quantum state tomography stages (gray panel). Two cascaded
type-I SPDC sources (see Appendix E, and also described
elsewhere [16]) are employed to supply photonic qubits en-
coded in the polarization degree of freedom. A single photon
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PPBSs

BiBO

BiBO

FIG. 10. Experimental setup arrangement. Blue region: Single and entangled photons at 820 nm are generated via two type-I SPDC
sources. The SPDC crystals are pumped by pulsed UV light produced through a second-harmonic-generation process. Photons are guided using
single-mode fibers into the entangling gate to create the optimal state. Green region: The desired probed state is post-selectively generated by
realizing two entangling gates: the probabilistic nonuniversal CNOT gate acting between modes “a” and “b” composed of four HWPs and one
PBS (equivalent to the red dashed box in Fig. 4), and the nondeterministic universal CNOT gate operating between modes “a” and “c” made up
of three PPBSs where the central one (nonflipped) coherently combines the control and target photons and two HWPs set at 22.5◦ with respect
to the optical axis (corresponding to the blue dashed box in Fig. 4). Gray region: quantum state reconstruction tomography stage. Photons are
directed to polarization analysis units consisting of a QWP, HWP, and PBS followed by a 2 nm spectral filter and SPCM.

in mode “a” is heralded by its partner in the trigger detector
produced by the first source. The second one generates a
pair of entangled photons that are directed via fiber coupling
towards modes “b” and “c” in the state preparation gate.

The NCN gate (red-dashed box in the circuit diagram in
Fig. 4) is realized with a polarization beam splitter (PBS) and
four half-waveplates (HWPs). The CN gate (blue-dashed box
in the circuit diagram in Fig. 4) is made up of three partially
polarized beam splitters (PPBSs) and two HWPs. The central
PPBS has reflectivity ηV = 2

3 and ηH = 0 for the vertically
and horizontally polarized light, respectively. The other two
PPBSs were flipped by 90◦ around the propagation direction
of photons such that ηV = 0 and ηH = 2

3 ; see Fig. 10. The
two HWPs serve as 50:50 beam splitters of the polarization
interferometer. A conceptual diagram of the HPEA is also
shown in Fig. 15.

We saw in Sec. III A that high-quality quantum interfer-
ence of photons is crucial for creating a state close to the
optimal state, Eq. (10). This phenomenon takes place in our
experiments between polarized photons in modes “a” and “b”
incident on the PBS (in the NCN gate) and between photons
in modes “a” and “c” impinging on the central PPBS (in the
CN gate). Note that even though HOM interference occurs
between two photons, the presence of these two is heralded by
the other photon pair each from an independent SPDC source.
This means fourfold coincidence counting, which leads to
increasing the data collection time during which the setup
should remain stable. The maximum interference visibility
that can be obtained for a PBS is 1 and that of a PPBS with
ηV = 2

3 is 0.8 [16]. We have observed νab = 0.97 ± 0.03 and
νac = 0.79 ± 0.025 visibility HOM interference, respectively;
see Fig. 11.

Finally, to characterize the state, three-qubit polar-
ization quantum state tomography was performed [41].

Figure 12(a) demonstrates the real and imaginary parts of
ρopt = |ψopt〉〈ψopt| calculated from Eq. (10). The result of
reconstructed quantum state tomography ρexp using a maxi-
mum likelihood estimation technique is shown in Fig. 12(b).
The state fidelity [42] with respect to ρopt was measured to
be F = 0.810 ± 0.014, and the state purity P = Tr[ρ2

exp] =
0.75 ± 0.02. Uncertainties are estimated using a Monte Carlo
numerical simulation, sampled from a Poisson distribution
of photon counts. The measurements were taken at the low
pump power setting to ensure a small, ε ≈ 0.06, probability
amplitude of generating more than one photon pair from the
same source. Together with a heralding efficiency of ≈0.13,
characteristic for noncollinear SPDC sources, this resulted in

FIG. 11. Experimental HOM interference of photons produced
via two independent SPDC sources. (a) Photons in modes “a” and
“b” nonclassically interfere in the PBS; see Fig. 10. The observed
visibility is ν = 0.97 ± 0.03, and the dip width is 229 ± 19 µm.
(b) Interference between photons in modes a and c in the central
PPBS. The observed dip visibility is ν = 0.77 ± 0.025, and the dip
width is 228 ± 14 µm. See text for details.
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FIG. 12. (a) Real (left) and imaginary (right) parts of the state
matrix ρopt reconstructed from polarization state tomography, and
(b) the optimal state ρexp = |ψexp〉〈ψexp|, Eq. (10). The fidelity of the
experimental state with respect to the optimal state is F = 0.810 ±
0.014, and the purity is equal to P = 0.75 ± 0.02, calculated from
approximately 4200 fourfold coincidence photodetection.

a low count rate, typically on the order of a few fourfold coin-
cidences per minute. The overall state quality is comparable to
(or better than) the states obtained by optical circuits that in-
volve two CNOT gates and similar state generation technology
(e.g., Ref. [43]).

We can test the expected performance of the obtained
experimental state ρexp in the ab initio phase measurement
protocol. To this end, numerical simulations of the algo-
rithm were executed by replacing for the optimal state in the
scheme and following the same recipe discussed in Sec. II E
and Appendix B.5 The results are illustrated in Fig. 13. The
phase-dependent deviation Dφ

H reveals the oscillatory behavior
(green square markers) similar to the ideal state case, but
unfortunately well above the SNL. After averaging over the
true phase, the Holevo deviation is determined to be DH =
0.445 (blue horizontal line segment) compared to the SNL of
0.232 688.

5There is an exception here. The procedure outlined in Sec. II E
has been formalized for the optimal state. However, as will be seen
in Fig. 14, the reconstructed state tomography led to probability dis-
tributions that suggest φest (y) are slightly shifted from those given in
Eq. (6). The difference between any of the latter and the correspond-
ing expression arg(

∫
Pφ0φ1φ2 eiφdφ), where Pφ0φ1φ2 is the normalized

probability distribution, results in a small shift.

FIG. 13. Profile of the phase-dependent Holevo deviation,
Eq. (18), as a function of phase for the experimental state ρexp

(rectangular green points). The Holevo deviation, Eq. (3), is depicted
by a blue horizontal line. The dashed red line illustrates the SNL as
in Fig. 5.

These experimental results contrast with the predictions of
our simulation results of Figs. 8 and 9, which show that for the
achieved levels of mode overlap and high-order photon num-
ber noise, ξ ≈ 0.98 and ε ≈ 0.06, the generated state should
perform better than the SNL. The corresponding probability
distribution of different measurement outcomes, Fig. 14, sim-
ulated using ρexp as input, shows a minor deviation of the
function profile from the ideal bell-shaped curve and lower
than expected maximum probability density. The small bump
in the dotted curves suggests there should be a slight shift in
the locus at which maximum probability occurs in comparison
to those of the perfect case. As a result, the estimate φest (y)
should account for this slight difference with respect to values
obtained from Eq. (6).

With this insight, we identify several causes for the dis-
crepancy between the observed results and our theoretical
prediction. First, our simulations were performed under the
assumption that only a single source of noise was present,
and they did not take into account the combined effect of
both mode overlap and high-photon-number noise on the
probe state quality. Second, the low levels of noise were
achieved at the expense of an extremely low count rate due
to low pump power and high loss from spectral filtering, lead-
ing to long measurement times. Although HOM interference
demonstrated high mode overlap, this measurement was taken
over a relatively (under 20 h) short time period. Three-qubit
quantum state tomography lasted significantly longer (more
than a week), leading to an inevitable HOM dip position
shift, and degradation of quantum interference and overall
optical setup alignment, impacting the probe state beyond
what was predicted by the initial numerical simulation (see
Appendix G for more details). Finally, despite generating a
probe state of reasonably high quality in terms of noise, a
systematic deviation from the ideal form of Eq. (10) would
also degrade its performance in phase estimation by distorting
the measurement outcome probability density functions from
the ideal shape, as shown in Fig. 14. Such deviations are
generally addressed through a calibration routine, consisting
of iterations of measurements and setup adjustments. This
approach was impractical in our case due to the very low
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FIG. 14. (Normalized) probability distribution as in Fig. 6, but the green dots are simulation results using the reconstructed state ρexp. The
solid gold curves are obtained via Eq. (5) with the corresponding Cn for the HPEA. In all plots, nens = 50 × 103.

count rates. One way to overcome these challenges would
be through increasing the count rates and time and frequency
mode overlap by implementing novel efficient single-photon
sources [44–46]. The same result cannot be simply achieved
by boosting up the pump power as it would increase the
probability of producing unwanted multiphoton pairs.

V. CONCLUSION

In summary, we studied a Heisenberg-limited interferomet-
ric phase estimation algorithm in the presence of experimental
imperfections. Although, in principle, the protocol can ex-
ploit any physical qubit, our attention was concentrated on
experimental realization using optical photons. Our optical
scheme for preparation of the optimal three-photon N = 7
state included two probabilistic CNOT gates for which quantum
interference of photons plays a pivotal role.

We numerically analyzed the effects of the two major
expected experimental imperfections of the photonic setup:
mode mismatch of the interfering photons, and multiphoton
generation events in the photon sources. We found the impact
of the former to be more severe than the latter. Nevertheless,
we predicted that sub-SNL phase estimation should be pos-
sible in the presence of experimentally achievable levels of
either type of imperfection, individually.

However, when we attempted to experimentally realize the
optimal probe state, and characterized it by tomography, a
numerical simulation of its use in phase estimation predicted
a performance for phase estimation worse than the shot-noise
limit. This discrepancy can perhaps be attributed to the fact
that the necessary low levels of noise were achieved at the
expense of very low count rates, which translate into long
measurement duration, making it impractical to maintain the
high quality of HOM interference for the entire duration of the
tomography. This problem of stability would also likely affect
the calibration of the state for the phase estimation protocol.

Nascent efficient photon sources, detection technology, and
advances in integrated optics should be able to tackle this

problem [46]. Upon overcoming this obstacle, future works
can be directed towards implementing the full phase measure-
ment circuit, which requires fast feedback control operations.
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APPENDIX A: OPTIMAL STATE GENERATION CIRCUIT

Consider a system comprised of linear optical components
such as beam splitters, waveplates, etc. Assume M modes
entering this network undergo a unitary transformation de-
scribed by

Û (G) = exp[−i â†G â], (A1)

where â = (â1, â2, . . . , âM ) is a vector of annihilation oper-
ators, and G is a Hermitian matrix. Output modes are obtained
in the Heisenberg picture according to

Û†(G) â Û (G) = S(G) â, (A2)

where S(G) = exp[−iG] is the matrix representation of a
unitary transformation induced on â. Let us now assume that
the input state can be expressed by applying a function f of
incoming modes into the system on the total vacuum state
|0〉 = |01,02, . . . ,0M〉 such that

|ψin〉 = f (â†
1, â†

2, . . . , â†
M )|0〉. (A3)
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The output state is simply obtained by unitarily evolving the
above state, that is, |ψout〉 = Û (G)|ψin〉. It is straightforward
to expand out this last relation using Eq. (A2) and the fact that
Û†(G) = Û (−G) and S†(G) = S(−G) to get the following
form:

|ψout〉 = f (â†S:1, â†S:2, . . . , â†S:M )|0〉, (A4)

where S:m denotes the mth column of the matrix S, and â† =
(â†

1, â†
2, . . . , â†

M ). Finding the matrix S is thus central in our
calculations to determine the output state of a quantum circuit
composed of linear optical elements.

Let us now investigate how the two entangling gates pro-
duce the optimal state. With the input state |ψbc〉 the same as
in Eq. (13) and |ψa〉 = |H〉, we obtain

∣∣ψNCN
in

〉 = f (v̂†
a, â†

V , â†
H , b̂†

H , b̂†
V , ĉ†

V , ĉ†
H , v̂†

c )|0〉, (A5)

= (α0 â†
H b̂†

H ĉ†
H + α1 â†

H b̂†
H ĉ†

V + α2 â†
H b̂†

V ĉ†
H + α3 â†

H b̂†
V ĉ†

V ) |0〉. (A6)

Note that the vacuum modes may be removed from the calculations as they are relevant for the second CNOT gate operation. The
next step involves constructing the corresponding SNCN matrix by multiplying matrices describing different optical components
affecting appropriate modes; here four BSs and one mode-swapping operation while leaving modes cV and cH unchanged. This
process leads to

SNCN =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0

0 η1
√

η1(1 − η1) −√
η1(1 − η1) 1 − η1 0 0 0

0
√

η1(1 − η1) 1 − η1 η1 −√
η1(1 − η1) 0 0 0

0 −√
η1(1 − η1) η1 1 − η1

√
η1(1 − η1) 0 0 0

0 1 − η1 −√
η1(1 − η1)

√
η1(1 − η1) 1 − η1 0 0 0

0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A7)

where the same mode ordering as the one appearing in the argument of function f in Eq. (A5) is employed for the matrix
representation. Now using Eq. (A4), the total output state after applying the first CNOT gate becomes∣∣ψNCN

out

〉 = f
(
â†SNCN

:1 , . . . , â†SNCN
:8

)|0〉 (A8)

= [
α0

(
â†SNCN

:3

)(
â†SNCN

:4

)(
â†SNCN

:7

) + α1
(
â†SNCN

:3

)(
â†SNCN

:4

)(
â†SNCN

:6

) + α2
(
â†SNCN

:3

)(
â†SNCN

:5

)(
â†SNCN

:7

)
+α3

(
â†SNCN

:3

)(
â†SNCN

:5

)(
â†SNCN

:6

)] |0〉

= 1√
2

(|ψ1〉 + |ψd〉), (A9)

where

â† = (v̂†
a, â†

V , â†
H , b̂†

H , b̂†
V , ĉ†

V , ĉ†
H , v̂†

c ), (A10)

and |ψd〉 represents a superposition of states with more than one photon in either of the qubit’s modes.
The final output state from the circuit diagram shown in Fig. 4 is calculated by setting the input state entering the CN gate as∣∣ψCN

in

〉 = ∣∣ψNCN
out

〉
(A11)

= g(v̂†
a, â†

V , â†
H , b̂†

H , b̂†
V , ĉ†

V , ĉ†
H , v̂†

c )|0〉, (A12)

and applying the corresponding matrix SCN, which is

SCN =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−√
η2

√
(1 − η2) 0 0 0 0 0 0√

1 − η1
√

η2 0 0 0 0 0 0

0 0 −√
η2 −√

η1(1 − η1)
√

(1 − η1)(1 − η2) 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0

0 0
√

η1(1 − η2) (1 − 2η1)
√

η2 2
√

η1η2(1 − η1)
√

(1 − η1)(1 − η2) 0 0

0 0
√

(1 − η1)(1 − η2) 2
√

η1η2(1 − η1) (1 − 2η1)
√

η2 −√
η1(1 − η2) 0 0

0 0 0
√

(1 − η1)(1 − η2)
√

η1(1 − η2) −√
η2 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(A13)
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to obtain ∣∣ψCN
out

〉 = g
(
â†SCN

:1 , . . . , â†SCN
:8

)|0〉, (A14)

= 1√
18

|ψopt〉 + |χd〉. (A15)

Here the function g can be found via Eq. (A9), and |χd〉 con-
tains states with at least two photons in a single polarization
or vacuum mode.

APPENDIX B: PHASE MEASUREMENT CIRCUIT

Consider the Heisenberg-limited phase estimation scheme
with K + 1 = 3 photons. Let us assume the input state is rep-
resented by ρin. Recalling the circuit shown in Fig. 2, the state
ρ (K ) ∈ B2K+1

of the system before the first X -measurement on
the K th photon is

ρ (K ) =
(

Û 2K
K⊗

k=1

Î

)
ρin

(
Û 2K

K⊗
k=1

Î

)†

, (B1)

where

Û m =
(

1 0
0 eimφ

)
, Î =

(
1 0
0 1

)
. (B2)

Here φ is the unknown phase shift. The result of the
X -measurement on the K th photon is determined by the fol-
lowing measurement operators:

M̂(K )
r = �̂r

K⊗
k=1

Î, (B3)

where r ∈ {+,−} is a measurement result, and �̂r = |r〉〈r| is
the projection operator onto the X basis of the K th photon.
Therefore, the probability of finding the K th photon in one of
the X bases is

℘(K )
r = Tr

[
ρ (K )M̂(K )

r
†M̂(K )

r

] = Tr
[
ρ (K )M̂(K )

r

]
. (B4)

Stochastic numerical simulations determine if the K th pho-
ton is found in either of |±〉. Depending on the result of
this measurement, the conditional system state ρ (K )

r after the
measurement on the K th photon is found via quantum mea-
surement theory given by [1,47]

ρ (K )
r = [

M̂(K )
r ρ

(K )M̂(K )
r

†
]/

℘(K )
r = �̂r ⊗ ρ (K−1)

r , (B5)

where ρ (K−1)
r ∈ B2K

is the reduced state matrix of the other
remaining K photons. The next step of the protocol includes
some control operation depending on the result of the pre-
vious read out. That is, the measurement result r = +(−)
corresponds to the feedback “OFF(ON)” setting. Thus, in
the reduced-dimension Hilbert space of the system, the state
matrix before the measurement on the (K − 1)th photon when
the control operation is ON can be written as

ρ (K−1) = V (K−1) ρ (K−1)
r V (K−1)†

, (B6)

where

V (K−1) ≡
[
Û 2K−1

R
(π

2

)] K⊗
k=2

R
( π

2k

)
, (B7)

R(θ ) =
(

eiθ/2 0
0 e−iθ/2

)
, (B8)

and if the control operation is OFF, the state matrix is

ρ (K−1) =
(

Û 2K−1
K⊗

k=1

Î

)
ρ (K−1)

r

(
Û 2K−1

K⊗
k=1

Î

)†

. (B9)

Using the same procedure, the measurement on the (K − 1)th
photon is described. In other words, by changing K → K −
1 we can recall Eqs. (B3)–(B9) to obtain the measurement
outcome and the reduced state ρ (K−2)

r ∈ B2K−1
of the system.

These steps are repeated for each photon until the zeroth one,
for which the measurement operator is simply the projector
M̂(0)

r = �̂r .

APPENDIX C: CALCULATIONS OF THE SHOT-NOISE
LIMIT

Consider the interferometer illustrated in Fig. 1 with p = 1.
In an ideal experimental scenario in which a single photon is
incident into one arm of the interferometer, the probability of
detecting a photon in either of the outputs ports is

p(u|φ, θ ) = 1
2 [1 + u cos(φ − θ )], (C1)

where u ∈ {−1, 1} is the measurement result. Assuming that
m measurement outcomes are obtained, one can define a
vector um = {u1, u2, . . . , um} in which each u� is defined as
above. Therefore, the probability for the series of measure-
ment results is

p(um|φ, θ) = 1
2 [1 + u cos(φ − θ )], (C2)

where θ = {θ1, θ2, . . . , θm} are the measurement angles for
each photon. The Holevo variance in the phase estimate is
VH = μ−2 − 1, where μ = |〈eiφ〉|, and using the above prob-
ability distribution it can be expressed as

μ = 1

2π

∑
um

∣∣∣∣
∫

dφ eiφ p(um|φ, θ)

∣∣∣∣. (C3)

Calculating this integral for a small number of resources
(N = 3, 7), one can obtain the SNL for Holevo variance.
While these solutions are not unique, we find that setting
θ = {0, 0, π/2} rad would achieve VSNL = 0.655 845 . . . for
an N = 3 measurement, while the measurement angles θ =
{0, 0, 2.310 99, 1.321 33, 1.321 33, 0.843 774, −0.830 605}
rad would achieve VSNL = 0.232 688 . . . for an N = 7
measurement.

APPENDIX D: HOM VISIBILITY AND SPATIAL OPTICAL
MODE MISMATCH

Recalling Eq. (19), the probability for observing a coinci-
dence photon detection is

pcoin = 〈n̂aD n̂bD〉
= 〈01|(n̂v̂o

2
+ n̂âo + n̂v̂o

1
)(n̂v̂o

4
+ n̂b̂o + n̂v̂o

3
)|01〉, (D1)

where

|01〉 ≡ |0〉v̂o
1
⊗ |0〉v̂o

2
⊗ |0〉v̂o

3
⊗ |0〉v̂o

4
⊗ |1〉âo ⊗ |1〉b̂o . (D2)
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FIG. 15. A diagram of the Heisenberg-limited phase estimation algorithm with N = 7 resources. The gray panel depicts the optimal state
generation as in Fig. 10. The rest shows applications of phase shift gate (large green HWP) and classical conditional control operations (shown
by orange and purple boxes for rotation by π/4 and π/2, respectively).

We use superscript “o” to denote output modes corresponding
to the relevant input modes. There are nine terms that should
be calculated separately to obtain a relation for the probability
as a function of mode mismatch parameters. It is straightfor-
ward to show that the output modes are given by the following
equations:

v̂o
1 =

√
(1 − η)(1 − ξ2) b̂ −

√
ξ2(1 − η) v̂4 − √

η v̂1, (D3a)

âo =
√

(1 − η)(1 − ξ2) v̂4 +
√

ξ2(1 − η) b̂

−
√

η(1 − ξ1) v̂2 −
√

ηξ1 â, (D3b)

v̂o
2 =

√
1 − η v̂3 −

√
η(1 − ξ1) â +

√
ηξ1 v̂2, (D3c)

v̂o
3 =

√
(1 − η)(1 − ξ1) â −

√
ξ1(1 − η)v̂2 + √

ηv̂3, (D3d)

b̂o =
√

(1 − η)(1 − ξ1) v̂2 +
√

ξ1(1 − η) â

+
√

η(1 − ξ2) v̂4 −
√

ηξ2 b̂, (D3e)

v̂o
4 =

√
(1 − η) v̂1 +

√
η(1 − ξ2) b̂ −

√
ηξ2v̂4. (D3f)

Now by using these equations and the commutation rela-
tions for creation and annihilation operators of each mode,

all terms in Eq. (D1) can be calculated in a straightforward
manner. For instance, the first term is equal to

〈01|n̂v̂o
2
n̂v̂o

4
|01〉

= 〈01| v̂
o†
2 v̂o

2 v̂
o†
4 v̂o

4 |01〉,
= 〈01|[

√
1 − η v̂

†
3 −

√
η(1 − ξ1) â† +

√
ηξ1 v̂

†
2]

× [
√

1 − η v̂3 −
√

η(1 − ξ1) â +
√

ηξ1 v̂2]

× [
√

(1 − η) v̂
†
1 +

√
η(1 − ξ2) b̂† −

√
ηξ2v̂

†
4]

× [
√

(1 − η) v̂1 +
√

η(1 − ξ2) b̂ −
√

ηξ2v̂4]|01〉,
= [η2(1 − ξ1)(1 − ξ2)]〈1|â†â b̂†b̂|1〉,
= η2(1 − ξ1)(1 − ξ2), (D4)

where |1〉 = |1〉âo ⊗ |1〉b̂o , and in the second to last line we just
kept nonzero terms. Applying the same procedure to the rest
of the terms in Eq. (D1) gives

〈01|n̂v̂o
2
n̂b̂o |01〉 = η2 ξ2 (1 − ξ1), (D5a)

〈01|n̂v̂o
2
n̂v̂o

3
|01〉 = 0, (D5b)
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〈01|n̂âo n̂v̂o
4
|01〉 = η2 ξ1 (1 − ξ2), (D5c)

〈01|n̂âo n̂b̂o |01〉 = ξ1ξ2[1 − 4η(1 − η)], (D5d)

〈01|n̂âo n̂v̂o
3
|01〉 = (1 − η)2 ξ2 (1 − ξ1), (D5e)

〈01|n̂v̂o
1
n̂v̂o

4
|01〉 = 0, (D5f)

〈01|n̂v̂o
1
n̂b̂o |01〉 = (1 − η)2 ξ1 (1 − ξ2), (D5g)

〈01|n̂v̂o
1
n̂v̂o

3
|01〉 = (1 − η)2 (1 − ξ1)(1 − ξ2). (D5h)

Summing up all of these terms gives Eq. (19),

pcoin = 〈n̂aD n̂bD〉 = 1
2 (1 − ξ1ξ2). (D6)

The dip visibility can easily be worked out now once we have
the probability of coincidence detection.

APPENDIX E: PHOTON SOURCES

Photons required for conducting the experiments produced
via two type-I spontaneous parametric downconversion pro-
cesses. A mode-locked Tsunami pulsed laser—which uses a
titanium-doped sapphire solid-state laser medium and with
a central frequency at 820 nm and a pulse duration of ap-
proximately 125 fs—was employed to generate upconverted
photons at 410 nm through the second-harmonic-generation
(SHG) phenomenon using a 2 mm lithium triborate (LBO)
crystal. This SHG beam was collimated with a f = 75 mm
lens and the infrared pump was spatially filtered away using
two dispersive prisms. To suppress the residual red light, two
short-pass dichroic mirrors with 98% reflectivity are used. To
adjust the brightness and polarization of the infrared light,
the LBO crystal was preceded with two HWPs and a linear
polarizer in between. For the first SPDC process the ultraviolet
light was first passed through a linear polarizer and HWP (to
allow for adjusting the incident photons polarization) and then
focused onto a 0.5 mm bismuth borate (BiBO) crystal using an
f = 400 mm lens. A similar arrangement was also employed
for setting up the second SPDC source. However, here we
used a paired BiBO crystal in order to create an entangled state
as in Eq. (13). This means both crystals should be pumped
and as a result the two overlapping cones of downconverted
photons should efficiently and symmetrically be collected.
This can be achieved by adjusting the sandwiched crystals for
phase matching and using a precompensating crystal to erase
the time information (the first crystal produces horizontally
polarized photons, and the second one generates vertically
polarized photons at a later time).

APPENDIX F: SCHEMATIC OF N = 7 HPEA

A conceptual diagram of the three-photon interferometric
phase estimation is shown in Fig. 15. The gray area is the state
preparation stage where it is analyzed in Sec. IV. According
to the quantum circuit of the HPEA, Fig. 2, the photon in
mode “a” undergoes 22 applications of the phase shift prior to
projection onto the X basis. Conditioned on the measurement
outcome, unitary operations R(π/2) and R(π/4) are applied
to photons in modes “b” and “c” (shown by the purple and
orange oval boxes), respectively. Afterwards, the photon in
mode “b” phase-shifted 21 times before being measured in the

FIG. 16. Experimental HOM interference of two dependent pho-
tons. (a) A photon in one mode interferes with a photon in the other
mode in the PPBS of the probabilistic universal CNOT gate. The vis-
ibility is (79 ± 0 : 5)%, and the dip width is 234 ± 5 µm. (b) Shows
fluctuations in the position of the HOM-dip. We repeated the same
experiment some 60 times where each took 600 s. A maximum
deviation of 5 µm around the average was observed.

X basis. The result of this measurement determines whether or
not rotation R(π/2) should be applied to the photon in mode
“c.” The latter experiences only 20 application of Û before
measurement.

APPENDIX G: HOM INTERFERENCE ANALYSIS

We have experimentally run a series of HOM interfer-
ence phenomena between photons that originated from the
single SPDC source. For a nondeterministic universal CNOT

gate setup (as in Fig. 10 with the difference that photons in
modes “a” and “c” are produced independent of each other),
the dip visibility ideally is 80%. For twofold coincidences
(2500 events collected at the baseline within 2 s) we measured
v = (79 ± 0.5)% with the coherence length of approximately
well above 200 µm, Fig. 16(a). The oscillatory behavior of
HOM-dip position for successive runs of the same experi-
ment (which each took almost 10 min) shows a maximum
deviation of 5 µm, Fig. 16(b). For this particular scenario
with a rather large coherence length, the dip position variation
can be neglected. However, in this work we characterize our
photons source by measuring fourfold coincidences (detection
of approximately 4 × 10−2 successful events at the baseline
within 2 s). That figure is even smaller for the probabilistic
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nonuniversal CNOT gate operation (interference of photons
between mode “a” and “b” in Fig. 10). This analysis leads
us to conclude that over the course of reconstructing state

tomography, the quality of quantum interference should have
significantly degraded for the purpose of Heisenberg-limited
phase estimation.
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