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Quantifying subspace entanglement with geometric measures
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Determining whether a subspace spanned by certain quantum states is entangled and its entanglement dimen-
sionality remains a fundamental challenge in quantum information science. This paper introduces a geometric
measure of r-bounded rank, Er (S ), for a given subspace S. Derived from the established geometric measure of
entanglement, this measure is specifically designed to assess the entanglement within S. It not only serves as
a tool for determining the entanglement dimensionality but also illuminates the subspace’s capacity to preserve
such entanglement. By employing developed nonconvex optimization techniques utilized in machine learning
area, we can accurately calculate Er (S ) within the manifold optimization framework. Our approach demonstrates
notable advantages over existing hierarchical methods, PPT relaxation techniques, and the seesaw strategy,
particularly by combining computational efficiency with broad applicability. More importantly, it paves the way
for high-dimensional entanglement certification, which is crucial for numerous quantum information tasks. We
showcase its effectiveness in validating high-dimensional entangled subspaces in bipartite systems, determining
the border rank of multipartite pure states, and identifying genuinely or completely entangled subspaces.
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I. INTRODUCTION

Quantum entanglement, a foundational pillar of quan-
tum physics, facilitates the nonlocal exchange of information
amidst entangled particles, regardless of the spatial distance
separating them. This fundamental phenomenon underpins
transformative applications in realms such as quantum com-
puting [1,2], cryptography [3], and teleportation [4]. A critical
query within this domain pertains to the determination of
whether a given subspace is entangled, and if so, discerning
its entanglement dimensionality [5–15].

In the bipartite settings, entanglement dimensionality for
a pure state can be characterized by Schmidt rank, which
can be effectively determined via the Schmidt decomposition
[16]. However, ascertaining the entanglement within a sub-
space presents a more intricate challenge [17]. This process
of entanglement certification plays a pivotal role in numerous
applications, such as the creation of entangled mixed states
[18], construction of entanglement witnesses [19,20], quan-
tum error correction [21,22], and the validation of protocols
such as superdense coding [23].

The complexity of these calculations intensifies in a
multipartite context [24], even when examining a single mul-
tipartite pure state. In contrast to bipartite pure states, which
can be represented as matrices, multipartite pure states are
depicted by tensors [25]. While Schmidt decomposition offers
a way to determine Schmidt rank, the determination of tensor
rank presents a far greater challenge. Specifically, tensor rank,
defined as the minimum number of product terms necessary
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for decomposition, is notoriously difficult to calculate. Its
complexity is believed to be at least NP complete [26,27].

Meanwhile, the notion of border rank arises [28,29].
This concept acknowledges that certain tensors can be ap-
proximated asymptotically to arbitrary precision using other
tensors with smaller tensor ranks—a phenomenon not pos-
sible with matrices. A prominent example is the W state in
a three-qubit system, which has a tensor rank of 3 but can
be approximated by states with a minimum tensor rank of 2,
to any desired degree of precision [9]. In such instances, we
denote the border rank of the W state as 2. From a pragmatic
perspective, border rank may be more suitable for characteriz-
ing entanglement dimensionality in the multipartite scenario.
Experimentally, a multipartite pure state with border rank r
can always be simulated to any desired precision using states
with tensor rank r, even if it has a higher tensor rank.

Remarkably, research into tensor or border ranks holds
significance not only in the realm of quantum information due
to the demand for high-dimensional entanglement in certain
applications [30–33] but also in other disciplines, such as
algebraic complexity theory [34–36]. Regarding multipartite
subspaces, the principal focus rests on completely or gen-
uinely entangled subspaces. The former is characterized as
a subspace devoid of any fully product states [37], while the
latter contains no product states across any bipartition [38,39].
The value of completely entangled subspaces stems from their
capacity to discriminate pure quantum states locally [6,40].
Conversely, genuinely entangled subspaces have proven their
worth in the sphere of quantum cryptography [41].

Significant progress has been made in the quest to cer-
tify the presence of entanglement within a subspace. One
approach involves deriving lower bounds on the subspace’s
entanglement mathematically and then investigating under
which conditions these bounds produce a positive value. This
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line of research has a rich history [42–48], with origins in
Ref. [49]. An alternative strategy involves bounding the min-
imum entanglement using semidefinite programming (SDP),
such as the positive partial transpose (PPT) relaxation [12,50]
and symmetric extension [51]. However, the former math-
ematical approach may require complex or counterintuitive
proofs and may not be broadly applicable. The latter is limited
by its computational complexity and is incapable of handling
certain scenarios, such as bound entanglement [52] and high-
dimensional entanglement [53]. Recently, a new method was
introduced that employs a hierarchy of linear systems [11].
Although this technique can certify high-dimensional entan-
glement within the given subspace, there remains room for
improvement in its computational efficiency. Additionally, it
cannot provide any desired entangled state.

In this work, entanglement dimensionality of a given sub-
space is characterized by a quantity called minimal rank. In
the bipartite settings, it is defined as the minimum Schmidt
rank of quantum states within the given subspace. And
we generalize this definition to the multipartite scenario by
replacing Schmidt rank with border rank, based on the consid-
eration mentioned earlier. Here, we also present an intuitive,
yet nontrivial approach to determine the minimal rank of a
given subspace.

Building upon the geometric measure of entanglement
(GME) [8,12,13,54], which quantifies the geometric distance
between a given pure state |ψ〉 and fully product states, as
follows:

EG(|ψ〉) = 1 − max
|ϕprod〉

|〈ϕprod|ψ〉|2, (1)

we generalize this concept to the geometric measure of r-
bounded rank for a given subspace S , denoted by Er (S ), as the
geometric distance between S and σr−1, where σr−1 represents
the states with at most tensor rank r − 1. The minimal rank
r(S ) of a subspace S can now be determined by finding the
largest value of r such that Er (S ) > 0 [if E2 = 0 then r(S ) =
1]. Through further analysis, we find that this kind of geo-
metric measure not only provides a criterion for certifying the
entanglement dimensionality within a given subspace (from
zero or nonzero), but also furnishes insights into the ability of
the subspace to maintain such entanglement (indicated by the
magnitude).

By employing the gradient back-propagation technique
[55] from the field of machine learning, we are able to
calculate this geometric measure through gradient descent
with notable efficiency, which traditional convex optimization
methods like SDP cannot handle. The core concept involves
transforming the optimization problem defined on the com-
plicated set σr into an optimization over a product manifold
composed of several simpler manifolds. We then apply the
concept of trivialization [56], established in the domain of
manifold optimization [57,58], to address the original prob-
lem within an unconstrained Euclidean space.

We demonstrate its effectiveness in validating high-
dimensional entangled subspaces in bipartite systems, deter-
mining the border rank of multipartite states, and identifying
genuinely or completely entangled subspaces. The results
reveal that this method has some attractive advantages com-
pared to other known approaches, especially as it combines

TABLE I. Comparison between different methods for detecting
entanglement: Hier (hierarchical method [11]), PPT (positive partial
transpose relaxation [12,50]), and the method we propose based on
GD (gradient descent approach). The presence of a check mark (�)
indicates the method’s capability to address the specified scenario,
while a cross mark (×) implies its limitation. Entanglement is de-
noted as ENT for simplicity.

Comparison criterion Hier PPT GD

low-dimensional ENT � � �
Bipartite bound ENT � × �

high-dimensional ENT � × �
border rank of pure state × × �

Multipartite complete ENT � � �
genuine ENT � � �

Quantify the robustness? × � �
Time efficiency � � � � � �

computational efficiency and broad applicability. More im-
portantly, it paves the way for high-dimensional entanglement
certification, which is crucial for numerous quantum infor-
mation tasks. A preview of the main results is presented in
Table I.

The structure of this paper is as follows. In Sec. II,
we introduce some fundamental definitions related to bipartite
and multipartite entanglement. In Sec. III, we propose the
geometric measure of r-bounded rank and shed light on the
connections among pure states, mixed states, and subspaces.
We also briefly explain the key idea about the numerical calcu-
lation proposed in the manifold optimization framework, with
the developed nonconvex optimization techniques. In Sec. IV,
we illustrate the application of this type of geometric measure
in various situations and also provide comparisons with other
methods. Conclusions and outlooks are summarized and dis-
cussed in Sec. V.

II. PRELIMINARIES

Notation. In the paper, |ψ〉, |φ〉, state, etc., all refer to
normalized quantum states unless otherwise specified.

A. Bipartite entanglement

Schmidt decomposition. Let us begin with the simplest
bipartite case and consider a Hilbert space H = H1 ⊗ H2.
A state |ψ〉 ∈ H is separable iff |ψ〉 = |φ1〉 ⊗ |φ2〉 for some
pure states |φi〉 ∈ Hi; otherwise it is called entangled. A useful
tool for the characterization of bipartite entanglement is the
Schmidt decomposition: any |ψ〉 ∈ H can be written as

|ψ〉 =
r∑

i=1

λi|ei〉| fi〉, (2)

where the coefficients λi are positive numbers that can be
ordered as λ1 � λ2 � . . . � λr > 0, whose squares sum up to
one, {|ei〉} and {| fi〉} are orthonormal bases of the local Hilbert
spaces and r � min(d1, d2) is called the Schmidt rank of |ψ〉
representing the minimum number of terms for decomposing
a state. It is equivalent to the singular value decomposition
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(SVD) of the corresponding coefficient matrix. Therefore, in
this paper, we will use matrix rank and Schmidt rank inter-
changeably, as they refer to the same concept.

Minimal rank of bipartite subspace. Given a subspace S
spanned by a set of bipartite states {|ψ1〉, |ψ2〉, . . . , |ψm〉},
minimal rank of S is defined as the following:

r(S ) = min
|ψ〉∈S

RS (|ψ〉),

where RS represents the Schmidt rank. |ψ〉 ∈ S means it can
be derived by a combination of the states within S , i.e.,
|ψ〉 = ∑m

i=1 ci|ψi〉, where c′
is are some complex coefficients

constrained to the normalization condition. If the minimal
rank of a given subspace is larger than one, we say that the
subspace is entangled.

B. Multipartite entanglement

Tensor decomposition. For a general multipartite pure
state |ψ〉 ∈ H1 ⊗ H2 ⊗ · · · ⊗ Hn, tensor rank is defined as
the minimum number r such that there exist states |φ(k)

i 〉 ∈
Hk (1 � i � r, 1 � k � n) satisfying

|ψ〉 =
r∑

i=1

λi

∣∣φ(1)
i

〉 ⊗ ∣∣φ(2)
i

〉 ⊗ · · · ⊗ ∣∣φ(n)
i

〉
, (3)

where the coefficients λi are positive but the different product
terms may not be orthonormal to each other.

Tensor rank is a legitimate entanglement measure gener-
alized from the Schmidt rank [10,59] since it is a strictly
nonincreasing quantity under local operations (even stochas-
tic) [60]. It provides a method of detecting multipartite
entanglement: a multipartite pure state is entangled if and only
if its tensor rank is larger than one.

Border rank is defined as the minimum number r of prod-
uct terms that are sufficient to approximate the given tensor
asymptotically with arbitrarily small error (in this paper, we
choose the geometric measure).

A famous example of the gap between tensor rank and
border rank is that the tensor rank of the W state in three-qubit
is 3 while its border rank is 2 since

|W 〉 = 1√
3

[
lim
t→0

1

t
((|0〉 + t |1〉)⊗3 − |0〉⊗3)

]
. (4)

For any t 	= 0, the tensor on the right-hand side has rank 2
and in the limit t → 0, it becomes W state. For brevity, in the
following, we will denote the tensor and border rank as R and
R separately.

The gap between these two different ranks appears due to
the nonexistence of a best rank-r approximation for an arbi-
trary tensor A [61], implying R(A) > R(A). However, there
exist two notable exceptions where R = R: the cases n = 2
(the given tensors are matrices) and r = 1 (approximation by
rank-1 tensors). The former implies R(A) = R(A) for a matrix
A while the latter means that R(A) = 1 is equivalent to with
R(A) = 1.

Minimal rank of multipartite subspace. Given a subspace S
spanned by a set of multipartite states {|ψ1〉, |ψ2〉, . . . , |ψm〉},
minimal rank of S is defined as the following:

r(S ) = min
|ψ〉∈S

R(|ψ〉).

In this work, we choose the border rank as the definition of
minimal rank in the multipartite settings because, as men-
tioned before, experimentally, a multipartite pure state of
border rank r can always be simulated to any desired precision
using those states of tensor rank r even if it has higher tensor
rank. This definition is also consistent across both bipartite
and multipartite cases, as the Schmidt rank is equivalent to
the border rank for bipartite states.

Completely entangled subspace. Consider a subspace S ⊂
H1 ⊗ H2 ⊗ · · · ⊗ Hn, we call S is completely entangled iff
it contains no fully product state. Due to the existence of
best rank-1 approximation as mentioned above, we know it
is equivalent to the detection of subspaces with r(S ) > 1.

Genuinely entangled subspace. A subspace S ⊂ H1 ⊗
H2 ⊗ · · · ⊗ Hn is genuinely entangled iff it contains no prod-
uct state for any bipartition K|Kc, where K is a subset of
{1, 2, . . . , n} and Kc denotes the complementary set. For ex-
ample, for a tripartite state |ψ〉 ∈ HA ⊗ HB ⊗ HC , there are
three possible bipartition AB|C, AC|B, and BC|A. The genuine
entanglement of a subspace is equivalent to r(S ) > 1 for any
bipartition K|Kc.

III. METHODOLOGY

A. Geometric measure for entangled subspace

Geometric measure for a pure state |ψ〉 is defined through
the following general formula:

E (|ψ〉) = 1 − max
|ϕ〉∈V

|〈ϕ|ψ〉|2,

where V is chosen according to the specific purpose.
In order to quantify entanglement dimensionality via min-

imal rank, we generalize the GME defined in Eq. (1) to the
geometric measure of r-bounded rank

Er (|ψ〉) = 1 − max
|ϕ〉∈σr−1

|〈ϕ|ψ〉|2. (5)

Here, σr−1 is the states with at most tensor rank r − 1. Obvi-
ously, it can be reduced into the form of geometric measure of
entanglement when r = 2, i.e., EG(|ψ〉) = E2(|ψ〉).

For a bipartite state |ψ〉 it has been shown that [8]

Er (|ψ〉) = 1 − (
λ2

1 + λ2
2 + · · · + λ2

r−1

)
,

where λi is the coefficients after the Schmidt decomposition
[see Eq. (2)]. As for a multipartite state |ψ〉 of border rank
r, r is the largest value that makes Er (|ψ〉) > 0. Thus, this
measure can serve as a tool for certifying the border rank of a
given state.

We can generalize this geometric measure, defined for a
pure state, to a subspace S as the following:

Er (S ) = min
|ψ〉∈S

Er (|ψ〉)

= min
|ψ〉∈S

(1 − max
|ϕ〉∈σr−1

|〈ϕ|ψ〉|2)

= 1 − max
|ϕ〉∈σr−1

max
|ψ〉∈S

|〈ϕ|ψ〉|2

= 1 − max
|ϕ〉∈σr−1

〈ϕ|PS |ϕ〉

= min
|ϕ〉∈σr−1

〈ϕ|P⊥
S |ϕ〉,

(6)
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where PS projects onto S and P⊥
S onto the orthogonal com-

plementary space S⊥. The most crucial step is the transition
from the third line to the fourth line follows from the fact that
for a given |ϕ〉, the vector from S maximizing the quantity will
be the projection of |ϕ〉 onto S . Similarly, for a subspace S of
minimal rank r, r is the largest value that makes Er (S ) > 0.

Besides the certification of entanglement dimensionality,
Er also characterizes the robustness of entangled subspaces
due to the following theorem (some similar consideration
appears in Ref. [42]):

Theorem 1 (Robustness of entangled subspace). Given a
subspace S ⊂ H1 ⊗ H2 with r(S ) � r, for any perturbation
U = e−iH with the trace norm of H less than Er (S )

1
2 , the

subspace after the perturbation S ′ will maintain the minimal
rank r(S ′) � r.

Proof. Suppose S is spanned by {φ1, φ2, . . . , φm}, the sub-
space after some perturbation U is defined as S ′, spanned by
{Uφ1,Uφ2, . . . ,Uφm}. It is easy to prove that

P⊥
S ′ = UP⊥

SU †.

For convenience, we denote the square root of 〈x,P⊥
S x〉 as

FS (x). Obviously, there exist the following inequalities:

FS (x) + FS (y) � FS (x + y) � FS (x) − FS (y),

FS

(∑
i

aixi

)
�

∑
i

|ai| · FS (xi ),

where x, y, xi can be unnormalized states and a′
is are complex

numbers. Thus, the square root of the geometric measure of
r-bounded rank for S ′

Er (S ′)
1
2 = min

|ϕ〉∈σr−1

(〈ϕ|PS ′⊥ |ϕ〉)
1
2

= min
|ϕ〉∈σr−1

(〈ϕ|UP⊥
SU †|ϕ〉)

1
2

� min
|ϕ〉∈σr−1

[FS (|ϕ〉) − FS ((I − U †)|ϕ〉)]

= Er (S )
1
2 − max

|ϕ〉∈σr−1

FS ((I − U †)|ϕ〉).

Here, I − U † can be diagonalized into
∑

i(1 − eihi )|ui〉〈ui|,
where hi is the eigenvalue of Hamiltonian H . Then

max
|ϕ〉∈σr−1

FS ((I − U †)|ϕ〉)

= max
|ϕ〉∈σr−1

FS (
∑

i

(1 − eihi )|ui〉〈ui|ϕ〉)

� max
|ϕ〉∈σr−1

∑
i

|1 − eihi | · FS (|ui〉〈ui|ϕ〉)

�
∑

i

|1 − eihi | �
∑

i

|hi| = ‖H‖tr .

Therefore, if the trace norm of Hamiltonian H is less than
Er (S )

1
2 , Er (S ′) will be nonzero, i.e., r(S ′) � r. �

A simple geometric interpretation can be made for this the-
orem, as shown in Fig. 1: notice that Er (S )

1
2 characterizes the

sine value of the smallest angle θ� between the states in σr−1

and states in the given subspace S , see Eq. (5). A perturbation
U = e−iH can be considered as a rotation operator in high-
dimensional space, the trace norm of H indicates its rotation

FIG. 1. Geometric interpretation of the robustness of entangled
subspace. The gray line represents the quantum states within the
subspace S, and |ψ�〉 is the closest state to the σr−1 under the ge-
ometric measure. The blue line represents the quantum states within
the subspace S ′ after the perturbation. The orange line denotes the
boundary of σr−1.

angle. In order to maintain its entanglement dimensionality,
we need to limit the rotation angle θ � θ�.

The definition can also be extended into mixed states as
follows,

Er (ρ) = min
{pi,|ψi〉}

∑
i

piEr (|ψi〉),

where the minimum is computed over all pure state ensem-
bles, i.e., ρ = ∑

i pi|ψ〉〈ψ |. Obviously, ρ is separable iff
E2(ρ) = 0, i.e., it can be decomposed into a product state en-
semble. It is known that E2(ρ) � E2[supp(ρ)], where supp(ρ)
is the support space of the density matrix ρ [62]. This result
can be generalized to the high-dimensional entangled cases
easily, i.e., Er (ρ) � Er[supp(ρ)] for r > 2.

Based on Theorem 1 and the above definition for mixed
states, we can further conclude that quantum states supported
on the robust entangled subspaces are also robust:

Theorem 2 (Formation of robust entangled states). Given
a entangled state ρ ∈ H1 ⊗ H2 with the support space
supp(ρ), E2[supp(ρ)] > 0. For any perturbation U = e−iH

with the trace norm of H less than E2[supp(ρ)]
1
2 , the mixed

state after the perturbation ρ ′ = UρU † will still be entangled.
Proof. Suppose ρ = ∑

i pi|ψi〉〈ψi|, the corresponding
support space supp(ρ) is spanned by {|ψi〉}. After the
perturbation, it becomes ρ ′ = ∑

i piU |ψi〉〈ψi|U †, the support
space becomes supp(ρ ′) spanned by {U |ψi〉}. According to
Theorem 1, if ‖H‖tr < E2[supp(ρ)]

1
2 , then E2(ρ ′) �

E2[supp(ρ ′)] > 0. �
This theorem also offers a feasible way to construct robust

entangled states from the robust entangled subspace, which
can also be generalized to high-dimensional entanglement
with r > 2.

In conclusion, this kind of geometric measure serves a dual
purpose: it provides a criterion for certifying the entanglement
dimensionality within a given subspace, quantified by the
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minimal rank, and offers insights into the robustness of the
subspace and mixed states supported on it.

B. Parametrization and optimization

Owing to the challenges in characterizing σr (states with at
most tensor rank r) and the nonconvex nature of optimization,
previous work sidestepped a direct computation of Er . Instead,
it focused on exploring the lower bound of Er through math-
ematical derivation, or by relaxing it in a manner that allows
for solution via the semidefinite programming (SDP) method,
such as the positive partial transpose (PPT) relaxation:

E2(S ) = min
|ψprod〉

〈ψprod|P⊥
S |ψprod〉

= min
|ψprod〉

tr[P⊥
S |ψprod〉〈ψprod|]

� min
ρ�0

∀iρ
Ti�0

tr[P⊥
S ρ],

(7)

where |ψprod〉 denotes the fully product state in σ1 and ρTi

denotes the partial transpose of ρ with respect to the ith local
Hilbert space Hi.

In the following, we will introduce a parametrization
strategy to directly characterize the set σr in the manifold
optimization framework [57,58]. First, we can consider the
set of unnormalized states with tensor rank r, denoted by σ̃r ,
for every |ϕ̃r〉 ∈ σ̃r , it can be written as

|ϕ̃r〉 =
r∑

i=1

λ̃i

∣∣φ(1)
i

〉 ⊗ |φ(2)
i 〉 ⊗ · · · ⊗ ∣∣φ(n)

i

〉
.

For simplicity, we denote λ̃ = (λ̃1, λ̃2, · · · , λ̃r ) ∈ Rr
+ and

|φi〉 = ⊗n
k=1|φ(k)

i 〉 ∈ B = S2d1−1 × S2d2−1 × · · · × S2dn−1,
where Rr

+ represents the r-dimensional manifold of positive
numbers and B denotes the product manifold composed of
a series of (2dk − 1)-dimensional sphere manifold S2dk−1

(dk is the local dimension of kth Hilbert space). Then the
original problem [Eq. (6)] can be formulated numerically as
an optimization over the manifold Mr−1

Er (S ) = min
x∈Mr−1

〈ϕr−1(x)|P⊥
S |ϕr−1(x)〉 = min

x∈Mr−1

fS (x).

Here, |ϕr−1(x)〉 is the normalized state from |ϕ̃r−1〉 via adjust-
ing λ̃, where x = (λ̃, φ1, φ2, · · · , φr−1) ∈ Mr−1 = Rr−1

+ ×
Br−1. And here, fS is a simplified notation for the related
function determined by S .

Trivialization [56] provides a fresh and efficient perspec-
tive for manifold optimization, which requires a mapping g
from the free Euclidean space to the manifold Mr−1, such
that

Er (S ) = min
x∈Mr−1

fS (x) = min
�θ∈RD

fS [g(�θ )].

The problem is now transferred into an unconstrained opti-
mization problem over the D-dimensional Euclidean space.
Thus, the remaining task is to find such a satisfying mapping
g. Since the manifold Mr is a product manifold composed of
Rr

+ and Br , we can consider them separately. For the positive
numbers λ̃ ∈ Rr

+, we can use the SOFTPLUS mapping [63] to

ensure the positivity

λ̃ = log(1 + e�γ ),

where �γ is a r-dimensional real vector. As for each normalized
states |φ(k)

i 〉 ∈ S2dk−1, we can obtain them by mapping some
dk-dimensional real vectors �αi, �βi onto the sphere manifold
S2dk−1 as follows: ∣∣φ(k)

i

〉 = �αi + i �βi

‖ �αi + i �βi‖2

.

Given these two fundamental mappings, finally we are able to
map a free Euclidean space RD onto the manifold Mr−1 with
the dimension

D =
(

2
∑

k

dk + 1

)
(r − 1).

As for the projector P⊥
S , it can be constructed as

P⊥
S = I − PS = I −

dS∑
i=1

|ei〉〈ei|,

where {|ei〉} is the orthonormal basis of the given subspace
S that can be obtained through Gram-Schmidt process. Then
we can define a loss function Lr (�θ ;S ) = 〈ϕr (�θ )|P⊥

S |ϕr (�θ )〉
to compute Er (S ). The relevant algorithm is summarized in
Algorithm 1.

ALGORITHM 1. Geometric measure of r-bounded rank Er .

To minimize the loss function, we adopt the gradient-based
optimization method with the gradients obtained from gra-
dient back-propagation provided in PYTORCH deep learning
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framework [55]. Different from the common neural networks,
there is no randomness in our loss function, so the classi-
cal optimization method, L-BFGS-B implemented in SCIPY

package [64], should converge faster than those commonly
used in training neural networks (e.g., SGD, Adam). However,
gradient-based methods do not guarantee convergence to the
global minimum, which provide upper bounds in principle.
In order to obtain accurate values, we employ a probabilis-
tic approach: minimizing the loss with randomly initialized
parameters across N trials. Here, N can be considered as a
hyperparameter in the optimization process.

IV. RESULTS

In this section, we demonstrate the application of the
proposed method across various scenarios, including both
bipartite and multipartite cases. We primarily compare our
results with other established methods, such as the PPT relax-
ation [12,50] described in Eq. (7) and the hierarchical method
[11]. Additionally, we compare the seesaw strategy [65] with
our approach, which also provides upper bounds for GME.
For each optimization, we fix the trial number N = 3 and the
tolerance ε = 10−10 in the optimization. Numerical results
show that this choice is effective enough but may not be
optimal for certain cases.

A. Bipartite cases

1. Subspace with analytically known Er

Example 1. The subspace Sθ
2×d ⊂ HA ⊗ HB with dA = 2

and dB = d , is given by the span of the following vectors [12]:

|ψi〉AB = a|0〉A|i〉B + b|1〉A|i + 1〉B, (8)

where i = 0, 1, · · · , d − 2, with a = cos(θ/2) and b =
exp(iξ ) sin(θ/2), θ ∈ (0, π ), ξ ∈ [0, 2π ).

Clearly, the dimension of Sθ
2×d is d − 1, which is also the

maximal available dimension of an entangled subspace in this
scenario. Furthermore, it has been proved that

E2
(
Sθ

2×d

) = 1

2

[
1 −

√
1 − sin2 θ sin2

(
π

d

)]
.

In Fig. 2, we plot E2(Sθ
2×d ) as a function of θ for dif-

ferent dimensions and compare the analytical results with
those obtained via the gradient descent and PPT relaxation
methods. For convenience, we fix ξ = 0. As observed, for this
kind of low-dimensional entanglement, both methods provide
accurate results.

The robustness of different entangled subspaces can also
be explored, as depicted in Fig. 3. Three different subspaces
(θ = π

2 , π
4 , π

6 ) with d = 3 are selected for comparison. We
randomly generate 1000 unitary perturbations U = e−iH for
each different trace norm of H . Utilizing gradient descent
strategy, we compute the minimum geometric measure E2

after the perturbations with different trace norms. A nonzero
value of E2 indicates that the subspace remains entangled af-
ter perturbations. As Theorem 1 proves, entangled subspaces
with larger E2 values are more robust against perturbations.

FIG. 2. E2(Sθ
2×d ) as a function of θ . Different lines denote the

analytical results of different dimensions, circles denote the results
obtained by gradient descent, and crosses represent the results from
the PPT relaxation. Numerical results from both two different meth-
ods match the analytical results.

2. Bound and high-dimensional entanglement

Although the PPT relaxation can give accurate E2 for most
subspaces in practice, it fails when faced with bound entan-
glement and cannot estimate the geometric measure of higher
bounded rank, i.e., Er (r > 2).

Example 2. One famous approach to construct bound en-
tangled states is using the unextendible product basis (UPB)
[37], as follows:

ρ = 1

dAdB − dS
P⊥
S ,

where dA, dB are the local dimensions for bipartite states, S
represents the subspace spanned by the given UPB and dS is
the dimension of that subspace. For example, we can consider

FIG. 3. Minimum values of E2 after the random perturbations
U = e−iH versus different trace norm of H . A nonzero value of E2

means the perturbated subspace maintains its entanglement. Larger
E2(S ) brings more robustness as expected.
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the five-state tiles UPB [66] (here we omit normalization for
brevity),

Stiles = span{|0〉 ⊗ (|0〉 − |1〉), |2〉 ⊗ (|1〉 − |2〉),

(|0〉 − |1〉) ⊗ |2〉, (|1〉 − |2〉) ⊗ |0〉, (|0〉 + |1〉 + |2〉)

⊗ (|0〉 + |1〉 + |2〉)} ⊂ HA ⊗ HB.

As we have mentioned before, the geometric measure of
the support space can give a lower bound for the geomet-
ric measure of the state, i.e., Er (ρ) � Er[supp(ρ)]. For the
state ρtiles constructed by the tiles UPB, we can estimate
E2[supp(ρtiles )] by the PPT relaxation, which gives around
10−12 close to 0 while the gradient descent gives around
0.0284. That means PPT cannot detect bound entanglement
while the gradient descent does.

Example 3. Let dA = dB = 4 and consider the following
mixed state from [11]:

ρ = 1

3

3∑
i=1

|ψi〉〈ψi| ∈ HA ⊗ HB,

where (we omit normalization for brevity)

|ψ1〉 = |0〉 ⊗ |0〉 + |1〉 ⊗ |1〉 + |2〉 ⊗ |2〉 + |3〉 ⊗ |3〉,
|ψ2〉 = |0〉 ⊗ |1〉 + |1〉 ⊗ |2〉 + |2〉 ⊗ |3〉 + |3〉 ⊗ |0〉,
|ψ3〉 = |0〉 ⊗ |2〉 + |1〉 ⊗ |3〉 + |2〉 ⊗ |0〉 − |3〉 ⊗ |1〉.

By using the PPT relaxation, we figure out that E2(ρ) �
0.382367, indicates the presence of entanglement. Further, by
computing the geometric measure of higher bounded rank via
gradient descent, we can conclude that ρ is high-dimensional
entangled since E3(ρ) � 0.065 58, i.e., it can only be an
ensemble contains at least rank-3 entangled states. This in-
formation is not available for the PPT relaxation.

B. Multipartite cases

1. Border rank of pure states

The hierarchical method can also detect bound or high-
dimensional entanglement in the bipartite scenario. However,
both the PPT relaxation and hierarchical method fall short
when certifying high-dimensional entanglement in the mul-
tipartite settings even for a single multipartite pure state |ψ〉.
Conversely, through gradient descent, we can efficiently ob-
tain the value of Er (|ψ〉), which provides information about
the high-dimensional entanglement, i.e., border rank of the
given state.

Example 4. Permutation symmetric states in n-qubit system
are given by the Dicke states, which are mathematically ex-
pressed as the sum of all permutations of computational basis
states with n − k qubits being |0〉 and k being |1〉:

∣∣Dk
n

〉 =
(

n
k

)−1/2 ∑
perm

|0〉|0〉 · · · |0〉︸ ︷︷ ︸
n−k

|1〉|1〉 · · · |1〉︸ ︷︷ ︸
k

,

with 0 � k � n. It is proved that the closest product state in
σ1 for computing E2 [13,67] has the form

|ϕ〉 =
(√

n − k

n
|0〉 +

√
k

n
|1〉

)⊗n

, (9)

FIG. 4. Er (|Dk
n〉) as a function of r for different n and k. The

transition of Er between zero and nonzero at k + 1 and k + 2 implies
the border rank of |Dk

n〉 is k + 1 as predicted.

i.e., a tensor product of n identical single qubit states. From
that, the geometric measure is found to be

E2
(∣∣Dk

n

〉) = 1 −
(

n

k

)(
k

n

)k(n − k

n

)n−k

.

Due to the symmetry of Dicke states, we can just discuss
the cases where k � � n

2�. It has been proved that for a Dicke
state |Dk

n〉, its border rank R = k + 1 [68], which means there
should be a transition between zero and nonzero for Ek+2 and
Ek+1.

We compute the geometric measure Er (|Dk
n〉) for different

n and k, as shown in Fig. 4. For r = 2, we compare the
numerical results with analytical results, which implies the
error is close to the machine precision. The analytical form
in Eq. (9) can also be found in the optimization process.
Generally, uncovering the closest state proves challenging
unless the given state exhibits certain symmetries [69]. Our
methodology furnishes a potent instrument for the exploration
of these closest states even in σr (r > 2). Moreover, we ob-
serve distinct transitions from nonzero to zero for different
Dicke states, indicating the border rank of the given |Dk

n〉
as postulated. In Appendix, we compare the results obtained
using the seesaw strategy and the PPT relaxation for calcu-
lating E2(|Dk

n〉). We find that the time efficiency of gradient
descent lies between these two methods. However, as we
observe, neither the seesaw strategy nor the PPT relaxation
can detect higher-dimensional entanglement, which highlights
the major advantage of the gradient descent approach we
propose.

Border rank and tensor rank are also closely related to
algebraic complexity theory. One of the most important open
questions in computer science is to understand the computa-
tional complexity of matrix multiplication. One would like
to know how many multiplication operations are required in
order to multiply n × n matrices. The naive approach uses n3

multiplications while Strassen found an algorithm only needs
seven multiplications for 2 × 2 matrices [34].
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The precise number of least multiplications for the matrix
multiplication is called the rank of matrix multiplication while
the concept of border rank arises when some matrix multipli-
cations can be approximated with arbitrary precision by less
complicated multiplications, which have lower ranks [35,36].
These approximations can give faster algorithms for matrix
multiplication in practice.

Example 5. It turns out that the rank of n × n matrix mul-
tiplication is equivalent to the rank of the following tripartite
state (unnormalized) [70,71]:

|�n〉ABC = |�〉AB|�〉AC |�〉BC

=
n−1∑

i, j,k=0

|i j〉A|ik〉B| jk〉C,

where any two parties share an EPR pair |�〉 of dimension n.
By computing the values of Er (|�2〉ABC) for different r, we
find that E7 is very close to 1

8 while E8 is around 10−14, which
implies that R(|�2〉ABC) = 7. This numerical result matches
the previous finding [72], validating the practicability of our
approach for studying border rank in many relevant fields,
particularly in mathematics and computer science.

2. Completely entangled subspaces

Example 6. Consider the following four three-qubit
states [62]:

|ψ0〉 = |0〉A|0〉B|0〉C,

|ψ1〉 = |1〉A|+〉B|−〉C,

|ψ2〉 = |−〉A|1〉B|+〉C,

|ψ3〉 = |+〉A|−〉B|1〉C .

They form a UPB, which means no product state can be
found in the orthogonal space of the subspace S spanned by
them. In other words, S⊥ is a completely entangled subspace.
However, similar to the bipartite UPB case, PPT relaxation
cannot detect its entanglement since the lower bound of E2

obtained close to 10−14 while the gradient descent gives the
value around 0.08144, close to the analytical value 1 − 3

√
6

8 .
Example 7. The largest possible dimension of a completely

entangled subspace (CES) of H1 ⊗ H2 ⊗ H3 is d1d2d3 −
d1 − d2 − d3 + 2 and one particular example of such a sub-
space is [73]

S = span{|i1〉 ⊗ |i2〉 ⊗ |i3〉 − | j1〉 ⊗ | j2〉 ⊗ | j3〉 :

3∑
r=1

ir =
3∑

r=1

jr, 0 � ir � dr − 1, 1 � r � 3}.

Our method is able to certify these maximal-dimension CES
for different values of d1, d2, and d3 quite efficiently. We
calculate the computational time for certifying these CESs via
different methods in Table. II.

As we can see, the hierarchical method is most eas-
ily limited by the dimension sizes. Although the PPT
method can detect most of them successfully and give the

TABLE II. Computational time for certifying CESs via different
methods, including Hier (hierarchical method), PPT (PPT relax-
ation), and GD (gradient descent). The values of geometric measure
E2 obtained by PPT and GD are also presented. “-” means it is not
available in acceptable time.

Time (s) Geometric measure

(d1, d2, d3) Hier PPT GD EPPT
2 EGD

2

(2,2,2) 0.01 0.09 0.07 2.00×10−1 2.50×10−1

(2,2,4) 0.07 0.16 0.08 4.49×10−2 4.50×10−2

(2,2,6) 0.30 0.33 0.10 1.23×10−2 1.23×10−2

(2,3,4) 180.42 0.32 0.08 1.41×10−2 1.41×10−2

(2,3,6) − 1.07 0.15 2.86×10−3 2.86×10−3

(2,3,8) − 2.10 0.21 7.62×10−4 7.62×10−4

(3,3,6) − 2.71 0.18 7.20×10−4 7.20×10−4

(3,3,8) − 8.55 0.32 1.57×10−4 1.57×10−4

(3,4,7) − 18.27 0.40 7.98×10−5 7.98×10−5

(4,4,7) − 189.31 0.55 2.02×10−5 2.02×10−5

(4,5,10) − − 2.92 − 3.54×10−7

accurate lower bounds of E2 for relatively small dimensions,
its computational time will increase significantly since it
requires a quantum state ρ with the dimension dAdBdC ×
dAdBdC . On the contrary, the gradient descent approach can
deal with much larger dimensions due to the need for only
2(dA + dB + dC ) + 1 real parameters. This example shows the
practicability and efficiency of our approach clearly.

3. Genuinely entangled subspaces

Example 8. The entangled subspace spanned by the vectors
in Eq. (8) can be generalized to genuinely entangled subspace
(GES) Sθ

2×d2 in HA ⊗ HB ⊗ HC , spanned by

|ψi1i2〉ABC = a|0〉A|i1〉B|i2〉C + b|1〉A|i1 + 1〉B|i2 + 1〉C,

where dA = 2, dB = dC = d , i1, i2 = 0, 1, . . . , d − 2 and a =
cos(θ/2), b = eξ sin(θ/2), θ ∈ (0, π ), ξ ∈ [0, 2π ).

For this particular genuinely entangled subspace, it has
been proved that [12], for any possible bipartition K|Kc in
HA ⊗ HB ⊗ HC :

EK|Kc

2

(
Sθ

2×d2

) = 1

2

[
1 −

√
1 − sin2 θ sin2

(π

d

)]
.

We compare this analytical result with ones obtained by gradi-
ent descent, which implies the errors are close to the machine
precision. That means our approach can successfully detect
their genuine entanglement and give accurate values for geo-
metric measure over bipartitions.

V. CONCLUSIONS AND OUTLOOKS

In this work, we introduce a potent tool for examining
the entanglement within a given subspace. Through sev-
eral examples, the universality, practicability, and efficiency
of our approach become evident. The core idea of our
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methodology involves finding a suitable way to map a free
Euclidean space onto the complicated manifold in the given
quantum scenario. Rather than augmenting the dimension of
quantum problems to supplement convexity, we employ the
highly developed nonconvex optimization techniques from
machine learning to expedite the process. Consequently, we
can address various issues related to quantum subspace, rang-
ing from the certification of bipartite entangled subspaces,
to the computation of the border rank of multipartite states,
and the verification of completely and genuinely entangled
subspaces. All of these results can be reproduced in our public
repository [74].

Convex optimization techniques, particularly semidefinite
programming (SDP) method, are often used for quantifying
entanglement. Although SDP can guarantee a global min-
imum, mathematically, it still only provides lower bounds.
This means that when it returns zero, we cannot exclude
the presence of entanglement, such as bound entanglement.
Moreover, as highlighted by the results compared in the pa-
per, we can see that its computational complexity increases
significantly with dimension, implying that it may only pro-
vide entanglement information for relatively small quantum
systems.

In contrast, algorithms based on gradient descent strate-
gies provide upper bounds. These also have their drawbacks
and advantages. For example, when they return a nonzero
value, we theoretically cannot exclude the possibility of a
local minimum. However, as we have observed, they offer a
more universal and versatile approach, enabling application
to a broader range of scenarios, such as the detection of
high-dimensional entanglement. Furthermore, thanks to the
rapid advancement of nonconvex optimization techniques in
recent years, especially those applied in machine learning,
their computational efficiency significantly surpasses that of
SDP, making it feasible to address quantum problems in more
complex systems.

In practice, these two approaches do not conflict. To cal-
culate actual values, we always need both upper and lower
bounds to better estimate them. We hope that our research
can inspire more applications of nonconvex optimization in
quantum information.
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TABLE III. Comparison of gradient descent (GD), seesaw strat-
egy and the PPT relaxation method in calculating the geometric
measure of entanglement for various Dicke states |Dk

n〉. Time is
measured in seconds. The error and time columns denote the absolute
error (in unit ×10−12) compared to the analytical value EG and
computational time for the corresponding method. NA means not
available within acceptable time.

GD Seesaw PPT

(n, k) EG Error Time Error Time Time

(5,1) 0.5904 0.21 0.0101 0.23 0.103 1.73
(5,2) 0.6544 0.03 0.087 0.78 0.0091 1.64
(5,3) 0.6544 0.13 0.084 0.70 0.0091 1.59
(6,1) 0.5981 0.21 0.129 0.27 0.017 25.1
(6,2) 0.6708 0.02 0.122 0.44 0.018 26.5
(6,3) 0.6875 0.12 0.166 0.65 0.018 25.7
(7,1) 0.6034 0.01 0.173 1.08 0.019 NA
(7,2) 0.6813 0.22 0.163 0.24 0.019 NA
(7,3) 0.7062 0.04 0.150 0.16 0.020 NA

APPENDIX: COMPARISON OF TIME AND ACCURACY
FOR COMPUTING THE GEOMETRIC MEASURE

OF ENTANGLEMENT FOR DICKE STATES

Here, we introduce the seesaw strategy proposed in
Ref. [65] for the calculation of geometric measure of entangle-
ment EG [see Eq. (1)]. Given a pure state |ψ〉 in an n-partite
Hilbert space

⊗n
i=1 Hi, one straightforward strategy to find

the closest fully product state |ϕ〉 under the geometric measure
is as follows.

Start with a random fully product state |ϕ0〉 =⊗n
i=1 |φ(i)

0 〉. Then, consider the unnormalized state
|ψ̃〉 = (

⊗n
i=2〈φ(i)

0 |)|ψ〉. To minimize EG, i.e., to maximize
the overlap |〈ϕ|ψ〉| for fixed states

⊗n
i=2 |φ(i)

0 〉, replace |φ(1)
0 〉

with the state |φ(1)
1 〉 = |ψ̃〉√

〈ψ̃ |ψ̃〉
.

This process is then repeated for each of the other parties.
This iterative method, known as the seesaw strategy, is contin-
ued until convergence. The convergence criterion is set such
that the fidelity of every local state before and after the update
is greater than 1 − 10−10. This strategy can also provide an
upper bound for the geometric measure of entanglement.

In Table III, we compare the computational time and accu-
racy for calculating the geometric measure of entanglement
for Dicke states |Dk

n〉 using the seesaw strategy, the PPT
relaxation, and gradient descent (GD). Here, for each state,
we repeat the optimization three times for both seesaw and
gradient descent strategy.
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Simple sufficient condition for subspace to be completely or
genuinely entangled, New J. Phys. 23, 103016 (2021).

[9] W. Bruzda, S. Friedland, and K. Życzkowski, Rank of a ten-
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