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Symmetries and correlations in continuous time crystals
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We demonstrate the inadequacy of mean-field theory by exploring the effects of initial-state correlations on the
dynamics of continuous time crystals, motivating the need for higher-order cumulant expansions. We exemplify
this using cat states for which the mean field fails to predict a phase transition but the second-order cumulant-
expansion theory captures it. Motivated by the symmetries of the system, we choose a truncation of the cumulant
expansion at the second order and demonstrate that it is sufficient to accurately capture the dynamical features
overlooked by the mean field.
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I. INTRODUCTION

Time crystals are understood to break either discrete time-
translation symmetry [1–3] or continuous time-translation
symmetry [4–7]. Of interest to us here are continuous time
crystals that have been proposed in open quantum systems,
where the time-crystal regime is stabilized by the presence
of dissipation. These models exhibit a dissipative phase tran-
sition as the ratio of drive strength to dissipation crosses
unity, resulting in nonanalytic changes in the steady states
of open quantum systems [8]. Examples of such continuous
time crystals are noninteracting collective models such as the
driven Dicke model [4,9], interacting collective models like
the p-q model [10], power-law-decaying spin models [11],
and central spin models [12]. There has been extensive the-
oretical analysis on several aspects of these models, including
their symmetries, multipartite correlations, and the underlying
phase transition [10,13]. Recent experiments observed contin-
uous time crystals in an atomic Bose-Einstein condensate [14]
and demonstrated a remarkably long-lived broken-symmetry
phase in an electron-nuclear spin system in a semiconductor
[15].

The typical method to study the dynamics of such open
quantum system models, given by the Gorini-Kossakowski-
Sudarshan-Lindblad (GKSL) master equation, is to analyze
the generator in Liouville space [16,17]. Continuous time
crystals can be effectively studied within this Liouville-
superoperator formalism. Since a complete description of
open system dynamics involves an increasingly intractable
exact diagonalization of the Liouville superoperator, it be-
comes necessary to resort to a mean-field approximation to
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qualitatively study the systems for large system sizes. How-
ever, unlike typical phase transitions, the contribution of
multiple eigenvalues in the steady state can induce an initial-
state dependence on the dynamics of boundary time crystals,
producing qualitatively different behaviors. Recently, initial-
state dependence was found to have a profound impact on the
behavior of time crystals [18], all within the purview of the
mean-field approximation.

We investigate the effect of correlated initial states on the
behavior of continuous time crystals. Of particular interest to
us is the validity of mean-field approximations in the pres-
ence of initial correlations. While for initially uncorrelated
states, the mean-field description is exact [19,20], it might
become insufficient for correlated initial states. We address
this issue by resorting to cumulant-expansion theories that can
enable a comparatively computationally inexpensive descrip-
tion for the dynamics of initially correlated states [21–27].
This method casts the evolution of n-particle observables (the
nth order) into a quantum analog of Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) hierarchy, where the evolution
of each order depends on terms up to the immediate next
order. We attempt to reasonably approximate the dynamics
of continuous time crystals with correlated initial states and
thereby demonstrate the usefulness of cumulant-expansion
theory, especially in regimes where mean-field theory fails.
Indeed, initial studies on the stability of time crystals [28]
following the original suggestion by Wilczek [29] also in-
volved correlation functions in space and time, which we take
as additional motivation for this work.

This paper is organized as follows. In Sec. II, we intro-
duce continuous time crystals and briefly discuss their key
dynamical features within open quantum system theory. Sec-
tion III illustrates the effects of correlated initial states on the
dynamics of time-crystalline systems within the mean-field
approximation. Section IV encapsulates cumulant-expansion
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theory and discusses it in the context of continuous time
crystals. The key results of our study are presented in Sec. V.
We further provide a discussion of our findings and conclude
in Sec. VI.

II. CONTINUOUS TIME CRYSTALS

Continuous time crystals form a class of open quantum sys-
tem models, the steady states of which spontaneously break
the continuous time-translational invariance in the thermody-
namic limit [4]. They possess a time-independent drive along
with dissipation that is characteristic of open quantum sys-
tems. The emergence of continuous time crystals is a purely
self-organized process that can be thought of as a dissipative
phase transition arising from the many-body correlations due
to a competition between coherent drive and dissipation.

Spin models, both interacting and noninteracting, have
been archetypal systems for studies on these continuous time
crystals [10]. They are studied within an open quantum system
formalism in which the evolution of the density matrix is de-
scribed by the GKSL master equation. In the canonical model
of continuous time crystals, the dynamics is generated by the
following Liouville superoperator L in the Lindblad form:

ρ̇ = L [ρ] = −i[�Ŝx, ρ] + κ

S
D[Ŝ−]ρ, (1)

where D[X̂ ]ρ = X̂ρX̂ † − 1/2{X̂ †X̂ , ρ} is the dissipator with
Lindblad operator X̂ . In the above equation, S = N/2 is the
total spin of a system with N atoms, and Ŝα = ∑

i σ
i
α ,

α ∈ {x, y, z}, are the collective spin operators, where
Ŝ± = (Ŝx ± iŜy)/2. The unitary evolution here is given
by the drive Hamiltonian Ŝx with strength �, while the
dissipation is modeled by Ŝ− with strength κ . Such a
system possesses the strong symmetry Ŝ2 that results in
the dynamics being confined to the maximally polarized
subspace [10]. In the regime where drive strength exceeds
dissipation (�/κ > 1), the system exhibits oscillations that
decay to a time-independent steady state on a timescale that
diverges with increasing system size. As a consequence, in
the thermodynamic limit, these oscillations become persistent
and are witnessed by the order parameter 〈Ŝz〉/S. On the
other hand, in the regime of strong dissipation (�/κ � 1),
the system quickly decays to a stationary state with a constant
value of 〈Ŝz〉/S. These regimes and the emergence of a
boundary time crystal can be better understood through a
rigorous study of the properties of the Liouville superoperator
given by Eq. (1), which we briefly review for completeness.

Using the Fock-Liouville space of vectorized density ma-
trices, any Markovian evolution in the Lindblad form can be
expressed as |ρ̇〉〉 = L̂|ρ〉〉 [17,30]. Here, L̂ is the Liouville
superoperator in matrix form, and |ρ〉〉 is the vectorized den-
sity matrix. The Liouvillian can be expressed in spectral form
as L̂ = ∑

k λk|rk〉〉〈〈lk|, where λk = αk + iβk denote complex
eigenvalues with corresponding left and right eigenvectors,
|lk〉〉 and |rk〉〉. Since L̂ is non-Hermitian, the left and the
right eigenvectors may be different. We note that the complex
eigenvalues come in conjugate pairs with nonpositive real
parts, and L̂ has at least one zero eigenvalue [31]. These
eigenvalues determine the dynamical behavior of the sys-
tem. Eigenvalues with nonzero real parts are transients and

contribute little to the long-time dynamics of the system. The
case of αk �= 0 and βk = 0 results in an exponential decay to a
stationary state, while the outcome of αk �= 0 and βk �= 0 is a
spiraling decay. On the other hand, the eigenvalues with αk =
0 determine the steady-state properties of a system. αk = 0
and βk = 0 correspond to the stationary states, and the purely
imaginary eigenvalues with αk = 0, βk �= 0 result in persistent
oscillations at frequency βk .

Within the formalism discussed above, the time-crystalline
regime of the boundary time-crystal model (�/κ > 1) can
be studied using a finite-size scaling of the real and complex
parts of the eigenvalues. Such scaling has revealed that as the
system size N goes to infinity, the complex eigenvalues close
in towards the imaginary axis, resulting in a steady state with
persistent oscillations in the thermodynamic limit—a picture
that is consistent with the idea of dissipative phase transi-
tions with closing spectral gap [8,32,33]. This phase transition
is characterized by nonanalytic changes in the steady-state
behavior of order parameters in the thermodynamic limit.
However, in this limit, the exact diagonalization of the Liou-
ville superoperator becomes a formidable task. This demands
approximate techniques like the mean-field description that
improves the computational resources required and reduces
the problem to solving a small set of differential equations.

III. LIMITATIONS OF MEAN-FIELD ANALYSIS

As noted before, an exact simulation of quantum many-
body systems becomes intractable with growing system size
owing to the exponential increase in the Hilbert-space dimen-
sionality. The presence of symmetries often helps reduce the
effective dimensionality of the system and enables a complete
description [30,34–37]. However, any approach that attempts
to describe a generic many-body system in terms of fewer
variables can only be approximate. The spirit of such approxi-
mations usually entails neglecting higher-order correlations in
the system, and the exactness of this method is a field of active
study [19,20,38–40].

An example of this is mean-field theory, which seeks to
depict a many-body system in terms of a small set of effec-
tive single-particle observables. Such a mean-field description
has been proven to be exact for product initial states in the
case of collective models like the open Dicke model [19,20].
Continuous time crystals themselves have been successfully
studied within this approximation for initial states such as
the well-known extremal Dicke state, |S, S〉, and the spin
coherent state, which are amenable to a successful mean-field
description because the higher-order correlations for these
states vanish in the thermodynamic limit (see Appendix D).
However, according to Levy’s lemma, any generic pure state
in a high-dimensional Hilbert space is expected to be strongly
entangled [41,42]. Therefore, the study of collective models
like the continuous time crystal initialized to generic pure ini-
tial states is limited by the general computational complexity
in dealing with high-dimensional systems, combined with a
failure of such mean-field descriptions.

To illustrate this limitation, we present the case of a class of
entangled states called the k-uniform states, where k � N/2
[43,44]. For an n-qubit state |ψ〉 ∈ H⊗n, where H := C2 is
the local Hilbert space corresponding to the individual qubits,
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a k-uniform state is defined as a state for which

ρS = TrS̄ (|ψ〉〈ψ |) ∝ 1 ∀ S ⊂ {1, ..., n}, |S| � k, (2)

where S̄ denotes the complement of the set S. In other words,
these are pure multipartite quantum states whose every re-
duction to a k-party state or less is maximally mixed. For
such states, the mean-field quantities mα corresponding to the
single-particle collective operators Ŝα are such that

mα = 〈Ŝα〉
S

=
N∑

i=1

Tr
[
σ i

αρi
]

S
= 0 (3)

since the reduced density matrix corresponding to the ith spin
ρi = Trī(ρk−uniform) = I2, where σ i

α are the traceless Pauli op-
erators. Therefore, no dynamical features of such a system can
be captured within a mean-field description.

As an example, we consider the cat state, which is a
well-known 1-uniform state, (|S, S〉 + |S,−S〉)/

√
2. As S →

∞, under a mean-field approximation, this state completely
misses the phase transition into a time-crystalline phase as the
mean-field quantities remain zero throughout. Consequently,
the time average of 〈Ŝz〉/S, an order parameter for the un-
derlying phase transition, also remains zero and featureless.
However, the exact solution given by the Lindblad equa-
tion records a phase transition independent of the initial state,
as long as the state belongs to the subspace with total angular
momentum S. Hence, a mean-field approximation makes it
impossible to capture this transition.

This phenomenon can, in fact, be understood within the
Liouville-superoperator formalism, where every observable O
at time t can be expressed as

〈Ô(t )〉 =
∑

k

e(αk+iβk )t 〈〈lk|ρ0〉〉〈〈Ô|rk〉〉. (4)

Accordingly, the validity of the mean-field approximation
relies on the above sum registering nonzero values at time
t = 0 in the thermodynamic limit for a given observable
and initial state. This could be a function of vanishing over-
laps of the observable with individual right eigenvectors or
simply a matter of the total sum vanishing. As we have
seen above, this sum vanishes for k-uniform states, resulting
in the failure of mean-field approximations for these initial
states. In order to reasonably capture the signatures of the
time-crystalline dynamics in these systems, one needs to go
beyond mean-field theory and incorporate the contribution
of the nonzero leading-order n-particle observables into our
description of the system. We do this systematically using
cumulant-expansion theory that goes beyond the mean-field
approximation yet casts the problem as solving a tractable set
of coupled differential equations.

IV. CUMULANT-EXPANSION THEORY

Cumulant expansions can be thought of as improvements
to mean-field theory where higher-order correlations captured
by the few-body observables can be systematically incorpo-
rated. Such an approximation helps cast the evolution of the
few-body observables as a set of coupled equations that follow
the BBGKY hierarchy, where the dynamics of the mean of

n-particle operators depend on the mean of (n + 1)-particle
operators [21,25].

The higher-order correlations can, in general, be neglected,
enabling a truncation of the BBGKY hierarchy. This is espe-
cially true for few-body Hamiltonians, for which higher-order
correlations beyond a certain order are irrelevant to the de-
scription of the system, thereby justifying such a truncation
[22,45–47]. However, to develop a theory that accurately cap-
tures the dynamics of the underlying system, it is important
to truncate at an order that respects the conserved quanti-
ties intrinsic to the system [48,49]. The cumulant-expansion
method further ensures that truncation at any convenient order
results in a closed set of equations. For cumulants up to the
sth order, a set of dynamical equations can be written in the
form Ċ
s = 
F s(C1, . . . , Cs, Cs+1), where 
s = {1, 2, . . . , s} is a
set that labels the cumulants. Cs above stands for an sth-order
cumulant, and 
F s symbolizes the set of equations for the first
s cumulants.

Of particular interest to this study are the first three
cumulants, denoted as Cα

1 = mα , Cαβ

2 = χαβ , and Cαβγ

3 =
ταβγ , where cumulants are defined in terms of the col-
lective operators Ŝα for α, β, γ ∈ {x, y, z}. We note that
our definition of second-order cumulants is equivalent to
that of the standard definition of equal-time spatial corre-
lation functions in spin systems (see Appendix C). Since
collective spins scale extensively in the system size, we
normalize them using the total spin S, such that the first-
and second-order cumulants take the forms mα = 〈Ŝα〉/S and
χαβ = (〈Ŝα Ŝβ〉 − 〈Ŝα〉〈Ŝβ〉)/S2, respectively. The third-order
cumulant has the form ταβγ = (〈Ŝα Ŝβ Ŝγ 〉 − 〈Ŝα Ŝβ〉〈Ŝγ 〉 −
〈Ŝβ Ŝγ 〉〈Ŝα〉 − 〈Ŝα Ŝγ 〉〈Ŝβ〉 + 2〈Ŝα〉〈Ŝβ〉〈Ŝγ 〉)/S3, which we set
to zero for the purposes of our study. On solving for the
expectation values of the relevant observables using the
Heisenberg equation of motion and substituting 〈Ŝα Ŝβ Ŝγ 〉 ≈
〈Ŝα Ŝβ〉〈Ŝγ 〉 + 〈Ŝβ Ŝγ 〉〈Ŝα〉 + 〈Ŝα Ŝγ 〉〈Ŝβ〉 − 2〈Ŝα〉〈Ŝβ〉〈Ŝγ 〉, we
get a closed set of equations given by

ṁx = κχxz + κmxmz,

ṁy = κχyz + (κmy − �)mz,

ṁz = −κχxx − κχyy − κm2
x − κm2

y + �my,

χ̇xx = 2κmzχxx + 2κmxχxz,

χ̇xy = 2κmzχxy + (κmy − �)χxz + κmxχyz,

χ̇xz = −2κmxχxx + (� − 2κmy)χxy (5)

+ κmzχxz + κmxχzz,

χ̇yy = 2κmzχyy + 2(κmy − �)χyz,

χ̇yz = −2κmxχxy + (� − 2κmy)χyy

+ κmzχyz + (κmy − �)χzz,

χ̇zz = −4κmxχxz + (2� − 4κmy)χyz.

The second-order cumulants above can be set to zero to
recover the widely studied mean-field equations given in Ap-
pendix A for pedagogical completeness. In general, such an
approximation works pretty well in the thermodynamic limit
for interacting models above the critical dimension, where
the few-body interactions die down within a finite distance.
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FIG. 1. Time series of (a) mz and (b) χzz computed from the exact dynamics (for N = {50, 200}), mean-field approximation (dashed red
line), and the second-order-cumulant equations (solid dark line) when �/κ = 2.5 and initialized in the cat state |cat(+)〉. The mean-field
predictions remain zero throughout in both these plots, indicating its inability to capture the exact dynamics, while the second-order cumulant
captures the dynamics. (c) and (d) The long-time average of mz time series as a function of �/κ at the level of mean-field approximation and
the second-order cumulant for the states |cat(+)〉 and |
(π/4, 0)〉, respectively. The dotted vertical line at �/κ = 1 represents the critical point
of the phase transition.

However, the model under consideration is zero-dimensional,
and as such, there is little reason to specify a cutoff to truncate
the cumulants, forcing us to deal with a set of countably infi-
nite equations. Therefore, we take a more pragmatic approach
and ask what the lowest order of truncation can possibly be.
We conclude that since the strong symmetry S2 can be written
in the form

S2 = m2
x + m2

y + m2
z + χxx + χyy + χzz, (6)

second-order cumulants constitute the lowest order of trun-
cation that respects the strong symmetry of the system. It is
easy to see that the presence of second-order cumulants in a
strong symmetry of the system leaves the mean-field insuf-
ficient to describe the evolution of those states with nonzero
initial cumulants. In the following section, we show that the
second-order cumulants show qualitatively different behavior
and capture several important dynamical features missed by
the mean field.

V. RESULTS

As stated above, the mean field successfully captures the
dynamics for coherent states and product initial states such as
|S, S〉, whereas for correlated initial states, this approximation
fails because it involves neglecting higher-order correlations.
There is an initial-state dependence in the dynamics of these
observables for generic initial states, as seen from Eq. (4),
which becomes important as we consider states with nonva-
nishing higher-order cumulants. In such cases, the cumulant
hierarchy successfully emulates the exact dynamics, while
the mean-field equations fail to capture crucial dynamical
features. Here, we demonstrate two specific examples where
the second-order cumulant equations [Eq. (5)] capture the
dynamics better than the mean field.

First, we reexamine the even-parity cat state, |cat(+)〉 =
(|S, S〉 + |S,−S〉)/

√
2. As discussed in Sec. III, this is

a 1-uniform state, and hence, the mean-field variables

(mx, my, mz ) are all initially zero. However, on the inclusion of
the second-order cumulant, we notice that there is one nonzero
variable in the thermodynamic limit, that is, χzz = 1, such that
the strong symmetry S2 is preserved. While mean field com-
pletely misses the time-crystalline behavior, we note that on
resorting to second-order-cumulant equations, it is captured
to a high degree of accuracy. This is shown in Fig. 1 through
time-series plots for mz and χzz at �/κ = 2.5, a parameter
value representative of the time-crystalline regime. Conse-
quently, the phase transition that is missed on employing
a mean-field approximation is also, to a good approxima-
tion, captured on including the second-order cumulants. This
is shown in Fig. 1(c), where the time average of 〈Ŝz〉/S
is used as the order parameter for the second-order phase
transition.

In contrast to the 1-uniform state where all the mean-
field variables vanish, we now examine a case where not
all mean-field variables are initially zero. To this end, we
study a class of initial states, namely, arbitrary superposi-
tion of spin coherent states. These entangled states can be
experimentally prepared in various quantum systems, includ-
ing atom-cavity systems, circuit QED systems, Bose-Einstein
condensates, and thermal Rydberg atoms [50–52]. They have
also been shown to be great candidates for high-precision
phase estimation protocols that beat the standard quantum
limit while remaining robust against detection noise and dis-
sipation [53–56]. The higher-order cumulants are nonzero for
this class of states, and hence, we study the dynamics starting
from these correlated initial states using Eq. (5). Through this,
we demonstrate the inaccuracy of mean-field predictions by
comparing them against the exact dynamics. The spin coher-
ent state is defined as a direct product of the individual qubit
states,

|θ, φ〉 =
⊗

i

[
cos

(
θ

2

)
|0〉i + eiφ sin

(
θ

2

)
|1〉i

]
. (7)
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FIG. 2. (a) Normalized Fourier transform of the time series of mz given by mean-field (dashed red line) and second-order cumulant (solid
dark line) equations for the initial state |
(π/4, 0)〉. The blue diamonds are plotted at frequencies given by the asymptotic scaling of the
imaginary parts of the eigenvalues of the Liouvillian, and the heights at which they are plotted are given by the products of the overlaps
of the right and left eigenvectors with Sz/S and the initial state, respectively, for N = 60, as suggested in Eq. (4). The inset shows the
time evolution of mz as per the mean-field (dashed red line) and second-order-cumulant (solid dark line) equations. (b) Normalized Fourier
transform of χzz time series obtained from the second-order-cumulant equations for the initial state |
(π/4, 0)〉. The blue diamonds are the
eigenfrequencies obtained using finite-size scaling, and the heights at which they are plotted have a meaning similar to that in (a). The inset
shows the corresponding time series. The system is in a time-crystalline phase with �/κ = 2.5 in both cases.

This state can be thought of as a superposition of Dicke states
as follows:

|θ, φ〉 =
J∑

m=−J

cm(θ )e−i(J+m)φ |J, m〉, (8)

where cm(θ ) = [(2J )!/{(J + m)!(J − m)!}]1/2 sinJ+m(θ/2)
cosJ−m(θ/2). The superposition of these spin coherent states
can now be defined as |
(θ, φ)〉 = (|θ, φ〉 + |π − θ, φ〉)/

√
2.

The cat state defined above is a special case of this state when
θ = φ = 0. However, unlike the cat state, |
(θ, φ)〉 is, in
general, a superposition of two states that are not mutually
orthogonal to each other.

We consider this aforementioned state for θ = π/4 and
φ = 0, for which the initial cumulants up to second order are
all zero in the thermodynamic limit, except for mx = 1/

√
2

and χzz = 1/2. Unlike the case of the cat state before, a
first-order cumulant is nonzero here. Through this example,
we show that the mean field can produce dynamics with
behavior quantitatively different from that of the exact so-
lution. We analyze the time series and perform a Fourier
transform of the dynamics generated by the mean-field equa-
tions [Eq. (A1)] and the cumulant equations [Eq. (5)] and
compare them against the expected frequencies as given by
the Liouville-superoperator theory. Since the mean-field and
cumulant equations are derived for the limit N → ∞, we
perform a finite-size scaling of the Liouville-superoperator
eigenvalues in order to nullify any finite-size contribution to
the eigenvalues. For this, we follow the procedure in [32]
and assume a fitting function of the form λ(N ) = ∑μ

i=0 ai/Ni

for the real and imaginary parts of the eigenvalues such that
λ(N ) → a0 in the thermodynamic limit. This scaling allows
us to choose those eigenvalues for which the imaginary parts
are nonzero and the corresponding real parts are zero such that
they can potentially show up in the dynamics of observables
in the thermodynamic limit.

Figure 1(d), where the long-time average of 〈Ŝz〉/S is
plotted as a function of �/κ , demonstrates the failure of
mean-field theory in describing the system quantitatively
because it fails to predict the critical point of the phase
transition accurately despite having nonzero first-order cumu-
lants, and being able to qualitatively capture time-crystallinity.
Figure 2(a) shows the Fourier analysis for mz evolution both
at the level of mean-field approximation and the second-order-
cumulant expansion, along with the eigenfrequencies obtained
on fitting the eigenvalues. We see that mean-field predictions
of the Fourier components deviate from the exact values as
given by the Liouville eigenspectrum, whereas the Fourier
transform for mz dynamics as given by the second-order cu-
mulant almost exactly captures it. This can also be seen from
the inset in Fig. 2(a), where the time evolution given by the
mean-field equations differs significantly from that given by
the second-order-cumulant equations. Figure 2(b) further sug-
gests a high degree of accuracy between the Fourier transform
of the χzz time evolution given by the second-order-cumulant
equation and the eigenfrequencies as predicted by the asymp-
totic Liouvillian fit discussed above.

VI. DISCUSSION AND CONCLUSION

Continuous time crystals are phases of matter that have
improved our understanding of exotic phase transitions. They
were recently proposed as sensors and heat engines [57–60],
making a thorough understanding of their dynamics of both
theoretical and practical value. We investigated continuous
time crystals initialized with correlated states. We showed that
the mean-field approximation failed to capture the dynamics
of these systems for such initial states. Further, we used a
cumulant-expansion method to systematically incorporate the
effects of correlations up to the second order, which then
efficiently captured the exact dynamics.
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A natural question that might arise is what justifies the
truncation at the second order. We note that the second-order
cumulant is the smallest order that captures the symmetries
of the Liouville superoperator. In the absence of a formal
prescription for truncation, we are also informed by results
which state that probability distribution functions have to have
nonvanishing cumulants up to order 1, 2, or infinity in order
to preserve their positive definiteness [61,62], with extensions
to fermionic and bosonic quantum systems [63]. The Jordan-
Schwinger transformation suggests that a similar restriction
could hold true in our case as well [64]. Furthermore, the
presented examples show that the second order constitutes the
lowest nonzero leading-order cumulant irrespective of how
correlated the initial states are. This can also be seen from the
fact that the squares of the collective operators contain traceful
on-site interaction terms, leading to a finite contribution in the
cumulant hierarchy that can then capture the essential features
of the system dynamics. We explain the initial-state depen-
dence of the mean field by noting that the sum of the overlaps
between the observable and the right eigenvectors as given
in Eq. (4) can be zero for all the single-particle observables,
causing them to not evolve. In other examples, we noted that
the deviation of the mean-field solution from that of the exact
solution is due to the presence of higher-order correlations.

While the mean field is thought to be exact in the thermo-
dynamic limit, many-body physics presents us with several
cases where it fails. In the case of many-to-one models like the
central spin models, the validity of mean-field theory depends
on the scaling of model parameters [65]. Here, truncating
the cumulant expansion at appropriate orders was shown to
help regain the steady state predicted by the exact dynamics.
There are several instances where cumulant expansions be-
come important for recovering the exact dynamical features.
They include light-matter interaction models, especially in the
low photon limit, where fluctuations play a major role in the
system dynamics [22]. The current work adds to this analysis
by highlighting the insufficiency of mean-field theory to study
specific examples of continuous time-crystalline behavior. In
addition, alongside approximation techniques like the spin
wave theory, we hope that cumulant-expansion theories have
a role to play in examining the robustness of continuous time
crystals. Finally, we note that our method is adjacent to the
method of fluctuation operators studied in the context of con-
tinuous time crystals [9,66–69].
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APPENDIX A: MEAN-FIELD EQUATIONS

The mean-field equations for the canonical model of
boundary time crystals can be regained by setting the second-
order cumulants to zero in Eq. (5). We explicitly write down
the equations for the mean-field variables below. A detailed
derivation of the same can be found in [4].

ṁx = κmxmz,

ṁy = (κmy − �)mz, (A1)

ṁz = −κm2
x − κm2

y + �my.

APPENDIX B: MODIFIED DYNAMICAL EQUATIONS
UPON TRUNCATION AT THE THIRD-ORDER

CUMULANTS

For a system undergoing open quantum evolution, the
Heisenberg equation of motion for an operator Ô is given
by the adjoint of the Liouvillian L such that ˙̂O = L †[Ô].
For the model of continuous time crystals under consideration
here, this translates to

dÔ
dt

= i[�Ŝx, Ô] + κ

S

(
Ŝ+ÔŜ− − 1

2
{Ŝ+Ŝ−, Ô}

)
. (B1)

The above equation can be further simplified such that the
evolution of the expectation value of Ô is given by

d〈Ô〉
dt

= i〈[�Ŝx, Ô]〉 + κ

2S
〈[Ŝ+, Ô]Ŝ−〉 + κ

2S
〈Ŝ+[Ô, Ŝ−]〉.

(B2)

Using the above equation, one can derive the equation of
motion for a single-particle observable mα = 〈Ŝα〉/S. As an
illustration, we present the dynamical equation for mx:

dmx

dt
= 1

S

d

dt
〈Ŝx〉 = i

S
〈[�Ŝx, Ŝx]〉 + κ

2S2
〈[Ŝ+, Ŝx]Ŝ−〉 + κ

2S2
〈Ŝ+[Ŝx, Ŝ−]〉

= κ

2S2
〈[(Ŝx + iŜy), Ŝx](Ŝx − iŜy)〉 + κ

2S2
〈(Ŝx + iŜy)[Ŝx, (Ŝx − iŜy)]〉

= iκ

2S2
〈[Ŝy, Ŝx](Ŝx − iŜy)〉 − iκ

2S2
〈(Ŝx + iŜy)[Ŝx, Ŝy]〉

= κ

2S2
〈ŜzŜx − iŜzŜy〉 + κ

2S2
〈ŜxŜz + iŜyŜz〉

= κ

2S2
〈ŜzŜx + ŜxŜz〉 + iκ

2S2
〈Ŝx〉 (B3)

= κ

2S2
〈ŜzŜx〉 + κ

2S2
〈ŜxŜz〉 + iκ

2S2
〈Ŝx〉. (B4)
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We note that the normalized spin operators commute in the
thermodynamic limit where S → ∞. That is,〈[

Ŝα

S
,

Ŝβ

S

]〉
=

〈
iεαβγ Ŝγ

S2

〉
= iεαβγ

S

〈
Ŝγ

S

〉
→ 0, (B5)

where εαβγ is the Levi-Civita symbol. Therefore, in this limit,
Eq. (B4) becomes

dmx

dt
= κ

S2
〈ŜzŜx〉. (B6)

In the mean-field limit where one assumes 〈Ŝα Ŝβ〉 ≈ 〈Ŝα〉〈Ŝβ〉,
Eq. (A1) can be reproduced. However, since we wish to in-
corporate higher-order correlations in our study, we define
the second- and third-order moments as nαβ = 〈Ŝα Ŝβ〉/S2

and lαβγ = 〈Ŝα Ŝβ Ŝγ 〉/S3, respectively. On encountering these
terms while solving Eq. (B2), we substitute them with the
second- and third-order cumulants, which can be defined
as χαβ = nαβ − mαmβ and ταβγ = lαβγ − nαβmγ − nβγ mα −
nαγ mβ + 2mαmβmγ , respectively.

Since the nth-order-cumulant equations involve terms up
to the (n + 1)th order, as discussed in Sec. IV, a truncation at
a given order involves setting the immediate next-order terms
in the equations to zero. Hence, to obtain the second-order-
cumulant equations presented in Eq. (5), we should assume
the third-order cumulants are zero. That is,

ταβγ = 1

S3
(〈Ŝα Ŝβ Ŝγ 〉 − 〈Ŝα Ŝβ〉〈Ŝγ 〉 − 〈Ŝα Ŝγ 〉〈Ŝβ〉

− 〈Ŝβ Ŝγ 〉〈Ŝα〉 + 2〈Ŝα〉〈Ŝβ〉〈Ŝγ 〉) = 0, (B7)

pertaining to the approximation where all cumulants higher
than 2 are zero.

Here, we formally derive the dynamical equation for the
second-order cumulant χxx upon truncation at the third-order
cumulant, which amounts to setting the fourth- and higher-
order cumulants to zero. We start by noting that

χ̇xx = ṅxx − 2mxṁx, (B8)

where ṁx = κnxz, as can be inferred from Eq. (B6). Using
Eq. (B2), we find the dynamical equation for nxx is

dnxx

dt
= 1

S2

d

dt
〈ŜxŜx〉 = i

S2
〈[�Ŝx, ŜxŜx]〉 + κ

2S3
〈[Ŝ+, ŜxŜx]Ŝ−〉 + κ

2S3
〈Ŝ+[ŜxŜx, Ŝ−]〉

= κ

2S3

〈[
(Ŝx + iŜy), Ŝ2

x

]
(Ŝx − iŜy)

〉 + κ

2S3

〈
(Ŝx + iŜy)

[
Ŝ2

x , (Ŝx − iŜy)
]〉

= iκ

2S3

〈[
Ŝy, Ŝ2

x

]
(Ŝx − iŜy)

〉 − iκ

2S3

〈
(Ŝx + iŜy)

[
Ŝ2

x , Ŝy
]〉

= κ

2S3
〈(ŜxŜz + ŜzŜx )(Ŝx − iŜy)〉 + κ

2S3
〈(Ŝx + iŜy)(ŜxŜz + ŜzŜx )〉

= κ

2S3
〈2ŜxŜzŜx + ŜzŜxŜx + ŜxŜxŜz〉

= κτxzx + κτxxz = 2κ
(
nxxmz + 2nxzmx − 2m2

xmz
)
. (B9)

Substituting ṁx and ṅxx in Eq. (B8), one gets the equation for the evolution of χxx,

χ̇xx = 2κmzχxx + 2κmxχxz + 2κτxxz. (B10)

The rest of the equations are simply presented, as they can quite easily be derived by following a similar procedure:

χ̇yy = 2κmzχyy + 2κmyχyz − 2�χyz + 2κτyyz,

χ̇zz = −4κχxzmx − 4κχyzmy + 2�χyz − 2κτxxz − 2κτyyz,

χ̇xy = χ̇yx = 2κχxymz + κχxzmy − �χxz + κχyzmx + 2κτxyz, (B11)

χ̇xz = χ̇zx = −2κχxxmx − 2κχxymy + �χxy + κχxzmz + κχzzmx − κτxxx − κτxyy + κτxzz,

χ̇yz = χ̇zy = −2κχxymx − 2κχyymy + �χyy + κχyzmz + κχzzmy − �χzz − κτxxy − κτyyy + κτyzz

The equations for the third-order cumulants are as follows:

τ̇xxx = 6κχxxχxz + 3κmxτxxz + 3κmzτxxx,

τ̇yyy = 6κχyyχyz + 3κmyτyyz + 3κmzτyyy − 3�τyyz,

τ̇zzz = −6κχ2
xz − 6κχ2

yz − 6κmxτxzz − 6κmyτyzz + 3�τyzz,

τ̇xxy = τ̇xyx = τ̇yxx = 2κχxxχyz + 4κχxyχxz + 2κmxτxyz + κmyτxxz + 3κmzτxxy − �τxxz,

τ̇xxz = τ̇xzx = τ̇zxx = −2κχ2
xx + 2κχxxχzz − 2κχ2

xy + 2κχ2
xz − 2κmxτxxx + 2κmxτxzz − 2κmyτxxy + 2κmzτxxz + �τxxy,

τ̇xyy = τ̇yxy = τ̇yyx = 4κχxyχyz + 2κχxzχyy + κmxτyyz + 2κmyτxyz + 3κmzτxyy − 2�τxyz,

τ̇zyy = τ̇yzy = τ̇yyz = −2κχ2
xy − 2κχ2

yy + 2κχyyχzz + 2κχ2
yz − 2κmxτxyy − 2κmyτyyy + 2κmyτyzz + 2κmzτyyz + �τyyy − 2�τyzz,

τ̇xzz = τ̇zxz = τ̇zzx = −4κχxxχxz − 4κχxyχyz + 2κχxzχzz − 4κmxτxxz + κmxτzzz − 4κmyτxyz + κmzτxzz + 2�τxyz,
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τ̇yzz = τ̇zyz = τ̇zzy = −4κχxyχxz − 6κχyyχyz + 2κχyyχzy + 2κχyzχzz − 2κχyzm
2
x − 2κχyzm

2
y + 2κχzym2

x

+ 2κχzym2
y − 4κmxτxyz − 4κmyτyyz + κmyτzzz + κmzτyzz + 2�τyyz − �τzzz,

τ̇xyz = τ̇xzy = τ̇yxz = τ̇yzx = τ̇zxy = τ̇zyx = −2κχxxχxy − 2κχxyχyy + 2κχxyχzz + 2κχxzχyz

− 2κmxτxxy + κmxτyzz − 2κmyτxyy + κmyτxzz + 2κmzτxyz + �τxyy − �τxzz. (B12)

APPENDIX C: EQUIVALENCE OF THE DEFINITIONS OF CUMULANTS

We formally prove that in the thermodynamic limit, the definition of second-order cumulants in Sec. IV is equivalent to the
standard definition of the correlation function:

χαβ = 〈Ŝα Ŝβ〉 − 〈Ŝα〉〈Ŝβ〉
S2

=
〈∑

i j σ̂
i
ασ̂

j
β

〉 − 〈 ∑
i σ̂

i
α

〉〈 ∑
j σ̂

j
β

〉
S2

=
〈∑

i σ̂
i
ασ̂ i

β

〉 + 〈∑
i �= j σ̂

i
ασ̂

j
β

〉 − 〈∑
i σ̂

i
α

〉〈∑
j σ̂

j
β

〉
S2

. (C1)

Since the system is permutationally invariant, 〈σ̂ i
ασ̂

j
β 〉 does not depend on i and j. Also, σ̂ i

ασ̂ i
β = δαβ + iεαβγ σ̂ i

γ .

χαβ =
∑

i

(
δαβ + iεαβγ

〈
σ̂ i

γ

〉) + ∑
i �= j

〈
σ̂ i

ασ̂
j

β

〉 − ∑
i

〈
σ̂ i

α

〉∑
j

〈
σ̂

j
β

〉
S2

= N
(
δαβ + iεαβγ

〈
σ̂ i

γ

〉) + N (N − 1)
〈
σ̂ i

ασ̂
j

β

〉 − N
〈
σ̂ i

α

〉 × N
〈
σ̂

j
β

〉
S2

= 2S
(
δαβ + iεαβγ

〈
σ̂ i

γ

〉) + 2S(2S − 1)
〈
σ̂ i

ασ̂
j

β

〉 − 4S2
〈
σ̂ i

α

〉〈
σ̂

j
β

〉
S2

= 4
(〈
σ̂ i

ασ̂
j

β

〉 − 〈
σ̂ i

α

〉〈
σ̂

j
β

〉)
(as S → ∞), (C2)

where (〈σ̂ i
ασ̂

j
β 〉 − 〈σ̂ i

α〉〈σ̂ j
β 〉) is the equal-time correlation func-

tion between two variables, σ̂α and σ̂β , at arbitrary sites i and
j, respectively.

APPENDIX D: CUMULANTS OF THE COHERENT STATE

Here, we show that all the cumulants for a spin coherent
state are zero in the thermodynamic limit. The spin coherent
state is given by

|θ, φ〉 =
J∑

m=−J

(
2J

J + m

) 1
2

sinJ+m

(
θ

2

)
cosJ−m

(
θ

2

)

× e−iφ(J+m)|J, m〉. (D1)

In this state, the first-order cumulants can be evaluated to
obtain

〈Ŝx〉
S

= sin θ cos φ,
〈Ŝy〉

S
= sin θ sin φ,

〈Ŝz〉
S

= − cos θ.

(D2)

The second-order cumulants scale as the inverse of the total
spin angular momentum S, and therefore they vanish in the
thermodynamic limit:

χxx = 1

2S

[
cos4

(
θ

2

)
+ sin4

(
θ

2

)
− sin2 θ cos 2φ

2

]
,

χxy = − 1

2S
[sin2 θ sin φ cos φ + i cos θ ],

χxz = sin θ

2S

[
eiφ sin2

(
θ

2

)
− e−iφ cos2

(
θ

2

)]
,

χyy = 1

2S

[
cos4

(
θ

2

)
+ sin4

(
θ

2

)
+ sin2 θ cos 2φ

2

]
,

χyz = sin θ

2iS

[
eiφ sin2

(
θ

2

)
+ e−iφ cos2

(
θ

2

)]
,

χzz = 1

2S
sin2 θ. (D3)

Similarly, each higher order of cumulant picks up an extra
factor of 1/S such that all correlations vanish as S → ∞.

0.4656
0.4645
0.4619
0.4577

FIG. 3. Functional fitting of the amplitudes for the first, second,
third, and fourth peaks in magnetization for varying system size for
the initial state |cat(+)〉 at �/κ = 2.5. The arrows at the end are
followed by the values these magnetization peaks will take in the
thermodynamic limit (N → ∞), as obtained from the fit.
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APPENDIX E: SCALING OF THE MAGNETIZATION
AMPLITUDES

The magnetization amplitudes as given by the mean-field
and cumulant equations presented in the main text corre-
spond to their values in the thermodynamic limit. For any
given peak in the magnetization oscillations, its value in the
asymptotic limit can be obtained using a finite-size scal-
ing. As the asymptotic amplitude is size independent, we

propose a fitting function of the form A[mα (t )] = ∑k
i=0 bi/Ni,

where k = 4, such that b0 gives the amplitude of mα oscilla-
tions in the thermodynamic limit. In Fig. 3, we demonstrate
the scaling of the mz amplitude with increasing system
size for the initial state |cat(+)〉. The asymptotic values for
the first four peaks are approximately the same, suggest-
ing that in the thermodynamic limit, the oscillations become
persistent.
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