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Electron-spin-resonance (ESR) spectra, detected 90 ° out of phase with respect to the Zeeman mod-
ulation and using a saturating microwave field, are sensitive to molecular motion several orders of
magnitude slower than are ordinary ESR spectra observed in phase with the modulation. A com-
prehensive theory of electron magnetic resonance based on an extension of the stochastic Liouville
equation, explicitly including the effects of electromagnetic radiation and Zeeman modulation fields,
of Markoffian motion modulating the magnetic anisotropy, and of relaxation and Heisenberg spin
exchange, is presented. The theory is quite general and capable of explaining a large body of
“modulation effects” in both single- and double-resonance experiments. Application to *N-labeled
nitroxides is studied in detail, and a number of experimental spectra for the model system
2,2,6,6-tetramethyl-4-piperidone-1-oxyl (TANONE) in supercooled sec -butylbenzene are presented for
comparison with theoretical results. When the eigenfunctions of the time-independent Hamiltonian are
used as a basis set for computing spin matrix elements, pseudosecular transitions (simultaneous electron
and nuclear spin flips) are found to make an important contribution to the computed spectrum in the
slow tumbling region. While the out-of-phase dispersion at the first harmonic of the Zeeman mod-
ulation and the out-of-phase absorption at the second harmonic are both sensitive to slow motion,
arguments based on saturation and modulation behavior favor the former as the more sensitive;
greater signal-to-noise sensitivity should in fact be possible than for the ordinary ESR signal for the

study of very slowly tumbling molecules.

I. INTRODUCTION

The study of electron-spin-resonance (ESR)
line shapes has proved a valuable tool for investi-
gating rotational diffusion.'”'°® A magnetically
anisotropic spin-labeled compound®~!° has its
resonance condition modulated by molecular re-
orientation changing the orientation of magnetic
tensors relative to the applied dc field. At fast
correlation times (1,~107!! sec) the normal ESR
signal (the absorption signal at the first harmonic
of the modulation in phase with the modulation;
recorded with a nonsaturating microwave field
such that the signal changes in a linear manner
with changing microwave power) shows only the
isotropic g- and A -tensor components, since the
anisotropic components have been averaged by
rapid tumbling. As the correlation time increases,
the spectrum asymptotically approaches the rigid
powder spectrum arising from a fixed random
orientational distribution. Although the line shape
is in principle sensitive to any motion, in practice
the normal ESR signal is largely insensitive to
motion significantly slower than the inverse of
the magnetic anisotropy, giving approximately
3%X1077 sec as the useful lower limit for nitroxide
spin labels.

Nonlinear methods (methods which employ a
saturating microwave field such that the change in
signal is no longer linear with microwave power)
are sensitive to much slower motion. Modulated
and phase-detected saturation-transfer ESR (rapid
passage), in which one monitors either the first
harmonic of the dispersion or the second harmonic
of the absorption signal, 90° out of phase with the
Zeeman modulation field, shows sensitivity to
molecular motion down to 1072 sec. The rapid-
passage techniques, along with electron-electron
double-resonance (ELDOR) techniques, are crit-
ically dependent upon radiation and modulation
fields and upon relaxation and spectral diffusion
effects. While normal or linear spin-response
ESR signals may be successfully simulated,
ignoring interactions which induce, dissipate, or
modulate saturation, investigation of nonlinear
techniques absolutely requires their consideration.
We recently presented an approximate but power-
ful simulation algorithm including these effects.!!
By neglecting pseudosecular terms (simultaneous
electron and nuclear spin flips), Heisenberg spin
exchange, and nuclear relaxation, we were able
to treat each nuclear spin state separately, giving
qualitatively accurate simulations of both linear
and nonlinear spectra. We have included these
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effects in the present work, and have tested the
method by simulating a number of !°N nitroxide
spectra. '°N has nuclear spin quantum number
I =3, so that the total electron spin response is
divided between only two nuclear states rather
than among three, as in N. This, along with
greater magnetic moment, makes '°N a more
sensitive label than N.

II. THEORY

As discussed in previous communications,**”**

we write the equation for time evolution of the
spin density matrix as

do(Q,t) _

dt —l[SC(Q’t)’O'(Q’t)]

~Tolo@,t)-0%@,t)]. @

Q represents all orientation variables; 3C(Q, 1)
is the time-dependent spin Hamiltonian; T' is a
time-independent Markoff operator; and o%(®,t)
is the equilibrium-spin-density matrix. For
isotropic Brownian diffusion, the model used in
this work, —T',=DV2, where D is a diffusion co-
efficient and V2 is the angular portion of the
Laplacian operator. D is related to the correla-
tion time as D =1/67,.

We have assumed axial symmetry for the
magnetic anisotropy; this leads to a much simpler
spin Hamiltonian, allowing the motional dependence
to be expressed in terms of spherical harmonics
rather than Wigner rotation matrices. We separate
the spin Hamiltonian as

3o, £) =3¢, +3¢, () + € () + X . @)

¥, is the time- and orientation-independent spin
Hamiltonian, including isotropic electronic and
nuclear Zeeman and isotropic hyperfine interac-
tions; 3 (Q) includes the anisotropic magnetic
interactions modulated by molecular motion;

€(t) contains terms expressing the interaction of
the spin system with the applied radiation and
modulation fields; and ¥a accounts for the coupling
of the spin system to the lattice. Assuming axial
symmetry, 3¢, 3 (Q), and €(¢) for a single-
resonance ESR experiment may be written as

¥o= (8B, /MVH S, ~ Vo Hol, =7, AS, 1, , ®)
3¢, (@) =(2m) /2 [ Y2(Q)S, (F,+A'l,)
+ (Y@M, - Y2 @)I.,AlL, ()

J

v
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€(t) =dy(S et ¥t +S_et )
+(dgS, +dyl, ) et st +emist) (5)

where v, and v, are the electronic and nuclear
gyromagnetic ratios, A is the isotropic hyperfine
coupling constant, H is the static applied dc field,
Fo=2(gy-g.)BH,/3%, A=~21(A;-A,)/(6)/2,

A’ :%W(AH -A,), d, =3 Ye los ds :é'}’e Hg, and dg
=—3v,H,. H, is the modulation field and &, is the
observing microwave field. The commutator of
s with o(Q,¢) may be approximated as

—i[¥y,0]==Tx(0-0°) . (6)

In the high-temperature approximation, neglecting
the contribution from ¢, (R), 0° is

or"=p0[N'1 —(13(30] s (M

where p, is the equilibrium orientation distribution,
Nis the number of spin states, and g=7%/NkT. We
normalize so that p°=Y3(). The diagonal ele-
ments of 'y are spin-lattice relaxation times,
while the off-diagonal elements are spin-spin
relaxation times.

It is important to note that relaxation is to the
equilibrium spin-density matrix. We actually
wish to solve not for o, but rather for x =0 —¢°,
the deviation from equilibrium. The matrix
elements of x can readily be calculated using the
eigenfunctions of ¥, as a basis set. We then
expand each element x in a complete set of
orthonormal functions. Off-diagonal elements
of x are expanded as

Xbbr= 2

nak,j.m

Ci, (n, k) Y} (Q)expli (nw, +kw )t ],

®)

while differences of diagonal elements are ex-
panded as

v vy
Xoo—Xao'a! = E:

nakyj.m

xexpli(rw, tkw )], (9)

Bj(n,k) Y} (Q)

where « and o’ refer to electronic spin states and
v and v’ to nuclear spin states. Since the spherical
harmonics are eigenfunctions of V2%, this expansion
is particularly suitable for Brownian diffusion.

For isotropic motional models, the detected signal
consists only of the j =0 component. With phase-
sensitive detection the spectrum is of the form

zvr/ws
Z f {Cw, 1, )expli(w, 7w, )] +CO* (v, 1, —7)expl —i (w, Frw, )t |}

X {V(#H)flcoswytcos(rw i+ ) or sinwtcos(rw,t +p)l}de. (10)
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The first term is the coherent response of the |00> Wn le)
spin system, while the second term is a reference Ry N S S
signal used to select a given Fourier component. wex

The coherent response involves only the j =0, m=0 we We
component; our interest in other j and m com- W

ponents is only in their coupling toj =0, m =0, Y . n .
The additional index v in Eq. (10) refers to the “‘3@ <--- "We; ----> lBB)

matrix element that has been expanded. The sum-
mation is over only secular (electron-flip-only)

transitions.

Application to N nitroxide spectra is straight- IQQ) laB>
forward. Diagrams of the different 15N levels, e - — _>7_
induced transitions, and relaxation and exchange A ‘4\\ 9 _
paths are given in Fig. 1. We neglect the pure 1 = \/\,\/ - 2
nuclear transitions 5 and 6 of Fig. 1. The close _ - T~
agreement between experimental and simulated _L/<:__ 6 _ __;fél___
spectra presented in this work supports this qu} IB

approximation in the weak-saturation region (before
the maximum in the saturation curve), We have
yet to test this approximation using very strong
radiation fields.

FIG. 1. Spin-lattice and Heisenberg spin exchange
paths (above) and induced transitions (below) for 5N.
W, and W, refer to electronic and nuclear spin-lattice

Usi‘ng the spin Hamiltonian of Egs. (?)"(5)’ the relaxation, respectively, and W refers to Heisenberg
off-diagonal elements of X that are of interest spin exchange. The notation |uv) refers to electron
are spin state p and nuclear spin state v.

Tvansition 1.

X5 =i{[w, = v 3 A +d, (e*“s' + e ¥st) L (/2 Y2(Q)(F, +3A")] X §%
+dy et ot(x 88 ~ X 2 +q[w, =V 3 A1) -2 (£ 1) 2 Al X P2 Y2, (@) - x B Y2(Q)]} - T x §2+ DV §2

11)

Transition 2.

%8 =i {[w, +7, 34 +d, (e “st +e™t¥s! ) 1 (Em) /2 2@Q)(F, - S A" )] x 82

+doet ot ((x B8 = xEE) +alw, +v, 34| pO) = 3E M 2A[ X 85 V2, (@) - x B2 V2(@)]} - T x55 +Dvaxg? |

(12)
Transition 3.
R 50 =i{[w,+ 0,4 (@, = d0)(e st 4ot (M T RQFIXES +3 ET)2ATRQ)(x 52+ x A0}
Ty Xxea+DV2xES, (13)
Transition 4.
XBa=i{lw, —w,+(dg+dl)e st ve i) s Gm) /A Q)F IX B ~ 3E M 2AY2 (Q)(x £ + X 32
-TgXxba+DV2XE2,
(14)

where w, is the observer frequency, w, is the electronic transition frequency, and w, is the nuclear transi-
tion frequency. Expanding as in Eqs. (8) and (9), multiplying Eqs. (11) and (12) by [V} (@)exp{i (w, +7rw,)t} *,
and integrating gives
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Transition 1.

{w, - w, +7v,3A +rw, ~i [ T;2+DL(+1)]}CH(1,1,7)

r2v

~ ~ 2 ?
=, [CL(1, 1,7 +1)+CL (1, 1,7 = 1)] +(Fy+ A7) (D)2 3 (D12 (000> ¢l (1,1,7)
l'

_—éA(i)I/z z (l”f)xlz (l 20
A 000

ZZ l' - 1! - 2t
>(0_1 Jic! (3,1,7)-C%L (4,1,7)]

+d,{ B;(1,0,7) +q[ (@, - v, 3A)5,, 5, ,1} , 15)

Transition 2.

{wy~w,~v, 34 +7w, ~i[ T;} +DI(L+1)]} CL(2,1,7)

La2v

~ ~ 2 1
=d,[C{(2,1,7+1)+C (2,1, 7 = V)] + (F, 3 A)IN/2 5 (I7)/ (0 0 0> ¢l @2,1,7)

—LA(])/2 /e (120
A2 30 O (400

1’

212 U y
) 0-1 1) [ci'(3,1,7)-Cl (4,1,7)]

+do{BL(2,0,7)+q[ (@, +7,34)8;, 8, .1} , (16)

where [=21+1. Because of the symmetry properties
of the Wigner 3j symbols, summations over I’ are
restricted to I'=1-2, I, 1+2. Since we are
ultimately interested only in the =0 component,
only even I values are required. The index i in
CL( ,n,7) now refers to the transition scheme
shown in Fig. 1.

—

r

Transitions 1 and 2 couple only to the difference
of the m=1 component of transition 3 and the
m=-1 component of transition 4. By neglecting
the nuclear Larmor frequency we may consider
only this difference. Noting that [ Y1(Q)]*=
(-1)" YL (), we get

Transition 3-Transition 4.
{wy=w,+rw —i [T;2+DI(L+ )]} CI(3,1,7)-CL,(4,1,7)]
=4 {[ci(3,1,7+1)-CL (4,1, 7+ 1)]+[Cl(3,1,7 -1)~C, (4,1, 7 -1)]}

_Fo(f)x/z Z (ZI)I/Z

I

__A([)l/z Z (Z’/)l/z <
l'

In the same manner, the diagonal elements
B! (1,0,7) and B} (2,0,7) may be derived as

{rog-i[ T3 +@T, )+ W} By(1,0,7)
+i[(2T,, ) 1+ Wl Bl (2,0,7)
=2d[Cl(1,1,7r)-Cl*1,1,-7)], (18)
{ro,—i[ T7}+@T,, )+ W, ]} B (2,0,7)
+i [T, )+ W IBL(1,0,7)
=2d,[ CL(2,1,7)=Clx(2,1,-7)] . (19)

We have included the nuclear spin-lattice relaxa-
tion time T, and the Heisenberg spin-exchange
frequency W, in the equations for the diagonal
elements. Separating the complex number CL(, , k)

L2 UN/L 20U\ .
(000><1 oLy )lel 51, m-cia,1,7)]

L2uN/2 v , ,
000)(1_10>[cg a,1,n+cle,1,n] . (1)

r

into a real part C! (i, 7, k) and an imaginary part
Co'G,n, k), Egs. (15)—-(19) may be rearranged in
terms of the four signals

6,1, 7)=ClG,1,v)+C)F G,1,-7),
BLG,1,7)=C G,1,7)=Cnl G, 1, -7),
Y@, 1,7)=C0 G,1,7)+C 6,1, ~7),
0LG,1,7)=ClG,1,7v)=ClG,1,-7).

(20)

These are the four independent signals arising
from the Fourier analysis of Eq. (10). «%G,1,7),
pLG,1,7), vL(@,1,7), and 8(,1,7) represent

the I and m components of the in-phase dispersion,
out-of-phase dispersion, in-phase absorption,

and out-of-phase absorption at the 7th harmonic
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TABLE I. Elements of the matrix ¥, ; [ef. Eq. (21)]. See Table IV for definition of terms.

A,L) 0 Aglr,l)  Ayr,l) 0 0
0 A@L)  Ayel)  —Aglr,l) 0 0
— A, (1) YWg A(1,2) 0 0 0
Ywg Ay(2) 0 ALl 0 0
0 0 Astr,l)  Agtr,l)  A@Q,1) 0
0 0 Aglr,ly  —=Ay(r,l) 0 A(2,1)
0 0 0 0 =-Ay(1) rwg
0 0 0 0 rwg A1)
2A,(,1) 0 0 0 248,(1,1) 0
0 20,(,1) 0 0 0 20,(,0)
0 0 20,(,1) 0 0 0
0 0 0 2A,(,1) 0 0
-

A5("’,l)
Agr,l)

Agr,1)
Ayer,l)

Agtr,l) A, L0) 0 0 0
~Agir,l) 0 A1) 0 0
0 0 0 0 Aq(,0) 0
0 0 0 0 0 A (LL1)
Agr,ly AL 0 0 0
Ay ,1) 0 A 0) 0 0
A2,1) 0 0 0 A1) 0
0 A2,1) 0 0 0 A (2,0)
0 0 A(B-4,1) 0 Ay(l) rwg
0 0 0 AB-4,l) rwg =N, ()
20,0 ,1) 0 ~Ay(l)  rws A(B=4,1) 0
0 2A,(,1) rw, Ay(l) 0 A(3-4,1)

of the modulation, respectively. The ESR spectra
observed are a(1,1,7)+a5(2,1,7), B3(1,1,7)
+B3(2,1,7), ¥5(1,1,7)+¥3(2,1,7), and 63(1,1,7)
+69(2,1,7), respectively. After considerable
algebraic manipulation, and making use of the
relationships al@,1, -7)=ak@¢,1,7), gLG,1,-7)
=- Bfn@'; 1,7’), an(i, 1, -7) =Y£n(i ’ 1,’}’), and

86,1, -7)==06%(G,1,7), we write the master
matrix equation as

W Sr,l=s7,',l ’ (21)

ol
where W,,,, 8,,;, and 8] , are defined as in
Tables I-IV.

III. INSTRUMENTATION AND EXPERIMENTAL METHODS

Measurements were performed with a Varian
E-12 spectrometer equipped with absorption and

TABLE II. Elements of the vector §, ; [cf. Eq. 21)].
r =

ab,1,7)

Bha,1,7)
Yh(1,1,7)
6ha,1,7)
ah2,1,7)
Bh2,1,7)
Yh(2,1,7)
84 @2,1,7)
oi3,1,7) —-at 4,1,7)
BY(3,1,7)—BLi(4,1,7)

Yi3,1,7) —¥L1(4,1,7)

84(3,1,7) — 61, (4,1,7)
L ! J

dispersion reference arms (E-101-15 microwave
bridge). The modulation transmitters and re-
ceivers were modified to effect improved wave -
form purity, improved phase isolation, and
precisely variable modulation frequency.

Temperature was controlled using a Varian E-257
temperature controller, and was measured using
a Leeds and Northrup 8692-2 temperature po-
tentiometer equipped with a copper-constantan
thermocouple. Sample cell and Dewar insert
designs were modified to prevent sample vibration
under the effect of the coolant stream and to
prevent the coolant gas stream from coming in
contact with the microwave cavity, thereby affecting
cavity tuning.

In order to compare experimental and calculated
spectra, it was necessary to measure microwave
and modulation field intensities. The microwave
field intensity was measured as previously de-
scribed.'? Modulation field amplitudes were mea-
sured from modulation sideband separations ob-
served with an aqueous K,CO,-buffered sample of
potassium nitrosodisulfonate. The modulation
amplitude equals the sideband separation plus the
resonance linewidth. Modulation amplitudes less
than the linewidth of the ;=0 transition of the
nitrosodisulfonate ion were measured using an
oscilloscope to monitor voltage induced in a coil
placed in the cavity. In order to minimize the
variation of microwave and modulation fields
along the sample, the sample volume was re-
stricted to that of a cylinder approximately 3 mm
in diameter and 5 mm in length.

The preparation of ’N-TANONE was accom-
plished as follows: The piperidine synthesis of
Francis'® was scaled down and modified to ac-
commodate feasible quantities of >NH,. About
0.5 ml of liquid '*NH, was added to 5 ml of cold
acetone containing 1.6 g of CaCl,. After stirring
for 4 days, the resulting N-triacetoneamine was
extracted into ether and purified by thin-layer
chromatography using diethyl ether as the mobile
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phase on a Silica Gel G stationary phase. Tri-
acetonamine was oxidized with perbenzoic acid

to the nitroxyl free radical 2, 2, 6, 6 -tetramethyl-
4-piperidone-1-oxyl (TANONE) and similarly
purified by preparative thin-layer chromatography.

Spin labels were dissolved in sec-butylbenzene
(99+%) obtained from Aldrich Chemical Co. All
samples examined in this study were in the con-
centration range of 1073-10"% M. Oxygen was
removed from samples by careful degassing on a
vacuum line employing a repetitive freeze-pump-
melt technique.

Computer calculations were carried out on an
XDS Sigma 7 with programs written in Fortran IV.
All spectra displayed in this work required 8.5K
words of memory and between 5 and 250 min
execution time. Programs are available from the
authors upon request.

IV. RESULTS AND DISCUSSION

Computer simulations for TANONE (cf. Fig. 2)
based on the above equations are presented in
Figs. 3-5. Figure 3 displays the normal ESR
signal, the in-phase absorption at the first

TABLE III. Elements of the vector §, ; [c.f. Eq. (21)].
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harmonic; Fig. 4 consists of the in-phase disper-
sion at the first harmonic; and Fig. 5 is the out-
of -phase dispersion at the first harmonic. This
last figure is an example of modulated and phase-
detected saturation-transfer spectroscopy (rapid
passage). The following parameters were assumed:
T,,=1.0x10"% sec, T,,=1.6X10"® sec, (2T, )!
W, =5X10% Hz, h,=0.075 G, H;=0.02 G, w,
=27x10° Hz, g, =2.00220, g, =2.00775, A,
=131.32 MHz, A, =18.79 MHz. The T,, value used
is not the actual T,,, but has been adjusted to
simulate the superhyperfine coupling of the
neighboring methyl and methylene protons. Note
that both the in-phase absorption and dispersion
signals (Figs. 3 and 4) are relatively insensitive
to changes in correlation time beyond 107 sec,
while the passage signal (Fig. 5) shows marked
changes down to 1072 sec. Figure 6 displays four
experimental passage spectra at different tem-
peratures; the agreement between the simulated
and experimental spectra is quite good, with the
exception of the central region of the spectrum.
The assumption of axial symmetry is much better
for the A-tensor anisotropy than for the g tensor;
g-tensor anisotropy is the dominant effect in

The summations are over the values?’ =l +2, I — 2 only.

d{le(3,1,v +1) -l (4, 1,7 +1)] +[a1(3, 1,7-1)—

—22A7(l Uit (1, 1,7) +ah @,1,7)]
—2ZA7<1 AOBY (L, 1,7 +84 @, 1,7)]
- ZZA7(Z O @, 1,7 +4 @, 1,71

=2 ALY (A, 1,7) +6Y @2, 1,7)]
II

Pds[oz{,(l, Ly +1)+ah (1, 1,7 1) —ZAa(l 1ah (1,1,7) -E A1t (3, 1,7) —ab 4, 1,7) + @ @r,1) i
dgLBh(L, 1,7 +1) +B4(1, 1,7 1)) —ZA @18Y (1, 1,7) - ZA @.10BY 3,1,7) -84 (4, 1,7)]

dslvh (1, 1,7+ 1) +v¢(1, 1,7 - 1] - ZA @, (1,1,7)—ZA7(Z Uy 6, 1,7) v, 1,7

464, 1,7 +1)+84(1, 1,7 1)) -ZAa(z 164 (1,1,7) - EA €068 (3,1,7) 641 (4,1,7)

dilah 2, 1,7 +1) +ah(2,1,7 = 1) —ZA @1k 2,1,7) - Z:A7(l AL (3,1,7) =t (4, 1,7)] + Q0,0)

Al B4, 1,7 +1)+B% @, 1,7 — 1) - Z,;A NURAI <z,1,r)-YI:Aqa,l')l/si’(s,1,r>—3’.’1(4,1,r)1

Ayl @, 1,7 +1) +9} 2,1, 7= 1)) -—ZAs(l Lwle, 1, -;Am IO 3,1,7) = (4,1, 7))
di[6%@,1,7+1)+6% (2, 1,7 -1)] —ZA,,(Z 164 (2,

o4, 1,7 -1} —ZAm(l,l')[a‘l'(B, 1,7 -t @4, 1,7)
l’
d g4, 1 r+1)—pL @, 1,7+ 1] +[8}3, 1,7 -1) =L (4, 1,7 =)} - ZA“’(Z 1NBY (3,1,7) =B 4, 1,7))
t ’ 4
AAAB, Ly +1) =vE@, L7+ D] HAB, 1,7 = 1) =44, 1,y = DI} =)~ Ag@L1 A3, 1,7) — 74, 1,7)

dg{l6i3, 1,7 +1)=6% (4, 1,7 +1)] +{6} (3,1,7—1)—6’.1<4,1,7—1)1}—21\10(1J'){éi'(s,1,7)—6’_1<4,1,7)1
1!

1,7) =3 A1 N8Y (3, 1,7) - 0L 4, 1,7)]
l'

7!
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TABLE IV. Definitions of terms in Tables I and III.

Lol 212
—(Fy+34 (l)<000>

iy Lany (2 20)°
A@R,l)=wy—w, —'Ye’??A-(Fo—EA)(l)( >

AQll)=wy—w, +‘ye

000

sa-an - b0 10) (18 3)

A1) =T+ + DL +1)

Ay@)+TRl+ DL +1)

Aglr,1) =0y (1) +A (1)L 0, DLATR) + trwg) =]
Ay D) =rw1-80r,IAYE) + rwg )2 +901}

Al 1) ==80 LU - A1) + (rws )2 +912)

Aglr 1) ==280,1)rws)A (1)

~ » 121N\l 2 U
ry_L 1/2 §r\1/2

A U)=3A ()2 < ><0 1 __1>

ll> 2

) 2

z'>

1

+ AT rwg )2 + A1) rwg)® = AF()IP] }

Ag(l,l’):_(F0+§4')(i)1/zd,)x/z<
a2zl 21
Y(2)7e@’) ( 000
1/2 fryi/2 12U\l 2
Ag@,2)=F Y2 () ( OOXI 2

£or,0)=4d¥ A0 + rwg)t + U

Ag(L,17)=—(F y—3A’

= (2T 4, ) "L +W,
2i1,2) =gl w, —'yezA)él 0% 0]

Qa0r,1) =al We +7, 34)8; 40, 0]

0
H H
H H y
H,C ©z CH, >
15
HLC N: CH,
0
X

FIG. 2. Molecular structure of N-2,2, 6, 6-tetra-
methyl-4-piperidone-N-oxyl (’N-TANONE) is shown
with the molecular fixed-axis system indicated.

107 106

~

FIG. 3. Normal ESR spectra of TANONE (the in-
phase absorption spectra at the first harmonic of the
modulation) simulated for different correlation times,
using a Brownian diffusion model. Note that the spectra
are largely insensitive to changes in correlation time
below 7,=107" sec.

the central part of the spectrum. Consideration
of full anisotropy requires the use of Wigner
rotation matrices in 3 (Q) rather than spherical

harmonics, complicating the problem considerably.

As observed in the study of slowly tumbling spin

=
=

10° 108

=
=

107 106

RS
T

FIG. 4. Simulated in-phase dispersion spectra of
TANONE, at the first harmonic of the modulation,
computed employing a Brownian diffusion model. Sen-
sitivity to molecular motion parallels the absorption
spectra shown in Fig. 2.
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Mq MG

FIG. 5. Simulated rapid-passage dispersion spectra
(the out~of-phase dispersion signal at the first harmonic
of the modulation) for TANONE. The spectra show
marked changes with changing correlation times down
to T,=107° sec.

labels by ELDOR,'® a comparison of the experi-
mental and theoretical passage spectra suggests
that in some cases free or jump diffusion models
may better describe the molecular motion than
does a Brownian diffusion model. This generally
appears to be the case when solvent and free
radical solute molecules are of comparable size;
on the other hand, spin-labeled biomolecules such

as maleimide-labeled hemoglobin in aqueous media

appear to be well characterized by a Brownian
diffusion model. We defer a detailed discussion
of this point to a future publication.

The marked effects of inclusion of the pseudo-
secular transitions 3 and 4 of Fig. 1 can be seen
in Fig. 7, where simulations including and ne-

103.9’ -109.1°

|
|
|

L

114.3° Ky’

FIG. 6. Experimental rapid-passage spectra (the
out-of-phase dispersion signal detected at the first
harmonic of the modulation) for TANONE in sec-
butylbenzene at different temperatures. Spectra were
recorded employing a microwave observing power of
10 mW, a Zeeman modulation of 100-kHz frequency and
2.5 G peak-to-peak modulation amplitude. The spectra
were recorded at the following relative gains: —103.9°,
3.1; -109.1°, 2.0; —114.3°, 1.0; —-119.5°, 1.0.

glecting these terms are superimposed. While
trends and qualitative effects can be simulated
by ignoring such transitions, quantitative simula-
tion requires their inclusion.

Throughout this work, the value of ., used is in
the weak-saturation region, past the linear
response region of the signal-vs-microwave-
power curve, but before the maximum of the curve.
The dependence of the dispersion passage signal
upon microwave power is demonstrated in Fig. 8.
The passage signal saturates quite slowly; further-
more, biological samples in aqueous media often
exhibit passage spectra that saturate even more
slowly than simple nitroxides in organic solvents.
We have found that maleimide-labeled oxyhemo-
globin, maleimide- or iodoacetamide-labeled
proteins, or nitroxide-containing lipids at ambient
temperatures or lyophilized at near-ambient
temperatures behave in this manner. For example,
lyophilized human oxyhemoglobin yields a disper-
sion passage spectrum which has essentially the
same line shape at 200 mW as at 20 or at 1 mW;
i.e., the weak-saturation condition still obtains

Y
Y

FIG. 7. Effect of including (solid lines) and neglecting
(dashed lines) the pseudosecular transitions (3 and 4
of Fig. 1) in computing various in-phase and out-of-
phase spectra at the first and second harmonics of
the modulation. Calculations are for an isotropic
Brownian diffusion model and a correlation time of
1.8x107° sec. 9, is the out-of-phase absorption at the
second harmonic, v, the in-phase absorption at the
second harmonic, B, the out-of-phase dispersion at
the first harmonic, o, the in-phase dispersion at the
first harmonic, and vy, the in-phase absorption at the
first harmonic.
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for the highest powers available on a commercial
Varian E-12 spectrometer. This observation is
important for two reasons: (i) As spectral shapes
are not crucially dependent upon microwave power
in the weak-saturation region, the experimenter
can utilize model spectra calculated under similar,
but not necessarily identical, microwave field
conditions to analyze spectra. The present work
provides quantitative support for the initial specula-
tion that very characteristic line shapes were
observed when measuring first-harmonic disper-
sion'? or second-harmonic absorption!® passage
spectra. Very simply, all early passage spectra!?!6
corresponded to the weak-saturation region. (ii)
The fact that the first-harmonic dispersion passage
signal saturates so slowly (more slowly than the
normal ESR signal, for example) suggests that

an improvement in signal-to-noise in the study of
slowly tumbling spin-label systems may be realized
by examining this signal. The present limiting
noise source at high microwave power is klystron
FM noise; there is good reason to believe that

FM noise can be reduced by cavity stabilization

1 mw(12.6)

20mw (1)

40mw(1)

ST

100mw (1)

200mw (1)

FIG. 8. Dependence of the experimental TANONE
dispersion-passage spectra (out-of-phase dispersion
at the frist harmonic) upon microwave power. All
spectra were recorded employing a peak-to-peak
modulation amplitude of 2.5 G (100-kHz modulation
frequency) and the sample was maintained at a temper-
ature of —114 °C during the measurements. The rela-
tive receiver gains employed in recording the spectra
are given in parentheses following the microwave power
setting.

techniques and by use of bimodal-cavity—Bloch-
induction schemes for observing the dispersion
signals. Examining spin-label samples in aqueous
environments (using a flat cell) we calculate a
limiting sensitivity of 5X1077 M of nitroxide
radical. As is shown in Fig. 9, the second-har-
monic absorption signal saturates more quickly
than the first-harmonic dispersion. We have
also observed this trend in a variety of spin-labeled
biclogical materials. For example, in lyophilized
human oxyhemoglobin, line-shape changes become
clearly noticeable for microwave powers between
20 and 40 mW. This difference in saturation
behavior may mean that the dispersion passage
signal is ultimately the more useful of the two.
Another important test of theory, and an effect
relevant to the analysis of passage spectra, is the
dependence of passage line shapes and signal in-
tensities upon Zeeman modulation amplitudes.
As with microwave power, we can establish two
regions for the modulation field dependence. At
low modulation amplitudes, the first-harmonic
dispersion signal intensity increases linearly with
the modulation field intensity, and the second-
harmonic absorption signal increases as the
square of the field intensity. In the weak-modula-
tion region the line shape of either signal is

20 mw (5

0
4°M//\M
2°°m_“'(5°‘)j\/\/\/\

FIG. 9. Dependence of the experimental second-
harmonic absorption-passage spectra (6,) of TANONE
upon microwave power. All spectra were recorded
employing a peak-to-peak modulation amplitude of 2.5
G (50-kHz modulation frequency) at a sample tempera-
ture of —114 °C. The relative receiver gains are given
in parentheses.
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insensitive to changing modulation amplitude.
Spectra may be simulated in this region by ne-
glecting coupling to higher modulation harmonics
(r states). That is, the higher harmonics do not
perturb or remodulate the lower harmonics.'”* 8
The other extreme is at high modulation amplitudes,
where the signal intensity no longer depends in a
linear fashion upon modulation amplitude. The
spectral line shape changes in this region with
changing modulation amplitude (the spectra broaden
and ultimately show line-splitting or sideband-
splitting effects). All passage spectra published
to date appear to correspond to the weak-modula-
tion limit. For nitroxides in organic solvents and
for biological samples in aqueous media, we do
not observe line shapes to depend upon modula-
tion amplitude until fields greater than 5 G are
employed. A typical illustration of this point is
given in Fig. 10. This result is compatible with
theory, since theory predicts that line-broadening
and splitting effects should not become apparent
until the modulation field peak-to-peak amplitude
is greater than the linewidth. There are several
practical observations to be drawn from our con-
sideration of modulation effects. First of all, one
can employ larger modulation amplitudes (and
hence gain signal intensity) in studying passage
spectra than in studying the normal ESR spectra,
since distortion effects become crucial in the
latter at smaller modulation amplitudes. Since
quite high modulation amplitudes can be employed
without distorting passage line shapes, analysis
of experimental spectra can be based on theoreti-
cal spectra calculated under similar but not
identical conditions. Taken together with our ob-
servations concerning the microwave power
dependence of passage spectra, this means that

a single family of characteristic line shapes can
be computed and will suffice for nearly all ex-
perimental situations encountered. A final con-
sideration is that the signal intensity of the second-
harmonic absorption passage signal falls off faster
with decreasing modulation amplitude than does
the first-harmonic dispersion signal. In practice,
modulation amplitudes greater than 1 G are thus
necessary for adequate signal-to-noise when
examining second-harmonic signals. This ob-
servation, along with the relative microwave-
power saturation behavior of the two signals,
supports the desirability of the first-harmonic
dispersion signal in comparison to the second-
harmonic absorption.
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FIG. 10. Demonstration that the signal response is
linear with modulation amplitude for modulation am-
plitude up to 2.5 G (peak~to-peak). The out-of-phase
first-harmonic dispersion spectra for TANONE in sec-
butylbenzene at —120.1°C are shown. Spectra were
recorded employing a microwave power of 10 mW and
a modulation frequency of 100 kHz. Spectrum A is for
a modulation amplitude of 1.0 G and a receiver gain of
250, while spectrum B is for a modulation amplitude
of 2.5 G and a receiver gain of 100.

Finally, we note that the theory correctly
predicts that all signal information at a given
modulation harmonic is contained in the four
signals @, 8, v, 6 [Eq. (20)]. The response mea-
sured at an intermediate phase setting corresponds
to a simple combination of two of the four signals.
This follows in a straightforward manner from
Eq. (10), using simple trigonometric identities.
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