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Quantum coherence is an intrinsic property within a single quantum system. Many different coherent resource
theories have been proposed to characterize this property within the framework of resource theory. This
difference is based on the difference in the identification of “free” operations. In this article, generalized
physically incoherent operations, which are strictly contained in the intersection of incoherent operations and
dephasing-covariant operations (dephasing-covariant incoherent incoherent operations), are introduced. We
characterize the Kraus operators of dephasing-covariant incoherent incoherent operations and generalized phys-
ically incoherent operations, and further study the coherent state transformations under generalized physically
incoherent operations. Specifically, we investigate the constraints imposed by the rank of the initial state on the
extraction of a pure coherent state. Additionally, we present a sufficient condition for the transformation from a
mixed state to a pure state ensemble.
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I. INTRODUCTION

The concept of coherence is ubiquitous in quantum sys-
tems, and it manifests the superposition principle of quantum
mechanics. This is the cornerstone of nonclassicality of the
quantum realm. In particular, quantum coherence has also
been recognized as a key component of various quantum
technology schemes [1,2].

In the past decade, the framework of resource theory
has successfully investigated various nonclassical character-
istics of quantum systems [3–5], which are regarded as the
constituent resources of some operational tasks. This has
led many researchers to apply the framework to rigorously
characterize quantum coherence [6–12]. In this approach,
one defines coherence as the part that cannot be produced
by preserving-incoherent operations [6–11,13–18]. These
preserving-incoherent operations are proposed based on vari-
ous physical and mathematical motivations, such as maximal
incoherent operations (MIOs) [6], incoherent operations (IOs)
[8], dephasing-covariant operations (DIOs) [19,20], strictly
incoherent operations (SIOs) [13,14], and physically incoher-
ent operations (PIOs) [17,18]. At the same time, a quantum
state is considered incoherent if it presents a diagonal density
matrix on the given reference basis. In particular, IOs can be
seen as the operation set of generalized measurements that
are preserving-incoherent for each measurement outcome and
DIOs constitute the largest class of operations that do not
detect the coherence of any input state. We focus on two
classes of IOs that overlap with DIOs: dephasing-covariant in-
coherent incoherent operations (DIIOs) [21] and generalized
physically incoherent operations (gPIOs), beyond PIOs and
SIOs, respectively (see Fig. 1).
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References [18,22–24] show that the so-called majoriza-
tion condition decides pure state transformation feasibility for
SIOs, IOs, and DIOs. This implies that the maximally co-
herent state |�m〉 = 1√

m

∑m
i=1 |i〉 (m � 2) can be transformed

into any coherent state (including any pure coherent state) in a
m-dimensional quantum system. In particular, when the target
state is determined to be the maximally coherent state �m, the
transformation is called coherent distillation. The protocols
of coherent distillation can be divided into two classes: the
asymptotic coherence distillation [14,25–28] and the one-shot
coherence distillation [21,24,29–41]. It is worth noting that
the foundations of an operational theory of coherence were
laid by Winter and Yang [14], and that the IO distillation
protocol coincides with the DIO one [28], that is, the operation
used in both protocols belongs to the intersection of IOs and
DIOs (DIIOs). In Refs. [27,38], the authors show that under
both the asymptotic and the (one-shot) deterministic frame-
work, SIOs have great limitations in performing coherent
distillation. There are a large number of bound coherent states
in coherent resource theory with SIO participation. There-
fore, it remains an important open question to explore what
the smallest physically motivated set of free operations for
manipulating coherence without such hindering operational
limitations could be. In Ref. [21], the authors present a specific
one-shot distillation protocol, which generalizes the protocol
in Theorem 6 of Ref. [14], with operations that belong to
DIIOs. This suggests that DIIOs are a candidate for the above
problem.

The goal of this article is to investigate a special type of
DIIOs: gPIOs. On one hand, gPIOs have significant advan-
tages over SIOs and PIOs under the asymptotic coherence
distillation. On the other hand, the operation set of gPIOs is
smaller compared to DIIOs. The main contributions of this
article are as follows:
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FIG. 1. A heuristic comparison between the six incoherent oper-
ations IO/DIO/DIIO/SIO/gPIO/PIO.

(1) For an IO, if a certain incoherent operator has t nonzero
elements in a row, then this IO must contain at least t incoher-
ent operators.

(2) For DIIOs, the complete characterization of the IOs
that constitute this class of operations is given. Based on this,
a class of DIIOs with a simple construction of incoherent
operator representation is constructed, and then gPIOs are
defined.

(3) It is shown that if the rank of the initial state is greater
than the ratio between the rank of the initial state and the target
pure state after undergoing complete dephasing, it will prevent
the transformation into this desired coherent state.

(4) A sufficient condition for gPIOs to transform a general
coherent state into an ensemble of pure coherent states and
a new sufficient condition for IOs to transform a general
coherent state into a pure coherent state are proposed.

This paper is organized as follows. In Sec. II, we recall
some notions of the quantum resource theory of coherence, in-
cluding IOs and DIOs. In Sec. III, in order to identify suitable
physically motivated free operations, we propose gPIOs with
Kraus operator representations and corresponding physical
implementation scenarios. In Sec. IV, we investigate gPIOs’
ability to distill pure coherent states. Finally, in Sec. V we sum
up and discuss our results.

II. PRELIMINARIES

Let H be the Hilbert space of a d-dimensional quantum
system. A particular basis of H is denoted as {|i〉}d

i=1. Specif-
ically, a state σ is said to be incoherent if it is diagonal in the
basis {|i〉}d

i=1, i.e., σ = ∑d
i=1 σi|i〉〈i|, where the coefficients

σi � 0 form a probability distribution. I is used to represent
the set of incoherent states. Any state that is not a diago-
nal density matrix is defined as a coherent state. For a pure
coherent state |ϕm〉 = ∑d

i=1 ϕi|i〉, we will denote |ϕm〉〈ϕm|
as ϕm (d � m � 2), where the subscript in bold represents
the number of nonzero diagonal terms (ϕi �= 0). In particular,
the maximally coherent state of d-dimension is denoted by
|�d〉 = 1√

d

∑d
i=1 |i〉, while we will denote

|�m〉 = 1√
m

m∑
i=1

|i〉, (1)

for d � m � 2, as an m-level maximally coherent state. For
arbitrary coherent state ρ, we write

√
ρ as the column-vector

form (|ρ1〉, |ρ2〉, . . . , |ρd〉).

Moreover, let � denote the completely dephasing map
in the basis {|i〉}d

i=1, i.e., �(·) := ∑d
i=1 |i〉〈i|(·)|i〉〈i|, and let

�S denote the incoherent projector with the form �S :=∑
i∈S |i〉〈i| for some subset of indices S ⊆ [d].
An incoherent operation is a completely positive trace-

preserving (CPTP) map, expressed as

�(·) =
N∑

α=1

Kα (·)K†
α , (2)

where the Kraus operators Kα satisfy not only
∑N

α=1 K†
αKα =

I but also KαIK†
α ⊆ I for all Kα , i.e., each Kα transforms an

incoherent state into an incoherent state, and such Kα is called
an incoherent Kraus operator (incoherent operator). Next, we
remind the reader of the notion |Vj|i〉 denoted by [18]

|Vj|i〉 :=

⎛
⎜⎜⎜⎜⎝

〈 j|K1|i〉
〈 j|K2|i〉

...

〈 j|KN |i〉

⎞
⎟⎟⎟⎟⎠. (3)

The following lemma characterizes Kraus operators belong-
ing to an incoherent operation.

Lemma 1. [18,42–45]
(a) For an incoherent operation � = ∑N

α=1 Kα (·)K†
α , the

incoherent Kraus operators Kα with the form

Kα =
∑

i

cαi| fα (i)〉〈i|

satisfy the following equation:∑
j

〈Vj|i|Vj|i′ 〉 = δii′ , (4)

where fα : {1, . . . , d} → {1, . . . , d}.
(b) For an incoherent Kraus operator Kα , there is at most

one nonzero element in each column of Kα . In other words,
each incoherent Kraus operator can be represented by the
following form:

Kα =
(∑

i

cαi| f �
α (i)〉〈i|

)
Pα, (5)

where f �
α : {1, . . . , d} → {1, . . . , d} is a nondecreasing func-

tion, and Pα is a permutation operator.
We note that the coefficients of the incoherent operator

K� = ∑
i cαi| f �

α (i)〉〈i|, where f �
α : {1, . . . , d} → {1, . . . , d} is

a nondecreasing function, mentioned in Lemma 1(b), are
arranged in a ladder type, as shown in Fig. 2.

A dephasing-covariant operation is a CPTP map that pos-
sesses covariance with the completely dephasing map, i.e.,
� ◦ � = � ◦ �. The operation class of dephasing-covariant
operations can be regarded as inherently classical, since any
classical (incoherent) observer is unable to distinguish �(ρ)
from � ◦ �(ρ). For the form of Kraus operators belonging to
a dephasing-covariant operation, there is the following lemma.

Lemma 2. [18] For a dephasing-covariant operation
� = ∑N

α=1 Kα (·)K†
α , there exists a conditional probability
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FIG. 2. K� is a ladder-form operator.

distribution {r j|i} such that

〈Vj|i|Vj′|i〉 = r j|iδ j j′ , (6)

〈Vj|i|Vj|i′ 〉 = r j|iδii′ . (7)

In addition, using the linear properties among the column
vectors in the square root of coherent state

√
ρ, the problem of

outputting any pure coherent state for an individual incoherent
operator has the following sufficient and necessary conditions.

Lemma 3. [46] Given a d-dimensional coherent state ρ,

write
√

ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then the following state-
ments are equivalent:

(a) There exists an incoherent operator Kα such that the

corresponding output state KαρK†
α

Tr(KαρK†
α )

is a pure coherent state
ϕm (d � m � 2).

(b) There is a subset S ⊆ {1, . . . , d} (S �= ∅) which can
be partitioned into m disjoint subsets Ss (s = 1, . . . , m)
such that for all s = 1, . . . , m, the column vectors |ρi〉 (i ∈
Ss) are nonzero vectors, and the intersection of the
subspaces span({|ρi〉}i∈Ss ) includes nonzero vectors, i.e.,
dim[

⋂m
s=1 span({|ρi〉}i∈Ss )] > 0.

(c) There is a subset S ⊆ {1, . . . , d} (S �= ∅) which can be
partitioned into m disjoint subsets Ss (s = 1, . . . , m) such that
for all s = 1, . . . , m, the column vectors |ρi〉 (i ∈ Ss) are not
only nonzero vectors but also linearly independent, and the
intersection of the subspaces span({|ρi〉}i∈Ss ) includes nonzero
vectors, i.e., dim[

⋂m
s=1 span({|ρi〉}i∈Ss )] > 0.

III. GENERALIZED PHYSICALLY INCOHERENT
OPERATIONS

According to the definition of DIOs, their intrinsic prop-
erty is the commutativity with the completely dephasing
map, while the intrinsic property of IOs is that there is
a Kraus operator representation preserving-incoherent for
every operator. Combining these two concepts, a genuine
dephasing-covariant incoherent operation is both an incoher-
ent operation and a dephasing-covariant operation. That is
DIIOs, which are first proposed in Ref. [21]. Formally, DIIOs
have the following definition.

Definition 1. [21] A dephasing-covariant incoherent IO is
a CPTP map that admits a Kraus operator representation as
�(·) = ∑N

α=1 Kα (·)K†
α , where � ◦ � = � ◦ � and KαIK†

α ⊆
I for each α.

Combining Lemma 1 and Lemma 2, we can get the follow-
ing lemma.

Lemma 4. Let � be an incoherent operation with Kraus
incoherent operators {Kα}N

α=1. � is a dephasing-covariant
incoherent IO if and only if, for all i �= i′, the following
equation holds:

〈Vj|i|Vj|i′ 〉 = 0. (8)

Proof. According to Lemma 1(b), we obtain that the
nonzero entries of vectors Vj|i and Vj′|i ( j �= j′) are in different
rows. Thus, 〈Vj|i|Vj′|i〉 = 0 holds, for all j �= j′. And, Eq. (4)
in Lemma 1(a) shows that there is a conditional probability
distribution {r j|i} that satisfies

〈Vj|i|Vj′|i〉 = r j|iδ j j′ . (9)

Combining Lemma 2, we get that �(·) is also a dephasing-
covariant operation if and only if the above conditional
probability distribution {r j|i} satisfies

〈Vj|i|Vj|i′ 〉 = r j|iδii′ . (10)

Combining Eqs. (9) and (10), we obtain that if an IO �

satisfies

〈Vj|i|Vj|i′ 〉 = 0 (i �= i′),

then � is also a DIO. �
It should be noted that all CPTP maps satisfying Kα ◦ � =

� ◦ Kα for all α are referred to as SIOs. Therefore, any SIO is
a dephasing-covariant incoherent IO, i.e., SIOs ⊂ DIIOs.

As a supplement, we remind the reader that, for any two
IOs �1 and �2, their concatenation �1 ◦ �2 and convex com-
bination p�1 + (1 − p)�2 (0 � p � 1) remain IOs. These
properties occur simultaneously in the operation set of DIOs.
With this knowledge, it is easy to show that, for any two
DIIOs �1 and �2, their concatenation �1 ◦ �2 and convex
combination p�1 + (1 − p)�2 (0 � p � 1) remain DIIOs.

We now introduce a class of DIIOs with a simple Kraus
operator structure. And, the set of operations induced by this
class of operations can be regarded as a generalization of
PIOs.

Lemma 5. Let �� be an incoherent operation with Kraus
incoherent operators {K�

α}N
α=1. �� is a dephasing-covariant

incoherent IO, if there is a permutation operator P such that
for all α, the incoherent operator K�

α has the following form:

K�
α =

(∑
i

cαi

∣∣ f �(i)
〉〈i|

)
P, (11)

where f � : {1, . . . , d} → {1, . . . , d} is a nondecreasing func-
tion and coefficients cαi satisfy Eq. (4).

Proof. With the definition of Eq. (11), note that all inco-
herent operators K�

α share the same coefficient arrangement,
as shown in Fig. 2, with respect to the permutation operator P.

In other words, if f �(i) �= j, the vectors Vj|i are zero vectors.
According to Lemma 1(a), we have the following derivation:

d∑
j=1

〈Vj|i|Vj|i′ 〉 = 〈Vj�|i|Vj�|i′ 〉 = δii′ , (12)

where j� = f �(i) = f �(i′). Therefore, there is a conditional
probability distribution {r j|i}, such that

〈Vj|i|Vj|i′ 〉 = r j|iδii′ ,

062424-3



PING LI AND YONGMING LI PHYSICAL REVIEW A 109, 062424 (2024)

where if j = f �(i), then r j|i = 1; otherwise, r j|i = 0. Accord-
ing to Lemma 4, we obtain that �� is a DIIO. �

It should be noted that when any incoherent projection op-
erator �S (S ⊆ {1, . . . , d}) acts on a DIIO �� formed by the
Kraus operators in Lemma 5, on the corresponding subspace
�S (H ), the resulting mapping given by

K�
α =

(∑
i

cαi

∣∣ f �(i)
〉〈i|

)
P�S (13)

is still a DIIO with the same form. The reason is that there
exists a conditional probability distribution {r j|i}i∈S , such that

〈Vj|i|Vj|i′ 〉 = r j|iδii′ ,

〈Vj′|i|Vj|i〉 = r j|iδ j j′ ,

where i, i′ ∈ S and if j = f �(i), then r j|i = 1; otherwise,
r j|i = 0.

Practically, PIOs are a class of operations obtained by ma-
nipulating both the primary and ancillary systems, and these
operations do not generate coherence on either system. The
Kraus operators belonging to PIOs can be characterized as
follows.

Lemma 6. [26] A physically incoherent operation can be
thought of as a convex combination of “elementary PIOs”
each acting as

�(·) =
N∑

α=1

Uα�Sα
(·)�Sα

U †
α , (14)

where Uα = ∑
i eiθi |Pα (i)〉〈i| are incoherent unitary operators

and {�Sα
}α form a complete set of incoherent projectors∑N

α=1 �Sα
= I.

Below we present the definition of gPIOs by using a similar
construction in Lemma 6.

Definition 2. A generalized physically incoherent opera-
tion can be thought of as a convex combination of “elementary
gPIOs” each acting as

�(·) =
∑
βα

K�
βα�Sβ

(·)�Sβ
K�†

βα, (15)

where ��
β (·) = ∑

α K�
βα (·)K�†

βα are DIIOs, as shown in Lemma
5, and {�Sβ

}β form a complete set of incoherent projectors∑
β �Sβ

= I.
Note that for any two gPIOs �1 and �2, their concatena-

tion �1 ◦ �2 and convex combination p�1 + (1 − p)�2 (0 �
p � 1) remain gPIOs. Furthermore, it should be noted that
the convex combination of elementary gPIOs in Definition 2
includes all PIOs, because incoherent unitary operator Uα =∑

i eiθi |Pα (i)〉〈i|, satisfying the form of Eq. (11).
However, gPIOs do not include all SIOs. For example, the

SIOs that implement the conversions between pure coherent
states in Ref. [47] do not belong to gPIOs—specifically, when
we want to bring a pure coherent state |ψ〉 = ∑d

i=1 ψi|i〉 to
another pure coherent state |ϕ〉 = ∑d

i=1 ϕi|i〉 with �(ψ )↓ ≺
�(ϕ)↓ using a SIO. Here, the superscript ↓ represents that
all elements are arranged in a nonincreasing order. For two
probability vectors p = {pi} and q = {qi}(i = 1, . . . , d ) ar-
ranged in nonincreasing order, p is said to be majorized by
q, i.e., p ≺ q if

∑l
i=1 qi �

∑l
i=1 pi for l = 1, . . . , d − 1 and

∑d
i=1 pi = 1 = ∑d

i=1 qi. Since pure states are extreme points
of the set of states, in the task of pure-state transformation,
SIO has the following Kraus incoherent operator form:

Kα = Pα

(
√

pα

d∑
i=1

aαi

ψi
|i〉〈i|

)
,

where Pα (aα1, aα2, . . . , aαd )T = (ϕ1, ϕ2, . . . , ϕd )T and
pα = Tr(KαρK†

α ). Observe that the single operator
Pα (

∑d
i=1

aαi
ψi

|i〉〈i|) cannot form a trace-preserving operation,
thus, this SIO is not a gPIO. In a sense, we will learn that
gPIOs cannot transform one pure coherent state into another
pure coherent state, but directly excavate the pure coherence
properties inherent in the quantum state itself.

The block coherence theory was introduced in Ref. [6]. We
adopt the framework proposed in Refs. [48,49] to physically
implement arbitrary gPIO �� in Lemma 5, which is the core
operation used to construct gPIOs.

Consider a quantum system associated with a d-
dimensional Hilbert space H . One has partition H = ⊕m

s=1Hs

into orthogonal subspaces Hs of dimension dim(Hs) = ds,
for which

∑m
s=1 ds = d . Correspondingly, one gets a projec-

tive measurement � = {�s}m
s=1, with each projector satisfying

�s(H ) = Hs. A state σ B on H is called block incoherent (BI)
with respect to � if

�sσ
B�s′ = 0, ∀ s �= s′.

A CPTP map � is called block incoherent if it admits an
expression of Kraus operators � = {Kα}α such that the fol-
lowing equation holds:

�sK
B
α σ BKB†

α �s′ = 0, ∀ s �= s′

for any block incoherent state σ B.

The operational protocol concerning a gPIO ��, as shown
in Lemma 5, consists of three main steps. The first step
finds the partition H = ⊕m

s=1HSs associated with the inco-
herent projective measurement � = {�Ss}, where all subsets
Ss ⊂ {1, . . . , d} (s = 1, . . . , m) satisfy P(i) = s (i ∈ Ss) for
the permutation operator P in Eq. (11), the second step

performs block incoherent operation �α = {KB
α }�

N
min{d1,...,dm } �

α=1 ,
and the third step destructively measures � = {|i1〉〈i1|i1∈HS1

+
|i2〉〈i2|i2∈HS2

+ · · · + |im〉〈im|im∈HSm
} in every subspaces HSs .

Here, KB
1 has the following form:

KB
1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

|K�
1 〉(1)

|K�
2 〉(1)

...

|K�
min{d1,...,dm}〉(1)

�

...

|K�
1 〉(m)

|K�
2 〉(m)

...

|K�
min{d1,...,dm}〉(m)

�

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

P,
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FIG. 3. K�†K� is a block matrix.

where |K�
α〉(s) is the sth row vector of Kraus operator K�

αP† =

(

|K�
α〉(1)

|K�
α〉(2)

...

|K�
α〉(m)

) and � represents the all-zeros matrix of appropriate

size. Other operators KB
α (α � 2) are constructed similarly.

IV. COHERENT STATES’ TRANSFORMATION VIA
GENERALIZED PHYSICALLY INCOHERENT

OPERATIONS

We first provide an observation that shows the relationship
between the nonzero coefficients of a single incoherent oper-
ator and the number of incoherent operators involved in the
entire IO. In other words, for the given incoherent operator,
the complementary incoherent operators need to be investi-
gated to meet the requirement of completion identity. For the
class of ladder incoherent operator K� in Eq. (5), the matrix
of K�†K� is a block matrix, as shown in Fig. 3. Therefore, it
is enough to consider the properties on one of the submatrix
blocks. We get the following lemma concerning the number
of incoherent operators.

Lemma 7. Let incoherent Kraus operators {Kα}N
α=1 com-

pose an incoherent operation �. Suppose K1 has the following
form of ⎛

⎜⎜⎜⎝
� · · · �︸ ︷︷ ︸

t

0 · · · 0

...
...

0 · · · 0 · · ·

⎞
⎟⎟⎟⎠P1,

where � represents a nonzero number in some row, then the
number of incoherent operators {Kα}N

α=1 is at least t , i.e.,
N � t .

The proof is given in Appendix B. Lemma 7 shows that, for
a certain incoherent operator Kα , which has at most t nonzero
elements in the same row, the number of its complementary
incoherent operators, which are needed to construct an IO,
exceed t − 1.

To investigate the operational capability of gPIOs in Defi-
nition 2, we arrive at the following proposition.

Proposition 1. Given a d-dimensional coherent state ρ,

write
√

ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then, the implication
(a) ⇒ (b) holds:

(a) There is a subset S ⊆ {1, . . . , d} with Tr(ρ[S]) = 1
which contains a subset S1 with |S1| > � |S|

m � such that

�(ρ)[S] =
∑

i

〈ρi|ρi〉|l (i)〉〈l (i)| (16)

is positive definite and the following equations hold:

det(ρ[S]) = 0, (17)

det(ρ[S1]) > 0, (18)

where l : S → {1, . . . , |S|} is a strictly increasing bijection.
(b) There exists no generalized physically incoherent op-

eration �(·) such that the corresponding output state �(ρ) is
a pure coherent state ϕm (d � m � 2).

For the proof, see Appendix C. Proposition 1 shows that
if the rank of the initial state ρ is greater than rank[�(ρ)]

rank[�(ϕm )] ,
it will prevent the transformation into this desired coher-
ent state ϕm, even a pure-coherent state ensemble {pα, ϕα

m}.
Specifically, this conclusion provides a no-go theory for de-
terministic coherence distillation [38] under gPIOs, namely,
when rank(ρ) >

rank[�(ρ)]
m , one cannot certainly distill the

maximally coherent state �m through gPIOs.
Based on the Lemma 9 (see Appendix D), we have the

following theorem, which describes a sufficient condition for
obtaining a pure-state ensemble {pα, ϕα

m} (d � m � 2) using
gPIOs, as shown in Lemma 5.

Theorem 1. Given a d-dimensional coherent state ρ, write√
ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then the implication (a) ⇒ (b)

holds,
(a) There is a subset S ⊆ {1, . . . , d} with Tr(ρ[S]) = 1

which can be partitioned into m (m � 2) disjoint subsets
Ss (s = 1, . . . , m) with |S1| = |S2| = · · · = |Sm|, and
rank[(|ρi〉)i∈S1 ] = rank[(|ρi〉)i∈S2 ] = · · ·= rank[(|ρi〉)i∈Sm ] such
that

�(ρ)[S] =
∑
i∈S

〈ρi|ρi〉|l (i)〉〈l (i)| (19)

is positive definite and, for s = 1, . . . , m − 1, the following
equations hold:

ρ[Ss]
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss] =
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss]ρ[Ss],

(20)

λ(ρ[Ss])λ(ρ[Ss+1])

= λ(
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss])λ(
√

ρ[Ss+1, Ss]ρ[Ss, Ss+1]),

(21)

where l : S → {1, . . . , |S|} is a strictly increasing bijection
and λ(M ) is the eigenvalues diagonal matrix of positive-
semidefinite matrix M in the corresponding eigenvector basis.

(b) There exists a generalized physically incoherent opera-
tion ��(·), as shown in Lemma 5, such that the corresponding
output state ��(ρ) is a pure-state ensemble {pα, ϕα

m} (d �
m � 2).

Proof. Without loss of generality, we assume directly that
�(ρ) = ∑d

i=1〈ρi|ρi〉|i〉〈i| > 0. According to Lemma 9, there
are m t × t − unitary matrices Vs and m t × t − diagonal ma-
trices Ds (t = d

m ; s = 1, . . . , m) such that (|ρi〉)i∈S1V1D1 =
(|ρi〉)i∈S2V2D2 = · · · = (|ρi〉)i∈SmVmDm, where the disjoint

062424-5



PING LI AND YONGMING LI PHYSICAL REVIEW A 109, 062424 (2024)

subsets satisfy
⋃m

s=1 Ss = {1, . . . , d}. Therefore, there is a
disjoint-subset partition of S = {1, . . . , d} such that ρ has
a permutation-equivalence density matrix with the following
form:

PρP† =

⎛
⎜⎜⎜⎜⎝

V1A11V
†

1 V1A12V
†

2 · · · V1A1mV †
m

V2A21V
†

1 V2A22V
†

2 · · · V2A2mV †
m

...
...

...

VmAm1V
†

1 VmAm2V
†

2 · · · VmAmmV †
m

⎞
⎟⎟⎟⎟⎠, (22)

where P is a permutation operator, Ai j are diagonal matrices,
AiiA j j = Ai jA ji, and i, j = 1, . . . , m.

Without loss of generality, suppose that

ρ =

⎛
⎜⎜⎜⎜⎝

V1A11V
†

1 V1A12V
†

2 · · · V1A1mV †
m

V2A21V
†

1 V2A22V
†

2 · · · V2A2mV †
m

...
...

...

VmAm1V
†

1 VmAm2V
†

2 · · · VmAmmV †
m

⎞
⎟⎟⎟⎟⎠, (23)

where Ai j are diagonal matrices, AiiA j j = Ai jA ji, and i, j =
1, . . . , m. We construct a gPIO ��, whose incoherent opera-
tors {K�

α} have the following form:

K�
α =

⎛
⎜⎜⎜⎜⎝

〈v1α| � · · · �

� 〈v2α| · · · �

...
...

. . .
...

� � · · · 〈vmα|

⎞
⎟⎟⎟⎟⎠, (24)

where |vsα〉 is the αth column vector of Vs, � repre-
sents the all-zeros matrix of appropriate size, s = 1, . . . , m,
and α = 1, . . . , t . That is to say, we express Vs as
(|vs1〉, |vs2〉, . . . , |vst 〉).

According to the above definition of incoherent operators
{K�

α}m
α=1, we get

K�
αρK�†

α =

⎛
⎜⎜⎜⎜⎝

〈α|A11|α〉 〈α|A12|α〉 · · · 〈α|A1m|α〉
〈α|A21|α〉 〈α|A22|α〉 · · · 〈α|A2m|α〉

...
...

. . .
...

〈α|Am1|α〉 〈α|Am2|α〉 · · · 〈α|Amm|α〉

⎞
⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎝

a11
α a12

α · · · a1m
α

a21
α a22

α · · · a2m
α

...
...

. . .
...

am1
α am2

α · · · amm
α

⎞
⎟⎟⎟⎟⎠,

where ai j
α = 〈α|Ai j |α〉 and i, j = 1, . . . , m. For all α,

1∑m
s=1 ass

α

⎛
⎜⎜⎜⎜⎝

a11
α a12

α · · · a1m
α

a21
α a22

α · · · a2m
α

...
...

. . .
...

am1
α am2

α · · · amm
α

⎞
⎟⎟⎟⎟⎠

is a pure coherent state, due to AiiA j j = Ai jA ji, i.e., aii
αa j j

α =
ai j

α a ji
α for all i, j = 1, . . . , m.

Finally, we can verify the completion identity of gPIO ��

with {K�
α}α in H through the following steps. Because

K�†
α K�

α =

⎛
⎜⎜⎜⎜⎝

|v1α〉〈v1α| � · · · �

� |v2α〉〈v2α| · · · �

...
...

. . .
...

� � · · · |vmα〉〈vmα|

⎞
⎟⎟⎟⎟⎠,

we obtain∑
α

K�†
α K�

α

=

⎛
⎜⎜⎜⎜⎝

∑
α |v1α〉〈v1α| � · · · �

�
∑

α |v2α〉〈v2α| · · · �

...
...

. . .
...

� � · · · ∑
α |vmα〉〈vmα|

⎞
⎟⎟⎟⎟⎠

= I.

�
The transformation protocol presented in Theorem 1 is

consistent with the distillation protocol in Refs. [14,21].
Consider partial coherence theory, which is an extension

of coherence theory [50,51]. For a bipartite quantum system
AB with Hilbert space H = HA ⊗ HB, partial coherence theory
based on Lüders measurement �L = {|iA〉〈iA| ⊗ IB}, where
{iA} is the fixed incoherent basis of party A. The free states
σ L in partial coherence theory are defined by

σ L = �L(σ L ),

where �L(·) = ∑
iA

(|iA〉〈iA| ⊗ IB)(·)(|iA〉〈iA| ⊗ IB). And, a
CPTP map �L with Kraus operators {KL

α } is called partially
incoherent if

KL
α σ LKL†

α = �L(KL
α σ LKL†

α ),

for any partial coherent state σ L. Meanwhile, it is obvious that
Lüders measurement is a projective measurement. Therefore,
when the partition of the Hilbert space H is an “isometric”
partition, the framework of block coherence is equivalent to
the framework of partial coherence. Specifically, for m|d (d >

m � 2), we have G(|i〉) = |iA〉|iB〉, where iA = i (mod m),
iB = � i

m �, and i = 1, . . . , d .
The operation in Theorem 1 can be performed in three main

steps. The first step finds the isometric partition H = ⊕m
s=1HSs

associated with disjoint-subset partition {Ss}m
s=1, the second

step performs the unitary operator U = V †
1 ⊕ V †

2 ⊕ · · · ⊕ V †
m ,

and the third step destructively measures � = {|iB〉〈iB|} in
system B, for which {|iB〉} is the fixed incoherent basis of
party B. The above process is consistent with the asymptotic
distillation protocol in Theorem 6 of Ref. [14] and the one-
shot distillation protocol in Theorem 5 of Ref. [21].

Therefore, Theorem 1 can be seen as the extension of the
distillation protocol to precisely distill any pure coherent state.
The one-shot distillation protocol in Ref. [21], which can be
used to recover the asymptotic limit in Ref. [14], belongs to
the operation set of gPIOs, which is strictly contained in the
operation set of DIIOs. This means that gPIOs overcome the
limitations of SIOs, including PIOs, under the asymptotic co-
herent distillation task. In this sense, gPIOs can be considered
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a smaller physically motivated set of coherent resource theory,
compared to DIIOs.

In addition, gPIOs can improve SIO-based bound coher-
ence, i.e., gPIOs can convert some SIO-based bound coherent
states to pure coherent states. In particular, the operation of
Theorem 4 in Ref. [43] is also a gPIO. We illustrate this fact
by the following example.

Example 1. Let ρ = 1
2 |ϕ1〉〈ϕ1| + 1

2 |ϕ2〉〈ϕ2|, where

|ϕ1〉 = 1√
5

(
1, 0,

4
√

5

5
,

2
√

5

5

)T

,

|ϕ2〉 = 1√
2

(
0, 1,

√
5

5
,

2
√

5

5

)T

.

We can obtain

√
ρ = 1√

2

⎛
⎜⎜⎜⎜⎜⎝

1
5 0 4

√
5

25
2
√

5
25

0 1
2 −

√
5

10

√
5

5
4
√

5
25 −

√
5

10
37
50

3
25

2
√

5
25

√
5

5
3
25

14
25

⎞
⎟⎟⎟⎟⎟⎠,

and rank(
√

ρ ) = 2. We get the following vectors with
√

ρ =
(|ρ1〉 |ρ2〉 |ρ3〉 |ρ4〉):

|ρ1〉 = 1√
2

(
1

5
, 0,

4
√

5

25
,

2
√

5

25

)T

,

|ρ2〉 = 1√
2

(
0,

1

2
,−

√
5

10
,

√
5

5

)T

,

|ρ3〉 = 1√
2

(
4
√

5

25
,−

√
5

10
,

37

50
,

3

25

)T

,

|ρ4〉 = 1√
2

(
2
√

5

25
,

√
5

5
,

3

25
,

14

25

)T

.

The disjoint subset partition of {1, 2, 3, 4} is provided,

S1 = {1, 2}, S2 = {3, 4}.

There are two unitary matrices I, (
2√
5

− 1√
5

1√
5

2√
5

), and two diago-

nal matrices (2 0
0 1), I, such that the following equation holds:

(|ρ1〉 |ρ2〉)

(
1 0

0 1

)(
2 0

0 1

)
= (|ρ3〉 |ρ4〉)

(
2√
5

− 1√
5

1√
5

2√
5

)

×
(

1 0

0 1

)
.

Here are the corresponding gPIO with Kraus operators K�
0 and

K�
1 , where

K�
1 =

(
1 0 0 0

0 0 2√
5

1√
5

)
,

K�
2 =

(
0 1 0 0

0 0 − 1√
5

2√
5

)
.

We have

K�
1 ρK�†

1 = 1

10

(
1 2

2 4

)
,

K�
2 ρK�†

2 = 1

2
�2,

and K�†
1 K�

1 + K�†
2 K�

2 = I.
As a supplement, we show the following equation:

ρ =

⎛
⎜⎜⎜⎜⎝

1 0 0 0

0 1 0 0

0 0 2√
5

1√
5

0 0 − 1√
5

2√
5

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

1
10 0 2

10 0

0 1
4 0 1

4
2

10 0 4
10 0

0 1
4 0 1

4

⎞
⎟⎟⎟⎟⎠

×

⎛
⎜⎜⎜⎜⎝

1 0 0 0

0 1 0 0

0 0 2√
5

− 1√
5

0 0 1√
5

2√
5

⎞
⎟⎟⎟⎟⎠.

In short, the gPIO �� can be regarded as applying a von
Neumann measurement on each subspace HS1 ⊕ HS2 ⊕ · · · ⊕
HSm of the Hilbert space H , under given disjoint-subset par-
tition {Ss}m

s=1 of S = {1, . . . , d}. When the target states are
respectively determined as an arbitrary pure coherent state
and the maximally coherent state, Theorem 1 can derive the
following two corollaries.

Corollary 1. Given a d-dimensional coherent state ρ,

write
√

ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then the implication
(a) ⇒ (b) holds:

(a) There is a subset S ⊆ {1, . . . , d} satisfying Tr(ρ[S]) =
1, which can be partitioned into m (m � 2) disjoint subsets
Ss with |S1| = |S2| = · · · = |Sm| = t, and m t × t − unitary
matrices Vs (s = 1, . . . , m) such that

�(ρ)[S] =
∑
i∈S

〈ρi|ρi〉|l (i)〉〈l (i)| (25)

is positive definite and the following equations hold:

�Sρ�S

= P

⎛
⎜⎜⎜⎜⎝

V1A11V
†

1 V1A12V
†

2 · · · V1A1mV †
m

V2A21V
†

1 V2A22V
†

2 · · · VmA2mV †
m

...
...

. . .
...

VmAm1V
†

1 VmAm2V
†

2 · · · VmAmmV †
m

⎞
⎟⎟⎟⎟⎠P†,

(26)
where l : S → {1, . . . , |S|} is a strictly increasing bijec-
tion, P is a permutation operator, Ai j are diagonal matrices,
AiiA j j = Ai jA ji, ϕ jϕ

∗
j Aii = ϕiϕ

∗
i A j j,

∑m
i=1 |ϕi|2 = 1, and

i, j = 1, 2, . . . , m.
(b) There exists a generalized physically incoherent opera-

tion ��(·), as shown in Lemma 5, such that the corresponding
output state ��(ρ) is a pure coherent state ϕm, which is
|ϕm〉 = ∑m

i=1 ϕi|i〉 (d � m � 2).
Corollary 2. Given a d-dimensional coherent state ρ,

write
√

ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then the implication
(a) ⇒ (b) holds:

(a) There is a subset S ⊆ {1, . . . , d} satisfying Tr(ρ[S]) =
1, which can be partitioned into m disjoint subsets Ss with
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|S1| = |S2| = · · · = |Sm|, such that

�(ρ)[S] =
∑
i∈S

〈ρi|ρi〉|l (i)〉〈l (i)| (27)

is positive definite and, for s = 1, . . . , m − 1, the following
equations hold:

ρ[Ss] =
√

ρ[Ss, Ss+1]ρ[Ss+1Ss], (28)

where l : S → {1, . . . , |S|} is a strictly increasing bijection.
(b) There exists a generalized physically incoherent opera-

tion ��(·), as shown in Lemma 5, such that the corresponding
output state ��(ρ) is the maximally coherent state �m (d �
m � 2).

Compared to the operational protocol of Theorem 1, the
third step involved in Corollaries 1 and 2 is to take the partial
trace over system B.

Formally, a SIO �α
SIO can be written as

�SIO
α (·) =

∑
β

PβαDβα (·)D†
βαP†

βα, (29)

where Pβα are permutation operators and Dβα are diagonal
matrices. Then, we can give an IO �, which is neither a gPIO
or a DIIO, with the following form:

�(·) =
∑

α

�SIO
α

[
K�

α (·)K�†
α

]
, (30)

where �SIO
α are SIOs and ��(·) = ∑

α K�
α (·)K�†

α is a gPIO in
Lemma 5.

The following theorem characterizes a sufficient condition
of a mixed state to a pure state transformation by an IO �(·),
as shown in Eq. (30).

Theorem 2. Given a d-dimensional coherent state ρ, write√
ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Then the implication (a) ⇒ (b)

holds:
(a) There is a subset S ⊆ {1, . . . , d} with Tr(ρ[S]) = 1,

which can be partitioned into m (d � m � 2) disjoint sub-
sets Ss with |S1| = |S2| = · · · = |Sm|, and rank[(|ρi〉)i∈S1 ] =
rank[(|ρi〉)i∈S2 ] = · · · = rank[(|ρi〉)i∈Sm ], such that

�(ρ)[S] =
∑
i∈S

〈ρi|ρi〉|l (i)〉〈l (i)| (31)

is positive definite and, for s = 1, . . . , m − 1, the following
equations hold:

ρ[Ss]
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss] =
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss]

× ρ[Ss], (32)

λ(ρ[Ss])λ(ρ[Ss+1])

= λ(
√

ρ[Ss, Ss+1]ρ[Ss+1, Ss])λ(
√

ρ[Ss+1, Ss]ρ[Ss, Ss+1]),

(33)

where l : S → {1, . . . , |S|} is a strictly increasing bijection
and λ(M ) is the eigenvalues diagonal matrix of positive-
semidefinite matrix M in the corresponding eigenvector basis.

(b) There exists an incoherent operation �(·) such that
the corresponding output state �(ρ) is a pure coherent state
ϕn (m � n � 2).

Proof. Without loss of generality, suppose that

ρ =

⎛
⎜⎜⎜⎜⎝

V1A11V
†

1 V1A12V
†

2 · · · V1A1mV †
m

V2A21V
†

1 V2A22V
†

2 · · · V2A2mV †
m

...
...

...

VmAm1V
†

1 VmAm2V
†

2 · · · VmAmmV †
m

⎞
⎟⎟⎟⎟⎠, (34)

where Ai j are diagonal matrices and AiiA j j = Ai jA ji, i, j =
1, . . . , m. According to Theorem 1, we construct a gPIO ��,

whose incoherent operators {K�
α} have the following form:

K�
α =

⎛
⎜⎜⎜⎜⎝

〈v1α| � · · · �

� 〈v2α| · · · �

...
...

. . .
...

� � · · · 〈vmα|

⎞
⎟⎟⎟⎟⎠, (35)

where |vsα〉 is the αth column vector of Vs, � repre-
sents the all-zeros matrix of appropriate size, s = 1, . . . , m,

and α = 1, . . . , t . That is to say, we express Vs as
(|vs1〉, |vs2〉, . . . , |vst 〉).

According to the above definition of incoherent operators
{K�

α}t
α=1, we get

K�
αρK�†

α =

⎛
⎜⎜⎜⎜⎝

a11
α a12

α · · · a1m
α

a21
α a22

α · · · a2m
α

...
...

. . .
...

am1
α am2

α · · · amm
α

⎞
⎟⎟⎟⎟⎠,

where ai j
α = 〈α|Ai j |α〉 and i, j = 1, . . . , m.

For all α,

1∑m
s=1 ass

α

⎛
⎜⎜⎜⎜⎝

a11
α a12

α · · · a1m
α

a21
α a22

α · · · a2m
α

...
...

. . .
...

am1
α am2

α · · · amm
α

⎞
⎟⎟⎟⎟⎠

is a pure coherent state, due to AiiA j j = Ai jA ji, i.e., aii
αa j j

α =
ai j

α a ji
α for i, j = 1, . . . , m. Because all probability distribu-

tions of m entries in decreasing order form a complete lattice
under majorization [52,53], there is a coherent pure state ϕn

satisfying the condition of

(〈α|A11|α〉, 〈α|A22|α〉, . . . , 〈α|Amm|α〉)↓ ≺ �(ϕn)↓,

such that there is a SIO �SIO
α with {Kβα}β in H to realize

KαρK†
α → ϕn definitively.
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Finally, we can verify the completion identity of IO � with {KβαK�
α}αβ in H through the following steps. Because

K�†
α

⎛
⎝∑

β

K†
βαKβα

⎞
⎠K�

α = K�†
α IK�

α =

⎛
⎜⎜⎜⎜⎝

|v1α〉〈v1α| � · · · �

� |v2α〉〈v2α| · · · �

...
...

. . .
...

� � · · · |vmα〉〈vmα|

⎞
⎟⎟⎟⎟⎠,

we obtain

∑
α

K�†
α

⎛
⎝∑

β

K†
βαKβα

⎞
⎠K�

α =
∑

α

K�†
α K�

α =

⎛
⎜⎜⎜⎜⎝

∑
α |v1α〉〈v1α| � · · · �

�
∑

α |v2α〉〈v2α| · · · �

...
...

. . .
...

� � · · · ∑
α |vmα〉〈vmα|

⎞
⎟⎟⎟⎟⎠ = I.

�

Theorem 2 provides a sufficient condition for transforming
a general quantum state into a pure coherent state through
IOs. It covers Theorem 2 in Ref. [46] that presents sufficient
conditions for the conversion. We illustrate the strategy in
Theorem 2 by the following example.

Example 2. Let ρ = 1
2 |ϕ1〉〈ϕ1| + 1

2 |ϕ2〉〈ϕ2|, where

|ϕ1〉 = 1√
5

(
1, 0,

4

5
,

2

5

)T

,

|ϕ2〉 = 1√
2

(
0, 1,

√
5

5
,

2
√

5

5

)T

.

Here are the IO with Kraus operators K0, K1, and K2, where

K1 =
(

1 0 0 0

0 0 2√
5

1√
5

)
,

K2 =
(

0 1√
5

2√
5

0

)(
0 1 0 0

0 0 − 1√
5

2√
5

)
,

K3 =
(

1√
5

0

0 2√
5

)(
0 1 0 0

0 0 − 1√
5

2√
5

)
.

Thus, we have

K1ρK†
1 = 1

10

(
1 2

2 4

)
,

K2ρK†
2 = 1

20

(
1 2

2 4

)
,

K3ρK†
3 = 1

20

(
1 2

2 4

)
,

and K†
1 K1 + K†

2 K2 + K†
3 K3 = I.

V. CONCLUSIONS

In summary, we have defined a new preserving-incoherent
operations, i.e., gPIO, and investigated the mixed state to
pure state transformation by using gPIOs. In the physical
implementation of gPIOs, it is considered free to partition the
subsystems of a quantum system. We have shown that there is

an obstacle for PIOs to output a pure coherent state caused by
the rank of the initial state. We have proved a sufficient condi-
tion for the conversion, where a pure state ensemble {pα, ϕα

m}
is selected as the output state, via the gPIOs. Consequently,
the corresponding sufficient conditions for extracting both a
general pure coherent state and the maximally coherent state
�m (m � 2) under the gPIOs are presented. Particularly, we
have shown the formal unity of these operations for extracting
pure states with the well-known two coherent distillation pro-
tocols [14,21]. Furthermore, our work advances the research
of the mixed state to pure state transformation under IOs.
We have reached a sufficient condition for the mixed state
to pure state transformation using IOs. In addition to further
exploration of the operational properties of gPIOs, for DIIOs,
we have another question of interest, namely, whether DIIOs
as a whole can be regarded as the generalization of SIOs.
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APPENDIX A: LEMMA 8

Here, we need to extend detailed discussions about
the characters of

√
ρ = (|ρ1〉, |ρ2〉, . . . , |ρd〉). Besides ρ =√

ρ
†√

ρ = (〈ρi|ρ j〉)i, j∈{1,...,d}, the following lemma gives gen-
eral properties of these column vectors |ρ1〉, |ρ2〉, . . . , |ρd〉.

Lemma 8. [54] Let |v1〉, . . . , |vd〉 be vectors in an in-
ner product space V with inner product 〈·|·〉, and let G :=
(〈vi|v j〉)i, j=1,...,d , named Gram matrix. Then,

(a) G is Hermitian and positive semidefinite;
(b) G is positive definite if and only if the vectors

|v1〉, . . . , |vd〉 are linearly independent.

APPENDIX B: THE PROOF OF LEMMA 7

Here, we present a detailed proof of Lemma 7.

062424-9
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Since
∑N

α=1 K†
αKα = ∑N

α=1 P1K†
αKαP†

1 = I, without loss
of generality, we assume that the incoherent operator K1 have
the following form:⎛

⎜⎜⎜⎝
� · · · �︸ ︷︷ ︸

t

0 · · · 0

...
...

0 · · · 0 · · ·

⎞
⎟⎟⎟⎠.

Then, according to Lemma 1(b), we obtain that the nonzero
entries of vectors |Vj|i〉 and |Vj′|i〉, ( j �= j′), are in different
rows. Thus, 〈Vj|i|Vj′|i〉 = 0 holds for all j �= j′. Let |Vi〉 =∑d

j=1 |Vj|i〉, then we will prove that vectors {|Vi〉}t
i=1 are lin-

early independent. Equipped with this property, we can get
that each vector |Vi〉 has at least t elements. By the definition

of Eq. (3), we prove that the number of the incoherent oper-
ators belonging to the IO �, which includes the incoherent
operator K1, exceed t .

Because of Lemma 1(a), a CPTP map � is an IO, and we
have

d∑
j=1

〈Vj|i|Vj|i′ 〉 = δii′ . (B1)

On the one hand, this means the vectors {|Vi〉}d
i=1 are unit vec-

tors, i.e., 〈Vi|Vi〉 = ∑d
j=1〈Vj|i|Vj|i〉 = 1. On the other hand, for

i �= i′, |Vi〉 and |Vi′ 〉 are linearly independent, since the product
of both vectors’ entry in the first row, i.e., the nonzero entry
represented by �, must be removed by the sum of the product
of some other rows’ entries, due to

∑d
j=1〈Vj|i|Vj|i′ 〉 = 0.

Then, we calculate the Gram determinant of the vectors {|Vi〉}t
i=1,

det(V †V )=det

⎛
⎜⎜⎜⎜⎝

1 〈V1|V2〉 · · · 〈V1|Vt 〉
〈V2|V1〉 1 · · · 〈V2|Vt 〉

...
...

. . .
...

〈Vt |V1〉 〈Vt |V2〉 · · · 1

⎞
⎟⎟⎟⎟⎠

t×t

= det

⎛
⎜⎜⎜⎜⎝

〈V2|(I − |V1〉〈V1|)|V2〉 〈V2|(I − |V1〉〈V1|)|V3〉 · · ·
〈V3|(I − |V1〉〈V1|)|V2〉 〈V3|(I − |V1〉〈V1|)|V3〉 · · ·

...
...

〈Vt |(I − |V1〉〈V1|)|V2〉 〈Vt |(I − |V1〉〈V1|)|V3〉 · · ·

⎞
⎟⎟⎟⎟⎠

(t−1)×(t−1)

,

where the second equation comes from diagonalizing the first row and the first column of matrix V †V and 〈V2|Vi〉 −
〈V2|V1〉〈V1|Vi〉 = 〈V2|(I − |V1〉〈V1|)|Vi〉, for all i = 1, . . . , d .

Let |V 1
i 〉 = (I−|V1〉〈V1|)|Vi〉√

〈Vi|(I−|V1〉〈V1|)|Vi〉
, i = 2, . . . , t . These vectors {|V 1

i 〉}t
i=2 are unit vectors and have nonzero numbers in the first row.

Note that for i �= i′, |V 1
i 〉 and |V 1

i′ 〉 are also linearly independent, since

〈Vi|(I − |V1〉〈V1|)2|Vi′ 〉 = 〈Vi|(I − |V1〉〈V1|)|Vi′ 〉 = 〈Vi|Vi′ 〉 − 〈Vi|V1〉〈V1|Vi′ 〉,
where the product of both vectors’ first entry will be removed by the sum of the product of some other rows’ entries.

Thus, we establish the following equation by deduction:

det(V †V ) =
t∏

i=2

〈Vi|(I − |V1〉〈V1|)|Vi〉det

⎛
⎜⎜⎜⎜⎝

1
〈
V 1

2

∣∣V 1
3

〉 · · · 〈
V 1

2

∣∣V 1
t

〉〈
V 1

3

∣∣V 1
2

〉
1 · · · 〈

V 1
3 |V 1

t

〉
...

...
. . .

...〈
V 1

t

∣∣V 1
2

〉 〈
V 1

t

∣∣V 1
3

〉 · · · 1

⎞
⎟⎟⎟⎟⎠

=
t∏

i=2

〈Vi|(I − |V1〉〈V1|)|Vi〉
t∏

i=3

〈
V 1

i

∣∣(I − ∣∣V 1
2

〉〈
V 1

2 |)∣∣V 1
i

〉 · · · t∏
i=t

〈
V t−2

i

∣∣(I − ∣∣V t−2
t−1

〉〈
V t−2

t−1

∣∣)∣∣V t−2
i

〉
> 0,

where the last inequality comes from the Cauchy-Schwarz
inequality. The important detail in the above process is that
the first vector in each of the sets {|Vi〉}t

i=1, {|V 1
i 〉}t

i=2, . . .,
{|V t−1

i 〉}t
i=t needs to have the minimum absolute value among

the first-row elements of the vectors in each corresponding
set. One can achieve this through a permutation operator.
Simultaneously, this will not change the value of the determi-
nant of V †V, because the elementary transformations applied
to the rows of the determinant need to be applied again to
the corresponding columns, i.e., det(V †V ) = det(PT V †V P),
where P is a permutation operator. Therefore, it is ensured that
the first-row element of each vector in each set is nonzero.
For example, if the first-row element of vector |V1〉 has the
minimum absolute value among the first-row elements of
all vectors {|Vi〉}t

i=1, then, according to (I − |V1〉〈V1|)|Vi〉 =

|Vi〉 − t |V1〉, where t = 〈V1|Vi〉, for which 1 > |t | > 0, and
i = 2, . . . , t , the first-row elements of all vectors {|V 1

i 〉}t
i=2 are

nonzero.
According to Lemma 8(b), we have proved that the vectors

|Vi〉t
i=1 are linearly independent.

APPENDIX C: THE PROOF OF PROPOSITION 1

We proceed to prove Proposition 1.
Without loss of generality, we assume directly that

�(ρ) = ∑d
i=1〈ρi|ρi〉|i〉〈i| > 0. Here, S = {1, . . . , d} and

|S| = d.

First, we consider the presentation of gPIOs in Lemma
5. Since the incoherent operators K�

α of the gPIO ��(·) in
Lemma 5 have the same ladder form under the permutation
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operator P, the construction of these incoherent operators
K�

α requires sharing the same disjoint-subset partition. Ac-
cording to Lemma 3, we discuss the following two cases
separately.

According to Lemma 3(c), consider that there is a disjoint-
subset partition of S = {1, . . . , d}, i.e., S can be partitioned
into m disjoint subsets Ss (s = 1, . . . , m), such that for all
s = 1, . . . , m, the column vectors of |ρi〉, (i ∈ Ss) are not only
nonzero vectors but also linearly independent, and the inter-
section of the spaces span[{|ρi〉} (i ∈ Ss)] includes nonzero

vectors, i.e.,

dim

{
m⋂

s=1

span[{|ρi〉} (i ∈ Ss)]

}
> 0.

To output the pure coherent state ϕm, there are m nonzero vec-
tors |xs〉 = (xs1, xs2, . . . , xsts )

T such that the continued equal-
ity (|ρi〉)i∈S1 |x1〉 = (|ρi〉)i∈S2 |x2〉 = · · · = (|ρi〉)i∈Sm |xm〉 holds.
The corresponding incoherent operator, which outputs the
pure coherent state ϕm, has the following form (see the proof
of Definition 2 in Ref. [46]):

Kα =

⎛
⎜⎜⎜⎜⎝

y∗
11 · · · y∗

1t1
� · · · �

� y∗
21 · · · y∗

2t2
· · · �

...
...

...

� � · · · y∗
m1 · · · y∗

mtm

⎞
⎟⎟⎟⎟⎠P,

where P is a permutation operator, rank(Kα ) = m, �

represents the all-zeros matrix of appropriate size, and
(ys1, ys2, . . . , ysts )

T = cs(xs1, xs2, . . . , xsts )
T . Here, the vector

|c〉 = (c1, . . . , cm)T is linearly dependent on the vector |ϕm〉
and there is a bijection

f : {1, . . . , d} → {11, . . . , 1t1, 21, . . . , 2t2, . . . , r1, . . . , mtm}
such that f (i) = s j, where i = 1, . . . , d, j > 0, and the bold-
face type of s = 1, . . . , m is used to mark the partition. Based
on Lemma 7, in order to construct a complete gPIO ��(·), for
each linear system

(|ρi〉)i∈Sk |xk〉 = (|ρi〉)i∈Sk′ |xk′ 〉,
for which k, k′ = 1, . . . , m and k �= k′, tk linearly independent
solutions are required. Without loss of generality, we assume

rank[(|ρi〉)i∈Sk ] � rank[(|ρi〉)i∈Sk′ ]. (C1)

Here, rank[(|ρi〉)i∈Ss ] represents the number of vectors corre-
sponding to Ss, i.e., ts = rank[(|ρi〉)i∈Ss ], for all s = 1, . . . , m.

To eliminate the tk = rank[(|ρi〉)i∈Sk ] nonzero entries in the
kth row of Kα , we need at least tk Kraus operators. Therefore,
the dimension of solution space span[(|ρi〉)i∈Sk′ ] needs to be
greater than the rank of coefficient matrix (|ρi〉)i∈Sk , i.e.,

dim[span({|ρi〉}i∈Sk′ )] = rank[(|ρi〉)i∈Sk′ ]

� rank[(|ρi〉)i∈Sk ].
(C2)

Combining Eq. (C1), we can conclude that for all k, k′ ∈
{1, . . . , m}, rank[(|ρi〉)i∈Sk ] = rank[(|ρi〉)i∈Sk′ ] holds, which
means that the disjoint-subset partition is an isometric parti-
tion, i.e., tk = tk′ .

According to Lemma 3(b), consider that there is a disjoint-
subset partition of S = {1, . . . , d}, i.e., S can be partitioned
into m disjoint subsets Ss such that for all s = 1, . . . , m, the
column vectors of |ρi〉 (i ∈ Ss) are nonzero vectors, and the in-
tersection of the spaces span[{|ρi〉} (i ∈ Ss)] includes nonzero
vectors, i.e.,

dim

{
m⋂

s=1

span[{|ρi〉} (i ∈ Ss)]

}
> 0.

Based on Lemma 7, in order to construct a complete gPIO
��(·), for each linear system

(|ρi〉)i∈Sk |xk〉 = (|ρi〉)i∈Sk′ |xk′ 〉,
for which k, k′ = 1, . . . , m and k �= k′, tk linearly independent
solutions are required. Without loss of generality, we assume

rank[(|ρi〉)i∈Sk ] � rank[(|ρi〉)i∈Sk′ ]. (C3)

Since the solution space of the nonhomogeneous linear equa-
tions (|ρi〉)i∈Sk |xk〉 = |γ 〉 (|γ 〉 �= 0) is an affine subspace
of the solution space of the homogeneous linear equations
(|ρi〉)i∈Sk |xk〉 = 0, there are only tk linearly independent so-
lutions |xk〉. Specifically, the homogeneous linear equations
(|ρi〉)i∈Sk |xk〉 = 0 have

tk − rank[(|ρi〉)i∈Sk ] (C4)

linearly independent solutions. Moreover, for a nonzero
vector |γ 〉 �= 0, the nonhomogeneous linear equations
(|ρi〉)i∈Sk |xk〉 = |γ 〉 only need to provide one solution, as the
other solutions can be expressed as linear combinations of
it and the solutions of the homogeneous linear equations
(|ρi〉)i∈Sk |xk〉 = 0. In fact, for the nonhomogeneous linear
equations (|ρi〉)i∈Sk |xk〉 = |γ 〉, the nonzero vector on the right
side can be expressed as a linear combination of the vectors
|ρi〉 (i ∈ Sk′ ). Therefore, at most there are

rank[(|ρi〉)i∈Sk′ ] = dim[span({|ρi〉}i∈Sk′ )] (C5)

linearly independent nonzero vectors. Combining Eqs. (C4)
and (C5), we can construct more than tk linearly independent
solutions only when

rank[(|ρi〉)i∈Sk′ ] � rank[(|ρi〉)i∈Sk ] (C6)

holds. In summary, we obtain that, for all k, k′ ∈ {1, . . . , m},
rank[(|ρi〉)i∈Sk ] = rank[(|ρi〉)i∈Sk′ ] holds. At the same time, for
k, k′ = 1, . . . , m, the linear system

(|ρi〉)i∈Sk |xk〉 = (|ρi〉)i∈Sk′ |xk′ 〉, (k �= k′)

only has tk linearly independent solutions |xk〉.
Therefore, when rank(ρ) � |S1| > � d

m �, we get that
the maximal linearly independent group of

√
ρ contains
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rank(ρ) vectors. Because of m · rank(ρ) > d, some vectors
of the maximal linearly independent set cannot be in-
cluded in the disjoint-subset partition of {1, . . . , d} satisfying
rank[(|ρk〉)i∈Sk ] = rank[(|ρi〉)i∈Sk′ ] for all k, k′ ∈ {1, . . . , m}.
It means that Tr(

∑
α KαρKα ) = Tr(

∑
α Kα�S′ρ�S′Kα ) < 1

holds, where S′ ⊂ {1, . . . , d}. Here, vectors |ρi〉 (i ∈ S′) do
not contain some of the column vectors in the maximal lin-
early independent set of

√
ρ. Therefore, we cannot find a

gPIO ��(·), with incoherent operators K�
α sharing the form

as Eq. (11), such that the resultant state ��(ρ) is the pure
coherent state ϕm (d � m � 2).

According to Eq. (13), for all β, the operation
��

β[�Sβ
(·)�Sβ

], for which ��
β (·) = ∑

α K�
βα (·)K�†

βα is a gPIO,
as shown in Lemma 5, and �Sβ

is an incoherent projector,
maintains the form manifested in Lemma 5 on the correspond-
ing subspace �Sβ

(H ). Thus, it satisfies the aforementioned
conclusion. That is, in order to output the pure coherent state
ϕm, the inequation rank(�Sβ

ρ�Sβ
) � � |Sβ |

m � needs to be satis-
fied, for all β. Thus, for the elementary gPIO,

�(ρ) =
∑

β

��
β (�Sβ

ρ�Sβ
), (C7)

where ��
β (·) = ∑

α Kβα (·)K†
βα are gPIOs, as shown in Lemma

5, and
∑

β �Sβ
= I, we can use the inequation rank(ρ) �∑

β rank(�Sβ
ρ�Sβ

) � ∑
β� |Sβ |

m � � � d
m � to prove the propo-

sition holds. That is, the inequation rank(ρ) > � d
m � implies

the existence of an incoherent projector �Sβ
that makes the

inequation rank(�Sβ
ρ�Sβ

) > � |Sβ |
m � hold. Finally, we can di-

rectly derive that the proposition holds for every gPIO, which
is a convex combination of elementary PIOs.

APPENDIX D: THE PROOF OF LEMMA 9

Here, we provide the equivalent conditions for the exis-
tence of isometric disjoint-subset partitions, which can be
viewed as a generalization of Lemma 6 in Ref. [46]. For two
index sets S1, S2 ⊆ {1, . . . , d}, we denote by M[S1, S2] the
submatrix of entries that lie in the rows of M indexed by M1

and the columns of M indexed by M2.

Lemma 9. Let |v1〉, . . . , |vd〉 be vectors in an inner product
space V with inner product 〈·|·〉, and let G = (〈vi|v j〉)i, j=1,...,d .

For two disjoint subsets S1, S2 ⊆ {1, . . . , d} with |S1| = |S2|
and rank[(|vi〉)i∈S1 ] = rank[(|vi〉)i∈S2 ], the following state-
ments are equivalent,

(a) There are two unitary matrices U1,U2 and three diag-
onal matrices D1, D2, D which are |S1| × |S1| matrices, such
that

(|vi〉)i∈S1U1D1 = (|v j〉) j∈S2U2D2 (D1)

and

D = D1U
†
1 (〈vi|v j〉)i, j∈S1U1D1

= D2U
†
2 (〈vi|v j〉)i, j∈S2U2D2. (D2)

(b) The principal submatrices G[S1] and G[S2] satisfy the
following two equations:

G[S1]
√

G[S1, S2]G[S2, S1] =
√

G[S1, S2]G[S2, S1]G[S1],

(D3)

λ(G[S1])λ(G[S2])

= λ(
√

G[S1, S2]G[S2, S1])λ(
√

G[S2, S1]G[S1, S2]), (D4)

where λ(M ) is the eigenvalues diagonal matrix of positive-
semidefinite matrix M in the corresponding eigenvector basis.
Here, the left singular vectors of G[S1, S2] (the eigenvectors
of G[S1]) uniquely determine the right singular vectors of
G[S1, S2] (the eigenvectors of G[S2]).

Proof. First, let us show our proof with the fol-
lowing example, where vector sets {|va〉, |vb〉, |vc〉}
and {|va′ 〉, |vb′ 〉, |vc′ 〉} are considered for which
{a, b, c}, {a′, b′, c′} ⊆ {1, . . . , d}, and {a, b, c}⋂{a′, b′, c′} =
∅.

According to the singular value theorem, there are unitary
matrices UL and VR such that

G[{a, b, c}, {a′, b′, c′}] =

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|va′ 〉 |vb′ 〉 |vc′ 〉)

= ULDV †
R

= ULD
1
2
11ID

1
2
22V

†
R (D5)

and

G[{a′, b′, c′}, {a, b, c}] =

⎛
⎜⎝〈va′ |

〈vb′ |
〈vc′ |

⎞
⎟⎠(|va〉 |vb〉 |vc〉

)

= VRDU †
L

= VRD
1
2
22ID

1
2
11U

†
L (D6)

due to G[{a, b, c}, {a′, b′, c′}] = G[{a′, b′, c′}, {a, b, c}]† for
the Hermitian matrix G, following Lemma 8(a), where the
matrices D, D11, and D22 are diagonal matrices. Here, (·)a

(a ∈ R) is an operator function and the diagonal matrices D11

and D22 satisfy

D11 = λ(G[S1]), D22 = λ(G[S2]).

According to Eqs. (D3) and (D4), let us show if

G[{a, b, c}] =
⎛
⎝〈va|

〈vb|
〈vc|

⎞
⎠(|va〉 |vb〉 |vc〉

)
= ULD11U

†
L

= ULD
1
2
11ID

1
2
11U

†
L (D7)

and

D11D22 = D2 (D8)

hold, then vector sets {|va〉, |vb〉, |vc〉} and {|va′ 〉, |vb′ 〉, |vc′ 〉}
are quasi-unitary equivalent.
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Then, combined with Eqs. (D5), (D7), and (D8), the fol-
lowing reasoning process is presented:

(
I �

� �

)
= D

− 1
2

11 U †
L

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|va′ 〉 |vb′ 〉 |vc′ 〉)VRD

− 1
2

22

= D
− 1

2
11 U †

L

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|ρa〉 |ρb〉 |vc〉)ULD

− 1
2

11 ,

where � represents the all-zeros matrix of appropriate size.
We get the desired result,

(|va〉 |vb〉 |vc〉)ULD
− 1

2
11 = (|va′ 〉 |vb′ 〉 |vc′ 〉)VRD

− 1
2

22 ,

and

D
− 1

2
22 V †

R

⎛
⎜⎝〈va′ |

〈vb′ |
〈vc′ |

⎞
⎟⎠(|va′ 〉 |vb′ 〉 |vc′ 〉)VRD

− 1
2

22 =
(
I �

� �

)

= D
− 1

2
11 U †

L

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|ρa〉 |ρb〉 |vc〉)ULD

− 1
2

11 .

Conversely, let us assume there are two unitary matrices
U1,U2 and three diagonal matrices D1, D2, D which are |S1| ×
|S1| matrices, such that

(|va〉 |vb〉 |vc〉)U1D1 = (|va′ 〉 |vb′ 〉 |vc′ 〉)U2D2,

and

D = D1U
†
1

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|va〉 |vb〉 |vc〉)U1D1

= D2U
†
2

⎛
⎜⎝〈va′ |

〈vb′ |
〈vc′ |

⎞
⎟⎠(|va′ 〉 |vb′ 〉 |vc′ 〉)U2D2. (D9)

Then, we have the following equation

G[{a, b, c}, {a′, b′, c′}] =

⎛
⎜⎝〈va|

〈vb|
〈vc|

⎞
⎟⎠(|va′ 〉 |vb′ 〉 |vc′ 〉)

= U1D−1
1 DD−1

2 U †
2 (D10)

and

G[{a′, b′, c′}, {a, b, c}] =

⎛
⎜⎝〈va′ |

〈vb′ |
〈vc′ |

⎞
⎟⎠(|va〉 |vb〉 |vc〉

)

= U2D−1
2 DD−1

1 U †
1 (D11)

Thus, we can deduce that there are unitary matrices Vi and
diagonal matrices Ai j (i, j = 1, 2) such that G[S1 ∪ S2] has
the following permutation-equivalence density matrix:

(
V1A11V

†
1 V1A12V

†
2

V2A21V
†

1 V2A22V
†

2

)
, (D12)

where A11A22 = A12A21. According to Eq. (D12), the corre-
sponding submatrices are easily checked to satisfy Eqs. (D3)
and (D4).

And, for more general cases, it can be proved by the same
method as mentioned above. �
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