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Scalable algorithms for calculating power functions of random quantum states in the noisy
intermediate-scale quantum era
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This article focuses on the development of scalable and qubit-efficient algorithms for computing power
functions of random quantum states. Two algorithms, based on the Hadamard Test and Gate Set Tomography,
are proposed. We provide a comparative analysis of their computational outcomes, accompanied by a meticulous
evaluation of inherent errors in the Gate Set Tomography approach. The second algorithm exhibits a significant
reduction in the utilization of two-qubit gates compared to the first. Consequently, the second algorithm exhibits
reduced susceptibility to noise. As an illustration, we apply both methods to compute the von Neumann entropy
of randomly generated quantum states. We evaluate the performance of two algorithms by applying noise
obtained from actual superconducting systems. The numerical simulation indicates that, in the majority of
scenarios, the second algorithm outperforms the first.
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I. INTRODUCTION

Random quantum states form the foundational basis for
our understanding of quantum information [1,2], black holes
[3,4], and related fields. Numerous important functions of
random states, such as Renyi entropy, von Neumann entropy,
quantum Fisher information, the fidelity of random states,
virtual distillation, and separation of density matrices [5–11],
play crucial roles in quantum information, condensed mat-
ter physics, quantum chemistry, and beyond [12–18]. In the
context of quantum computing applications, nolinear sub-
routines are also expected to be of significant importance.
The exploration of quantum neural networks and kernel
methods highlights an ongoing interest in utilizing quan-
tum computational models for advanced applications [19,20].
Kernel methods depend on nonlinear encodings, which re-
quire the capability to execute nonlinear quantum operations.
Additionally, the capacity to solve nonlinear equations on
quantum platforms through these subroutines [21] could en-
hance computational approaches in various fields, including
finance [22] and fluid dynamics [23,24]. Moreover, lever-
aging nonlinear subroutines for improved signal detection
in the presence of noise may also advance error mitigation
techniques, showcasing the versatility of these operations in
quantum computing [10,25]. Quantum computing is consid-
ered to possess the capability to address numerous problems
more swiftly than classical computing systems [18,26–28].
The current development of quantum devices is situated in
the noisy intermediate-scale quantum (NISQ) era, charac-
terized by the handling of qubits in the tens or hundreds,
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accompanied by inevitable quantum noise [29–31]. Exploiting
the advantages and addressing the challenges of NISQ quan-
tum computers, we tackle the fundamental yet challenging
task of developing algorithms for computing nonlinear func-
tions of random quantum state.

Prior methodologies for nonlinear transformations relied
on simultaneously preparing multiple copies of a quantum
state [5,32–35] and collective measurements [33–35]. These
approaches necessitated a large number of qubits. For in-
stance, when computing Tr{ρm}, with ρ representing the
density matrix defined over n qubits, these methods re-
quired nm qubits. However, in the NISQ era, the number of
qubits is still insufficient, rendering it inadequate to achieve
quantum advantage within these algorithms [29]. Conversely,
researchers have advocated for constructing the classical
shadow of ρ and subsequently employing it to compute the
purity Tr{ρ2} [36–42]. While this approach still entails ex-
ponential resources relative to the number of qubits, it is
perceived as an improvement over traditional state tomogra-
phy [43]. Nevertheless, ongoing exploration of such methods
is delimited to purity, which corresponds to quadratic func-
tions of the density matrix. For higher-order functions like
Tr{ρm}, there is no verified indication that these methods
sustain an advantage over classical approaches.

To more efficiently exploit quantum computers in the NISQ
era, we aim to design algorithms that employ the same num-
ber of qubits as ρ, and the circuit depth exhibits polynomial
growth with the order of nonlinear function. A technique for
generating random states involves initiating from an initial
state and applying quantum gates randomly based on a spe-
cific probability distribution. The resultant final states post the
application of diverse quantum gates to the initial state might
not be orthogonal. We ascertain the presence of the algorithm
we want, assuming the knowledge about how to construct the
intended random state by utilizing random circuits.
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In this study, we introduce two distinct algorithms, both
characterized by their shared utilization of the Grover gate
G = I − 2|0〉〈0|. The primary aim of both algorithms is to
compute the power series expansion Tr{ρm} for a nonlinear
function in the context of a multiqubit quantum random state
ρ. The first algorithm is based on the Hadamard Test (HT).
It involves transforming an auxiliary qubit (usually |0〉〈0|)
into a superposition state using the Hadamard gate. After
a controlled gate operation, another Hadamard gate extracts
essential data, finalizing the calculation. Our algorithm is
Hadamard Test-based but introduces an innovative approach:
we deploy a quantum pure state circuit to simulate Tr{Gm−1ρ}
computation for a quantum random state, by employing
weighted averages across multiple measurements. The second
algorithm begins by mathematically converting the calcula-
tion of Tr{ρm} for the desired quantum state into Tr{Gm}. A
comprehensive understanding of Gm is acquired through Gate
Set Tomography (GST) [44,45] in a subspace, facilitating the
calculation and estimation of Tr{Gm} through mathematical
processing. Compared to the Hadamard Test-based algorithm,
this approach entails fewer qubits and two-qubit gates within
the circuit, making it less affected by noise. Moreover, this
method introduces a result-processing technique rooted in
reconstruction. Both of these algorithms are scalable, with
their time complexity growing polynomially with the number
of qubits.

The structure of this paper is outlined as follows. We
begin by introducing the Hadamard test-based algorithm in
Sec. II. Subsequently, we explain the application of the GST
method in Sec. III for extracting relevant information from
the subspace. Section IV is devoted to error analysis and com-
plexities. In Sec. V, we present computational results garnered
from the preparation of the random quantum state ρ and the
subsequent application of both algorithms. Notably, we com-
pare the variations in calculations for the identical quantum
state when utilizing the two distinct algorithms. Furthermore,
we evaluate the performance of both algorithms by employing
noise models derived from actual devices. A concise summary
of this article is offered in Sec. VI.

II. TRACE ESTIMATION OF HADAMARD TEST

A. Theoretical part of Hadamard test

In this section, we show how to calculate Tr{ρm} using HT
[46–49]. Firstly, we show how the quantum state is encoded
in a quantum channel.

Suppose the n-qubits random quantum state is given by
ρ =∑α

i=1 piUi|0〉〈0|⊗nU †
i =∑α

i=1 pi|ψi〉〈ψi|, where α ran-
dom unitary gates Ui and probabilities pi are known. Define
the G gate as G =∑α

j=1 p jUjG0U
†
j , where G0 = I2n −

2|0〉〈0|⊗n is the Grover operator. Then we can express the
quantum channel as G = I2n − 2ρ, and Gk = (I2n − 2ρ)k . In
this way, We encode the state ρ into a nonunitary quantum
channel G.

Next, we show how HT works. In general, one ancilla qubit
is required for HT. The quantum circuit is shown in Fig. 1. The
computation process is as follows.

FIG. 1. Illustrative diagram of the Hadamard Test circuit, which
is divided into five regions. H denotes the Hadamard gate. Within
region C, k Controlled-G gates are applied. Finally, in region E, the
auxiliary qubit is measured on the computational basis.

In the region denoted as A, the quantum state of the circuit
at this point is given by

ρA = |0〉〈0|a ⊗ ρ. (1)

At the end of the B region, after applying the Hadamard gate,
the state of the ancillary qubit is transformed as Eq. (2)

H |0〉〈0|aH† = 1
2 (|0〉〈0|a + |0〉〈1|a + |1〉〈0|a + |1〉〈1|a). (2)

The overall state of the circuit is given by

ρB = 1
2 (|0〉〈0|a + |0〉〈1|a + |1〉〈0|a + |1〉〈1|a) ⊗ ρ. (3)

Then, the state undergoes the action of the controlled G gate
CGk :

CGk = |0〉〈0|a ⊗ I + |1〉〈1|a ⊗ Gk . (4)

Thus, the state at the end of region C is

ρC = 1
2 (|0〉〈0|a ⊗ ρ) + 1

2 |0〉〈1|a ⊗ ρ(Gk )†)

+ 1
2 |1〉〈0|a ⊗ Gkρ) + 1

2 |1〉〈1|aGkρ(Gk )†. (5)

Subsequently, the auxiliary qubit undergoes another
Hadamard gate operation. Consequently, the state at the end
of region D is then given by

ρD = 1
2 [(H |0〉〈0|aH†) ⊗ ρ + (H |0〉〈1|aH†) ⊗ ρ(Gk )†

+ (H |1〉〈0|aH†) ⊗ Gkρ + (H |1〉〈1|aH†) ⊗ Gkρ(Gk )†.

(6)

Expanding each term results as

ρD = 1
4 |0〉〈0|a ⊗ [ρ + ρ(Gk )† + (Gk )ρ + (Gk )ρ(Gk )†]

+ 1
4 |0〉〈1|a ⊗ [ρ − ρ(Gk )† + (Gk )ρ − (Gk )ρ(Gk )†]

+ 1
4 |1〉〈0|a ⊗ [ρ + ρ(Gk )† − (Gk )ρ − (Gk )ρ(Gk )†]

+ 1
4 |1〉〈1|a ⊗ [ρ − ρ(Gk )† − (Gk )ρ + (Gk )ρ(Gk )†].

(7)

The expression above can be denoted as follows:

ρD = |0〉〈0|a ⊗ a11 + |0〉〈1|a
⊗ a12 + |1〉〈0|a ⊗ a21 + |1〉〈1|a ⊗ a22. (8)

In region E, the measurement operators are defined as M0 =
|0〉〈0|a ⊗ I and M1 = |1〉〈1|a ⊗ I . The probability distribution
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ALGORITHM 1.

Input: n, pi,Ui, N

Output: Tr{ρm+1}
1: Set the initial state to |0〉⊗n+1.
2: Randomly select Ui with probability pi to act on the target
qubits.
3: Apply a Hadamard gate to the ancilla qubit.
4: Sample m times, with a 1/2 probability of adding a CG gate to
the circuit and a 1/2 probability of doing nothing.
5: Apply another Hadamard gate to the ancilla qubit.
6: Perform a computational basis measurement on the auxiliary
qubit circuit.
7: Repeat the above steps N times and take the average.

over the outcomes of the measurement are

P(0) = Tr{M0ρ
′M†

0 } = |a11|2

= 1
2 + 1

2 Tr{Gkρ}, (9)

P(1) = Tr{M1ρ
′M†

1 } = |a22|2

= 1
2 − 1

2 Tr{Gkρ}. (10)

The expression for Tr{Gkρ} can be derived, with the ultimate
goal of estimating

Tr{ρm+1} = Tr

{(
1

2
I − 1

2
G

)m

ρ

}

= 1

2m

m∑
k=0

Ck
m(−1)kTr{Gkρ}. (11)

Let pk = 1
2m Ck

m and xk = (−1)kTr{Gkρ}, the above equa-
tion can be transformed into an expectation calculation

Tr{ρm+1} =
m∑

k=0

pkxk = Ek (xk ). (12)

To estimate the expectation, we need to generate quantum
circuits using a random sampling method. For each circuit, we
sample m times, with a 1/2 probability of adding a CG gate
to the circuit and a 1/2 probability of doing nothing. After
generating multiple circuits, we take the average of the results.

B. Algorithm for calculating Tr{ρm+1}.
The pseudocode in Algorithm 1 is for calculating

Tr{ρm+1}.
III. TRACE ESTIMATION OF QUANTUM TOMOGRAPHY

A. Theoretical part of quantum tomography

Quantum tomography denotes a suite of techniques aiming
to reconstruct an unknown quantum channel or state through
experimental measurements. This process is pivotal for the
comprehensive understanding and authentication of quantum
apparatus [50–54]. Nevertheless, the scalability of quantum
tomography poses a challenge, as the indispensable measure-
ments and computational resources experience exponential
growth in tandem with qubit numbers. Note that, although the
resources required for tomography can be reduced by repre-

Step 1

Step 2

Step 3

Step 4a

Step 4b

Step 5

Step 6Step 7

Step 8

FIG. 2. The calculation of Tr{Gk} via Gate Set Tomography in-
volves several steps. Initially, step 1 entails breaking down Tr{Gk}
into individual calculations of Tr{Gk

q}. Following this, step 2 focuses
on wq, which is the representation of Tr{Gk

q} in the subspace. The
subsequent step 3 involves expanding wq by an additional dimension.
In step 4a, the matrix wq is converted into its corresponding Pauli
transfer matrix, Rwq. Similarly, step 4b involves the transformation
of w′

q into its respective Pauli transfer matrix, Rw′
q
. Step 5 then entails

calculating the traces of these matrices individually. Utilizing spe-
cific mathematical approaches in step 6 allows for the computation
of Trwq, leading to the determination of Tr{Gk

q} in Step 7. Ultimately,
step 8 completes the process, yielding Tr{Gk}, effectively reversing
the initial step.

senting quantum states as matrix product states, in the worst
case the resources required for tomography still increase ex-
ponentially with the number of bits [52,55]. In the context of
our current research problem, there is a silver lining: the sub-
space we are investigating maintains a dimension that remains
unaffected by the number of qubits. This distinctive feature
becomes particularly advantageous. In the subsequent section,
we expound on our utilization of the GST method to extract
the pertinent information from this designated subspace.

In comparison with the preceding context, the process
of preparing random quantum states adheres to the same
approach as the Hadamard Test method. This methodology
necessitates the application of an assortment of stochasti-
cally selected gates {(Ui)2n×2n , i = 1, 2, . . . , α} onto the initial
quantum state (typically |0〉〈0|⊗n), resulting in the emergence
of a random quantum state. The primary objective revolves
around the computation of Tr{ρm}, which is achieved through
the intermediary of Tr{Gm}, where G = I − 2ρ. We can ex-
press Tr{ρm} as

Tr{ρm} = 1

2m

m∑
k=0

Ck
m(−1)kTr{Gk}. (13)

Similar to the approach employed in the HT-based al-
gorithm, we can estimate this summation by leveraging
the Monte Carlo method. This involves conducting multiple
circuit samplings in accordance with their respective prob-
abilities and subsequently calculating the average. Through
this process, we can attain the sought-after value of Tr{ρm}.
The figure shown in Fig. 2 presents our computation
process through a simplified flowchart, starting from the
decomposition of Tr{Gk}, transitioning to the calculation of
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FIG. 3. Schematic diagram of a subprocess for computing Tr{Rwq } within the tomography workflow. The diagram runs from left to right,

with the boxes on the left representing the preparation of the initial state (step 1) and the measurement (step 2). The blue box on the upper right
depicts the placement of the prepared states into the circuit (step 3), where the Gk

q gate and the identity gate are inserted. Steps 4 and 5 allow
us to obtain the matrix elements of the PTMs corresponding to each of these gates. Finally, in step 6, Tr{Rwq } is indirectly obtained through a
similarity transformation.

each individual Gk
q , and then proceeding with a series of

computations within their respective subspaces. Finally, the
computed results Tr{Gk

q} are weighted and summed to obtain
the desired calculation Tr{Gk}. We illustrate the sub-process
of computing Tr{Rwq} in Fig. 3, which, together with Fig. 2,
forms the complete tomography computation process.

1. Mathematical treatment

We start with the unitary quantum gate G0:

(G0)2n×2n = I2n − 2|0〉〈0|⊗n =

⎛
⎜⎜⎝

−1 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

⎞
⎟⎟⎠. (14)

Through the application of random unitary gates Ui to the
initial gate G0, a set of α distinct gates is generated. These
gates are denoted as Gi = UiG0U

†
i . The composite gate G is

then defined as the weighted summation of these transformed
gates: G =∑α

i=1 piGi.
An insightful observation can be made that in the presence

of k occurrences of G gates within the circuit, the total count
of possible arrangements aggregates to αk . These arrange-
ments are uniquely labeled by the index q = {1, 2, . . . , αk}.
As a result, this algorithm effectively dissects the trace
Tr{Gk} of the higher-order powers of G into computations
encompassing αk arrangements denoted as Gk

q . The calcu-
lation process is thereby executed on higher-order random
quantum states via the application of a Monte Carlo method-
ology.

The corresponding probability combination
∏k

t=1 pqt is
represented as Pq. Therefore, Tr{Gk} can be expressed as

Tr{Gk} =
αk∑

q=1

PqTr
{
Gk

q

}
, (15)

where we use Gk
q to denote

∏k
t=1 Gqt for convenience.

2. Matrix representation of Gk
q

For each of the αk instances of Gk
q , a specific Gk

q is chosen
for computation where q = 1, 2, . . . , αk . In this scenario, the
calculation method is provided for arbitrary combinations,
while the computation process remains similar for other com-
binations.

Upon choosing a specific combination Gk
q , a set of k cor-

responding Gqt gates is determined, thereby giving rise to k
specific |ψqt 〉 states, where t = 1, 2, . . . , k.

For example, consider the cases

q = 1,
{
Gk

1 : G1G1 · · · G1G1︸ ︷︷ ︸
k layers

}
,

q = 2,
{
Gk

2 : G1G1 · · · G1G2︸ ︷︷ ︸
k layers

}
,

...

q = αk,
{
Gk

αk : GαGα · · · GαGα︸ ︷︷ ︸
k layers

}
.

Therefore, under the matrix background denoted as Gk
q , the

subspace dimension d is not constant. Hence, the determina-
tion of the subspace dimension relies entirely on the count of
unique gate types present in the given order q. Let us define
d as the dimension of the nontrivial subspace corresponding
to the simplified merge of Gk

q :=∏k
t=1 Gqt , while representing

the random gate sets used to prepare Gqt as Uqt , i.e., Gqt =
Uqt G0U †

qt
. Quantum states prepared by different random gates

are represented as |ψqζ
〉, ζ = 1, 2, . . . , d .

To ensure completeness, a set of state vectors {|φη〉, η =
1, 2, . . . , 2n − d} is introduced, which are orthogonal to all
the state vectors |ψqζ

〉. Due to the condition 〈ψqζ
|φη〉 = 0, it
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can be inferred that

Gk
q (|φη〉) =

⎡
⎣ d∏

ζ=1

(I − 2(|ψqζ
〉〈ψqζ

|))
⎤
⎦|φη〉 = |φη〉.

It is evident that {|φη〉, η = 1, 2, . . . , 2n − d} forms a set of
eigenstates of Gk

q with eigenvalue 1. In the representation with
2n state vectors⎧⎪⎨

⎪⎩|ψq1〉, |ψq2〉, . . . , |ψqd 〉︸ ︷︷ ︸
d terms

, |φ1〉, |φ2〉, . . . , |φη〉︸ ︷︷ ︸
(2n−d ) terms

⎫⎪⎬
⎪⎭, (16)

as the basis in the Vq space, the matrix Gk
q can be expressed as⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

w11 w12 . . . w1d 0 0 . . .

w21 w22 . . . w2d 0 0 . . .

. . . . . . . . . . . . 0 0 . . .

wd1 wd2 . . . wdd 0 0 . . .

0 0 0 0 1 0 . . .

0 0 0 0 0 . . . . . .

. . . . . . . . . . . . . . . . . . 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (17)

The top-left d × d matrix wq can be considered as a repre-
sentation of Gk

q in the d-dimensional invariant subspace Vq1

spanned by d states |ψqζ
〉. Through this expression, the calcu-

lation of Tr{Gk
q} can be performed

Tr
{
Gk

q

} = Tr{wq) + Tr{I2n−d}
= Tr{wq} + 2n − d. (18)

3. PTM representation of wq

After characterizing Gk
q , we need to obtain the trace Tr{wq}.

However, the matrix wq is unknown. wq as a mapping, finding
the trace Tr{wq} requires the use of the Pauli transfer matrix
(PTM). We denote the PTM corresponding to wq as Rwq .

Based on the previous discussion, an important relationship
can be used

Rwq |ρs〉〉 = |wq(ρs)〉〉 = |wqρsw
†
q〉〉

r, s ∈ {1, 2, . . . , d2}. (19)

For simplicity, the subscript q indicating that ρ belongs to the
ordering Gk

q will be omitted below.
Although Rwq is an d2 × d2 matrix, the vector |ρs〉〉 has

dimensions of (2n)2 × 1. Since |ρs〉〉 only has nonzero ele-
ments in the d2-dimensional subspace, the remaining part of
the vector is trivial.

By left-multiplying Eq. (19) by 〈〈ρr |, the matrix elements
of the PTM matrix (Rwq )d2×d2 are given as follows:

(Rwq )rs = 〈〈ρr |Rwq |ρs〉〉 = 〈〈ρr |wqρsw
†
q〉〉. (20)

To calculate the matrix elements (Rwq )rs of Rwq using this
method, d2 quantum states in the Hilbert-Schmidt space are
required, represented by vectors |ρr〉〉. The proof of the com-
pleteness of these states can be found in Appendix A.

We need to calculate the trace of PTM. Although we can
obtain each matrix element of the PTM sequentially through

FIG. 4. This is a quantum circuit with n-qubits used to compute
Tr{ρ†

r Gk
qρsGk

q }. First, we add the prepared state ρ†
r to the circuit.

Next, we apply the operator Gk
q . Then, we add ρs to the circuit.

the circuit, we cannot directly compute its trace because the
basis vectors in the subspace we generate are not orthogonal.
There are two feasible approaches: Schmidt decomposition to
orthogonalize its basis vectors and then directly calculate the
trace by summing the main diagonal elements; or calculate
its trace indirectly through a matrix similarity transforma-
tion. This paper adopts the GST method, which is the latter
approach of indirectly calculating the trace of PTM through
similarity transformations.

4. Gate Set Tomography

In quantum process tomography (QPT), the information
required to reconstruct each gate Rwq is contained in the
measurements of 〈〈ρr |Rwq |ρs〉〉, and Rwq is the PTM of wq in
the Hilbert-Schmidt space. QPT assumes that the initial state
and final measurements are known. In practice, these states
and measurements must be prepared using quantum gates, and
these gates {Fr, F ′

s } themselves may have imperfections [50]

〈〈ρr | = 〈〈0|Fr,

|ρs〉〉 = F ′
s |0〉〉.

Indeed, the initial states and final measurements that were
prepared using gates are not directly known and can introduce
errors in the estimation process. GST aims to characterize the
fully unknown set of gates and states [56]

R = {|ρ〉〉, 〈〈E |, Rw1 , . . . , Rwq , . . .
}
, q = 1, 2, . . . , αk .

(21)
GST has similar requirements to QPT, i.e., the ability to mea-
sure the set of gates R = {|ρ〉〉, 〈〈E |, Rw1 , . . . , Rw

αk } in the
form of expectation values

p = Tr{ρ†
r wq(ρs)} = 〈〈ρr |Rwq |ρs〉〉 = Tr{ρ†

r wqρsw
†
q}.

To simplify the expression, we use Fr, F ′
s , where (r, s =

1, 2, . . . , d2), to denote the quantum gates used for preparing
quantum states and measurements (as shown in Fig. 4), which
are Gqr (θr )Uqr and U †

qs
G†

qs
(θs), respectively. The density matri-

ces of these prepared quantum states are linearly independent.
Please refer to Appendix A for details. By constructing a
quantum circuit, it is possible to compute the d2 matrix ele-
ments of the PTM matrix Rwq . We define (Rwq )rs as follows:

(
Rwq

)
rs = 〈〈ρr |Rwq |ρs〉

〉 = 〈〈0|FrRwq Fs|0〉〉. (22)
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Inserting the completeness state into it yields

prs = (Rwq

)
rs

= 〈〈ρr |Rwq |ρs〉〉
= 〈〈0|FrRwq Fs|0〉〉
=
∑
a,b

〈〈0|Fr |a〉〉〈〈a|Rwq |b〉〉〈〈b|Fs|0〉〉

=
∑
a,b

Ara(Rwq )Bbs,

where we define

prs = (ARwq B
)

rs,

A =
∑

r

|r〉〉〈〈0|Fr,

B =
∑

s

Fs|0〉〉〈〈s|. (23)

Let R̃wq = ARwq B, the identity matrix I also serves as a
mapping, and its PTM has the following properties:

RI |ρs〉〉 = |I (ρs)〉〉 = |IρsI
†〉〉 = |ρs〉〉.

It can be observed that the action of RI is similar to the identity
matrix and its matrix elements can be expressed as follows:

(RI )rs = 〈〈ρr |RI |ρs〉〉 = Tr{ρ†
r IρsI†} = Tr{ρ†

r ρs}.
Denoting grs = (RI )rs = 〈〈ρr |ρs〉〉 = 〈〈0|FrFs|0〉〉, we can in-
sert the completeness state and obtain

grs =
∑
a,b

〈〈0|Fr |a〉〉〈〈a|b〉〉〈〈b|Fs|0〉〉 = (AB)rs. (24)

For a given combination Gk
q , let RI = AB, where A and B

are matrices. The experimental measurement value prs corre-
sponds to the rs component of the matrix A(Rwq )B, while grs

corresponds to the rs component of the matrix AB. The quan-
tum channel we reconstruct will differ from the real quantum
channel by a similarity transformation

(RI )−1R̃wq = B−1A−1ARwq B = B−1Rwq B.

Therefore, we can estimate the trace of Rwq :

Tr
{
(RI )−1R̃wq

} = Tr
{
B−1Rwq B

} = Tr
{
Rwq

}
. (25)

Based on the calculations mentioned earlier, the value of
Tr{Rwq} = |Tr{wq}|2 can be determined. However, this is not
the final result for Tr{wq}.

Note that to ensure that RI is not an ill-conditioned matrix,
it is necessary to perform subspace selection. For a detailed
analysis, please refer to Sec. IV A.

5. Mathematical processing of results

To calculate Tr{wq}, an operation involving taking the
square root is required because of |Tr{wq}|2 = Tr{Rwq}. In
general, Tr{wq} can be decomposed into real and imaginary
parts

Tr{wq} = Re[Tr{wq}] + i · Im[Tr{wq}].

Then the trace of Rwq can be expressed as

Tr
{
Rwq

} = (Re[Tr{wq}])2 + (Im[Tr{wq}])2.

In fact, only the real part needs to be estimated because
the sum of all the imaginary parts of Tr{wq} vanishes after
summation

αk∑
q=1

Tr{wq} =
αk∑

q=1

Re[Tr{wq}]. (26)

Next, we show how to estimate the real part of
Tr{wq}. Consider (w′

q)d+1 = (wq)d ⊕ 1, where w′
q is the

representation of Gk
q on the subspace V ′

q : span{|ψq1〉,
|ψq2〉, · · · , |ψqd 〉; |φ〉}.

w′
q =

(
wq 0
0 1

)
,

where |φ〉 /∈ Vq and |φ〉 can be prepared through the quantum
circuit. It can be seen that V ′

q is also a noninvariant subspace
of Gk

q . It’s obvious that

Tr{w′
q} = Tr{wq} + 1, (27)

and

Tr
{
Rw′

q

} = |Tr{w′
q}|2 = |Tr{wq} + 1|2

= ∣∣Re[Tr{wq}] + i · Im[Tr{wq}] + 1
∣∣2

= (Re[Tr{wq}])2 + 2(Re[Tr{wq}])
+ (Im[Tr{wq}])2 + 1. (28)

Recall the relation that

Tr{Rw} = |Tr{wq}|2

= (Re[Tr{wq}])2 + (Im[Tr{wq}])2,

we can find that

Re[Tr{wq}] = 1
2

[
Tr
{
Rw′

q

}− Tr
{
Rwq

}− 1
]
. (29)

The procedure to calculate Tr{Rw′
q
} follows a similar algo-

rithm as for computing Tr{Rwq}, with the distinction that in
this case, (d + 1)2 quantum states are required.

B. Algorithm process of tomography

Algorithms 2 and 3 are the procedure for calculating
Tr{ρm} for the quantum state ρ =∑α

i=1 piUi|0〉〈0|U †
i . Algo-

rithm 2 serves as the main program for GST, while algorithm
3 functions as a subroutine called multiple times within GST,
responsible for iteratively computing Tr{Gk

q}.
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ALGORITHM 2.

Input: N, m, pi,Ui, α, n

Output: Tr{ρm}
1: for iteration = 1 to N do
2: Set the initial state as |0〉⊗n.
3: Initialize d ← 0
4: Initialize the subspace Vq ← [ ].
5: // Dimension of the subspace is determined.
6: for i = 1 to m do
7: Randomly choose gate with probability 1/2 (for G) or 1/2

(for I).
8: If it is a G gate, choose Gi with probability pi.
9: end for
10: // Select Gk

q with probability Pq

11: for i = 1 to k do
12: // Here k is the number of G in Gk

q.
13: Apply gate U [i] to prepare quantum state

|ψi〉 = U [i]|0〉⊗n. U [i] is the unitary corresponding to
ith G gate, G[i] = U [i]G0U [i]†.

14: Compute the Gram matrix gi in the subspace V ⊕ |ψi〉.
15: Compare eigenvalues of Gram matrix εg of gi with

threshold ε.
16: // Perform linear correlation analysis on |ψi〉 states.
17: if εg � ε then
18: Update the dimension d ← d + 1.
19: Update the subspace Vq ← Vq ⊕ |ψi〉.
20: end if
21: end for
22: t1 ← Subroutine(Gk

q , d , Vq)
23: t2 ← Subroutine(Gk

q , d + 1, Vq ⊕ |φ〉)
24: Tr{Gk

q} ← 2n − d + (t1 − t2 − 1)/2.
25: // Invoke the subroutine to calculate Tr{Gk

q}.
26: end for
27: Calculate Tr{ρm} = Tr

{(
1
2 I − 1

2 G
)m} =∑m

k=0 pkxk

28: //pk = ( 1
2

)m
Ck

m and xk = (−1)kTr{Gk}

IV. ERROR ANALYSIS

A. Eigenvalue truncation of the simplest case

To prevent the introduction of significant statistical errors
during subsequent numerical computations, it becomes imper-
ative to truncate the eigenvalues of the Gram matrix RI . To
ensure that the eigenvalues of the Gram matrix are all greater
than threshold ε, we start from |ψ2〉 to select the quantum
states that constitute the subspace. Here we default to |ψ1〉
in the subspace,

Commencing from the iteration k = 2, the computation of
the Gram matrix Rk

I is carried out. This matrix is associated
with four distinct eigenvectors, which can be identified as
follows:

|
1〉〈
1|, |
1〉〈
2|, |
2〉〈
1|, |
2〉〈
2|, (30)

where |
1〉 = |ψ1〉 and |
2〉 is defined from the Schmidt
orthogonalization

|
2〉 = 1

�2
|ψ2〉 − x1,1

�2
|ψ1〉. (31)

ALGORITHM 3.

Here x1,1 is the overlap 〈ψ1|ψ2〉 and |�2|2 = 1 − |x1,1|2
is a normalization factor. The eigenvalues are respectively
given by

1,
|�2|2

1 + |x1,1|2 ,
|�2|2

1 + |x1,1|2 ,

∣∣∣∣ |�2|2
1 + |x1,1|2

∣∣∣∣2. (32)

If the smallest eigenvalue | |�2|2
1+|x1,1|2 |2 is smaller than the thresh-

old ε we preset, we add |ψ2〉 into the subspace. If not, we
discard |ψ2〉 and then consider whether |ψ3〉 can be added into
the subspace.

B. Eigenvalue truncation for general cases

We generalize the discussion in the previous subsection to
the case of a higher-dimensional subspace. Assume that the
current subspace already contains |ψ1〉, . . . , |ψk−1〉, and now
we need to decide whether we can add |ψk〉 to the subspace.
|ψk〉 can be written as

|ψk〉 =
k−1∑

i

xk,i|ψi〉 + �k|
k〉, (33)

where

|
k〉 = 1

�k
|ψk〉 − 1

�k

k−1∑
i

xk,i|ψi〉. (34)

In this case, the smallest singular value is| |�k |2
1+|xk |2 |2,

where|xk|2 = �k−1
i |xk,i|2.
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We must assess the relationship between the smallest sin-
gular value and ε. If the smallest eigenvalue surpasses ε,
we should proceed with enlarging the subspace. However, if
the smallest singular value is less than ε, it is advisable to
disregard the state |ψk〉.

C. Eigenvalue estimation error

In the actual process, the measurement of the Gram matrix
has statistical errors �(RI ). This will lead to errors in the
calculation of the eigenvalues of the Gram matrix. Given
that each element of �(RI ) is subjected to measurement N
times, it follows that every element holds an order of mag-
nitude around O( 1√

N
). By referencing the disk theorem, no

eigenvalue surpasses O( d2√
N

). Applying the Weyl inequality
[57] allows us to deduce that the disparity between the com-
puted minimum eigenvalue of RI and the actual minimum
eigenvalue does not exceed O( d2√

N
). Employing Hoeffding’s

inequality, the likelihood of each element within �(RI ) is less
than ε̃RI amounts to 1 − δRI < 1 − 2e−2N ε̃2

RI . Consequently,
the probability of every element being less than ε̃RI , i.e., the
error of the eigenvalue will not exceed d2ε̃RI , can be expressed
as (1 − δRI )d2

> 1 − d2δRI = 1 − δ̃RI , where

δ̃RI = d2δRI � 2d2e−2N ε̃2
RI . (35)

This means that the estimation for eigenvalues, to achieve
precision d2ε̃RI with a probability of 1 − d2δ̃RI , requires no
more than

N = O

⎛
⎝ log d2

δ̃RI

ε̃2
RI

⎞
⎠ (36)

number of measurements for each matrix element.

D. Error analysis of RI
−1

In the GST process, we need to invert the Gram matrix.
Next, we consider the effect of the error �(RI ) on the inverse
of RI . Using Taylor expansion,

−1 = RI
−1 − RI

−1�(RI )RI
−1

+ g−1�(RI )RI
−1�(RI )RI

−1 + · · · , (37)

each matrix term can be bounded as(
RI

−1
)

i, j < ε,

[
RI

−1�(RI )RI
−1]

i, j <
d2ε̃RI

ε2
,

[(
RI

−1�RI
)k

RI
−1
]

i, j <
d2k ε̃k

RI

εk+1
,

where i, j = 0, 1, . . . , d − 1. Let ε̃RI = ε1ε
2, then

[
RI

−1 − (RI + �(RI )−1
]

i, j
< d2ε1

+∞∑
l=0

(d2ε1ε)l ,

which can be bounded as{
RI

−1 − [RI + �(RI )]−1
}

i, j <
d2ε1

1 − d2ε1ε
. (38)

E. Sampling error

In this section, we consider the statistical error when esti-
mating the trace of a quantum gate. Let (Rwy )i, j = 〈〈ρi|G|ρ j〉〉.
The error in computing Tr{RI

−1Rwy} is given by

E = Tr
{
�
(
RI

−1
)
Rwy

}+ Tr
{
RI

−1�(Rwy )
}

+ Tr
{
�
(
RI

−1
)
�(Rwy )

}
. (39)

The first term can be bounded as

Tr
{
�
(
RI

−1)Rwy

}
< d2Tr

{
RI

−1 − [RI + �(RI )]−1}
<

d4ε1

1 − d2ε1ε
.

The second term is

Tr
{
RI

−1�
(
Rwy

)}
<

d2ε2

ε
,

where we use [
�
(
Rwy

)]
i, j < ε2,

and i, j = 0, 1, . . . , d − 1. The last term is

Tr
{
�
(
RI

−1)�(Rwy )
}

<
d4ε1ε2

1 − d2ε1ε
.

So all the terms must add up to less than

E <
d4ε1

1 − d2ε1ε
+ d2ε2

ε
+ d4ε1ε2

1 − d2ε1ε
. (40)

According to Hoeffding’s inequality, the probability that
one of the terms in �(Rwy ) is less than ε2 is 1 − δ2 > 1 −
2e−2N2ε

2
2 . Therefore, the probability that each term is less than

ε2 is (1 − δ2)d2
> 1 − d2δ2 = 1 − δ̃2.

Therefore, The matrix elements of a quantum gate do not
require more measurements than

N2 = O

⎛
⎝ log d2

δ̃2

ε2
2

⎞
⎠. (41)

F. Truncation error

Unlike the error caused by statistical fluctuations, trun-
cation error emerges from the omission of specific quantum
states during the subspace construction. We analyze dis-
parities between two quantum circuits: one denoted as G,
representing the implemented circuit within our setup, and
the other denoted as G′, derived by substituting a gate layer
in G. Specifically, G = G1G2G3 · · · Gn constitutes an n-layer
gate circuit corresponding to states |ψ1〉, |ψ2〉, . . . , |ψn〉. Dur-
ing subspace construction, certain states like |ψk〉 might be
excluded. In the case of G′, |ψk〉 is replaced with |ψ ′

k〉, ef-
fectively eliminating the constituent |φk〉. To discard |φk〉, a
certain condition must be satisfied∣∣∣∣ |�k|2

1 + |xk|2
∣∣∣∣2 < ε. (42)

In other words, |�k| can be at most ε1/4. Since there is
an error in estimating the eigenvalues of g, the maximum
value of |�k| is ε3 = (ε + O( d2√

N
))1/4. Therefore, |Tr{G′} −
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Tr{G}| ∼ O(nε3) since we discard at most n states |φ j〉.
Then ||Tr{G′}|2 − |Tr{G}|2|| ∼ O(ndε3). Let G and G′ corre-
spond to Rwy and R′

wy
, respectively, then we have|Tr{R′

wy
} −

Tr{Rwy}| ∼ O(dnε3).

V. NUMERICAL SIMULATION

Initially, we conducted numerical simulations to compute
the von Neumann entropy for a randomly generated collection
of quantum states. Subsequently, we simulated the real-time
evolution of the Ising model, incorporating stochastic noise.
In this second simulation, the noise characteristic of an actual
quantum device was taken into account.

A. Quantum state preparation

In the preceding text, we postulated that for the algorithm
to be effective, knowledge of the random quantum state’s
preparation method is imperative. To ensure universality, we
express any single-qubit gate through a combination of three
fundamental rotation gates. Thus, in this paper, we opt for the
U (θ, φ, λ) gate

U (θ, φ, λ) =
(

cos(θ/2) −eiλ sin(θ/2)

eiφ sin(θ/2) eiλ+iφ cos(θ/2)

)
(43)

as the random gate to prepare the random quantum state,
allowing us to perform computations using both methods
and subsequently compare the outcomes, where θ , φ, and
λ are real numbers and i is the imaginary unit. By en-
coding this general parameterized gate into a single-qubit
quantum gate in the quantum circuit, an n-qubit gate can
be obtained through tensor product operation U ⊗n. Different
quantum states are prepared by using various quantum gates
and then a random quantum state is simulated by employing a
probability-weighted method. However, our random gate can
naturally extend to the direct product of n distinct single-bit
random gates.

B. Processing of the calculation results of the Hadamard Test

The random gates we need are denoted as Uys , where s =
1, 2, . . . , k + 1, ys ∈ {1, 2, 3, 4}. The probability of the ran-
dom gate Uys is denoted by pys . Let Uys = U (θys , φys , λys ). To
simulate the computation of Tr{ρk+1}, the circuit we construct
is shown in Fig. 5.

We iterate through ys to obtain the corresponding Py(0) for
each set of Uys . Summing up all these cases yields the overall
P (0):

P (0) =
αk+1∑
y=1

[
k+1∏
s=1

pys

]
Py(0). (44)

Similarly, by following the same procedure we can obtain

P (1) =
αk+1∑
y=1

[
k+1∏
s=1

pys

]
Py(1). (45)

FIG. 5. n-qubits quantum circuit: The first line represents an
ancillary circuit, with the initial state set to |0〉a. It then under-
goes a Hadamard gate, resulting in a superposition state. The three
lines below represent the preparation and measurement of the target
quantum states, with initial states all set to |0〉. After applying the
first random gate Uy1 , the target quantum state ρy1 = Uy1 |0〉〈0|U †

y1

is obtained through tensor product. Next, controlled quantum gates
Gy2 , Gy3 , . . . , Gyk+1 are applied, followed by another Hadamard gate
on the ancillary circuit. Finally, measurement in the computational
basis is performed on the ancillary circuit.

With Eqs. (9) and (10), we can deduce Tr{Gkρ}, subsequently
leading us to the derivation of Tr{ρm+1}.

C. Obtaining the data and exploring potential applications

In this study, the random gates in the circuit are simulated
by selecting different parameters for U (θ, φ, λ). For general-
ity, the parameter selection is based on random numbers. The
parameters for the random gates used in this study are shown
in Table I. The probabilities for the four random gates are 0.1,
0.2, 0.3, and 0.4. Based on the above content, the values of
Tr{ρm} obtained using two different methods are shown in
Table II.

From the analysis of the data above, we can see that the
numerical values of Tr{ρm} obtained using the HT and GST
are very close. More data considering shot noise can be found
in Appendix B.

However, compared to HT, the GST method does not
require an additional ancillary qubit, reducing the implemen-
tation cost of the quantum circuit. This implies that practical
applications could benefit from using fewer physical qubits
and controlled gates, which is a critical factor to consider.
Reducing the number of controlled gates could lower the error
rate of the quantum circuit, thereby enhancing the system’s
reliability.

Based on the obtained Tr{ρm}, it is possible to calcu-
late Tr{ρ ln ρ}, Tr{eρt }, Tr{eiρt }, and so on. For example,
Tr{ρ ln ρ}: the expansion of ρ ln ρ with respect to G yields

TABLE I. The values of the parameters.

θys φys λys

i = 1 0.29π 0.07π 0.11π

i = 2 0.46π 0.62π 0.82π

i = 3 0.41π 0.59π 0.53π

i = 4 0.55π 0.31π 0.60π

*The parameters of the random gates used to generate the above data.
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TABLE II. The numerical value of the parameter.

Hadamard Test Tomography

Tr{ρ2} 0.650 0.650
Tr{ρ3} 0.486 0.486
Tr{ρ4} 0.375 0.375

*The computational results obtained using the two algorithms in this
article are presented with three decimal places.

the following expression:

ρ ln ρ ≈ −1

2
ln 2(I − G) − 1

2
G + 1

2

{(
1 − 1

2

)
G2

+
(

1

2
− 1

3

)
G3 + · · ·+

(
1

n − 1
−1

n

)
Gn+1

n
Gn+1

}
.

(46)

For Tr{ρ ln ρ}, the theoretical value can be obtained using
the method of matrix multiplication. After expansion, it can
be calculated using the two methods described in this paper.

As shown in Table III, it’s evident that as the power
m increases, the theoretical and experimental values con-
verge, yielding a diminishing relative error. Upon juxtaposing
Table II, one can discern the remarkable similarity between
the outcomes derived from both algorithms. The code can be
found in HT and GST.

D. Simulation with real noise

To further evaluate our algorithm, we use real noise
measured from the superconducting quantum computer
′ibm_brisbane′. What we consider is a three-qubit transversal
field Ising model

H = −J
∑
〈i, j〉

σ z
i σ z

j − h
∑

i

σ x
i , (47)

where J is the coupling constant between neighboring spins,
σ z

i and σ z
j are the Pauli-Z operators for spins i and j, re-

spectively, indicating the interaction between spins; h is the
strength of the transverse magnetic field, σ x

i is the Pauli-X
operator for spin i, representing the effect of the transverse

TABLE III. Comparison between the calculated Tr{ρ ln ρ} using
the method described in this paper and its theoretical value.

Tr{Gm} T value M value RE

m = 2 6.600 −0.600 −0.569 5.17%
m = 3 5.914 −0.600 −0.543 9.50%
m = 4 6.066 −0.600 −0.574 4.30%
m = 5 5.814 −0.600 −0.573 4.50%
m = 6 5.830 −0.600 −0.582 3.00%
m = 7 5.726 −0.600 −0.583 2.83%
m = 8 5.710 −0.600 −0.586 2.33%

*Note: T-value represents the theoretical value of Tr{ρ ln ρ}, and M-
value represents the measured value of Tr{ρ ln ρ}. RE represents the
relative error. The value of Tr{Gm} is measured using the method
described in this article. The measured value of Tr(ρ ln ρ ) can be
calculated using Tr{Gm}.

1 2 3 4 5 6
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1 2 3 4 5 6
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(a)(a)

Tr
(
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time
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FIG. 6. (a) The function Tr(ρ2) over evolution time. (b) The
function Tr(ρ3) over evolution time. Ideal denotes the theoretical
values of Tr(ρ2) and Tr(ρ3) during the real-time evolution of the
Ising model under stochastic noise �. HT -Noise corresponds to the
values obtained for Tr(ρ2) and Tr(ρ3) via an algorithm utilizing the
Hadamard test. T OMO-Noise indicates the values derived for Tr(ρ2)
and Tr(ρ3) through a tomography-based algorithm. HT -Noise and
Tomo-Noise calculations are performed within quantum circuit sim-
ulations incorporating noise from real quantum devices.

magnetic field on the spin. The notation
∑

〈i, j〉 denotes sum-
mation over all nearest-neighbor spin pairs (i, j). In our
numerical simulations, we set both J and h equal to 1. We
use Trotterization to achieve real-time evolution of the Ising
model. The real-time evolution of the experimental Ising
model will be affected by noise. We use stochastic noise to
simulate this effect, that is, a channel with a fidelity of 0.95 is
applied after each small step of Trotterizaion

�(·) =
∑

i

Ui · U †
i , (48)

where Ui is the three-qubit unitary. The dynamical state dur-
ing the real-time evolution is denoted as ρ(t ). To evaluate
Tr[ρ(t )2] and Tr[ρ(t )3] at various instances, we employed
algorithms based on the Hadamard test and tomography.

As depicted in Fig. 6, the Hadamard test-based algo-
rithm outperforms the tomography-based one in calculating
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FIG. 7. This figure presents numerical results for Tr{ρ2} and Tr{ρ3}, taking into account noise, using the Hadamard Test method. Panel
(a) displays the numerical results for Tr{ρ2}, and panel (b) shows the numerical results for Tr{ρ3}. The black lines represent the results after
adding random numbers, while the red lines represent the results before adding random gates.

Tr[ρ(t )2], except at the time t = 5 and 6. Conversely, for
most other instances, the tomography-based algorithm ex-
hibits superior performance. This discrepancy arises because
the tomography approach only necessitates the execution of
a three-qubit G0 gate, whereas the Hadamard test strategy
requires implementing a controlled three-qubit G0 gate, which
demands additional two-qubit gates and consequently intro-
duces more noise.

VI. CONCLUSION

In this article, we present two algorithms for computing
the power function of the density matrix by encoding the
quantum state into a quantum channel. The first algorithm is
based on the HT. In the absence of noise, this algorithm pro-
vides an unbiased estimate of the power function. However,
it requires a significant number of control-G0 gates, which is
not favorable for current hardware limitations. Therefore, we
propose an alternative algorithm based on GST. The original
GST is not scalable, but for our specific problem, we can
perform GST only within the nontrivial subspace and extract

the necessary information. The advantage of this algorithm
lies in significantly reducing the utilization of two-qubit gates.
Nevertheless, due to the need to mitigate the impact of shot
noise on results, subspace selection introduces minor biases
to the outcomes. As an example, we apply both methods to
compute the von Neumann entropy of a randomly generated
quantum state. Additionally, we simulated and evaluated the
performance comparison of the two algorithms under noisy
conditions. It is worth noting that these algorithms can be
used not only for computing the power function of the density
matrix but also for evaluating nonlinear functions of physical
quantities such as Tr{Oρm}.
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FIG. 8. This figure showcases the numerical outcomes of Tr{ρ2} and Tr{ρ3} calculated using the GST method while accounting for noise.
Panel (a) presents the numerical results for Tr{ρ2}, and panel (b) illustrates the numerical results for Tr{ρ3}. The black lines denote the results
obtained after the addition of random numbers, while the red lines represent the results before the introduction of random gates.
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APPENDIX A: COMPLETENESS PROOF

In the main text, the calculation of Tr{ρk} was mathemat-
ically transformed into investigating Tr{Gk}, where Tr{Gk}
represented the trace of Gk , which was obtained by decom-
posing the random state into pure states and then taking a
weighted average. Therefore, the primary focus is on calcu-
lating Tr{Gk

q}.
After selecting a combination Gk

q : Gq1 Gq2 · · · Gqt · · · Gqk ,
it is necessary to determine the dimension of the subspace d .
For the subspace determined by the combination Gk

q , if the
dimension of the subspace is d , then the quantum states ρs
prepared by different random gates of dimension d , where
s ∈ {1, 2, . . . , d}, are guaranteed to be linearly independent.
Preparation of d linearly independent quantum states using
d n-bit random gates: ρs = Us|0〉〈0|⊗nU †

s . The random gate
Us belongs to different random gates within a certain combi-
nation Gk

q .
Preparation of the remaining d2 − d quantum states: As-

suming we already prepared d linearly independent quantum
states ρ1, ρ2, . . . , ρd , we need to prepare an additional d2 − d
quantum states to form a complete d2-dimensional inner prod-
uct space. In a finite-dimensional linear space, it is sufficient
for all d2 quantum states to be linearly independent from each
other.

For the quantum state ρs = Us|0〉〈0|⊗nU †
s , where s, s′ ∈

{1, 2, . . . , d}, s = s′, we apply the quantum gate Gs′ =
Us′G0U

†
s′ = I − 2ρs′ to obtain

ρss′ = Gs′ρsG
†
s′ = (I − 2ρs′ )ρs(I − 2ρs′ )

= ρs − 2ρs′ρs − 2ρsρs′ + 4ρs′ρsρs′ . (A1)

For the corresponding ρs′s, we have

ρs′s = ρs′ − 2ρs′ρs − 2ρsρs′ + 4ρsρs′ρs. (A2)

It can be shown that the quantum states ρs, ρs′ , ρss′ , ρs′s are
linearly dependent. If we construct all quantum states using
this method, then these quantum states will be linearly de-
pendent and cannot form a complete d2-dimensional inner
product space.

To ensure linear independence, we modify the gate G0 to
Gθ , where θ = kπ, k ∈ Z:

G0 =

⎛
⎜⎜⎝

−1 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

⎞
⎟⎟⎠

−→ Gθ =

⎛
⎜⎜⎝

eiθ 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

⎞
⎟⎟⎠

=

⎛
⎜⎜⎝

1 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

⎞
⎟⎟⎠−

⎛
⎜⎜⎝

1 − eiθ 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

⎞
⎟⎟⎠.

(A3)

After this change, the transformed Gs(θ ) = UsGθU †
s . We rep-

resent Gs(θ ) = UsG(θ )U †
s as Gs(θ ) = I − ρs(θ ), and ρs(θ ) =

ρs. Following the same approach as before, we prepare the
quantum states

1ρs = Us|0〉〈0|⊗nU †
s ,

2ρs′ = Us′ |0〉〈0|⊗nU †
s′ ,

3ρss′ = (I − 2ρs′ )ρs(I − 2ρs′ )

= ρs − 2ρs′ρs − 2ρsρs′ + 4ρs′ρsρs′ , (A4)

4ρs′s(θ ) = Gs(θ )ρs′Gs(θ )†

= [I − ρs(θ )]ρs′[I − ρs(θ )]

= ρs′ − ρs′ρs(θ ) − ρs(θ )ρs′ + ρs(θ )ρs′ρs(θ ).

From the above equation, we observe that rotating the quan-
tum gate G0 by an arbitrary angle θ = kπ, k = 0, 1, 2, . . . ,

changes the originally linearly dependent quantum states, pre-
pared using G0, into linearly independent ones.

By using similar methods, it is possible to prepare the
remaining d (d − 1) quantum states and ensure that they are
linearly independent. This allows us to construct a complete
d2-dimensional linear space for performing a full tomography
of the PTM under study.

APPENDIX B: MORE NUMERICAL SIMULATION

For the Hadamard Test procedure, we incorporate noise
simulation into its measurement process by injecting ran-
dom numbers drawn from a Gaussian distribution with a
standard deviation of 0.01. Figure 7 illustrates the out-
comes prior to and subsequent to the integration of these
random numbers. For tomography, we introduce noise sim-
ulation by adding random numbers to its PTM elements
as well as g-matrix elements. Since the singular values
of the g-matrix are small, we choose random numbers
sampled from a Gaussian distribution with a standard
deviation of 0.0001 to simulate the noise. The results be-
fore and after adding the random numbers are shown in
Fig. 8.

Derived from the data depicted in the provided graph, we
are able to distinctly discern the repercussions stemming from
the introduction or absence of noise. When noise is absent,
the output data from the quantum circuit manifests as con-
sistently stable and precise. Nonetheless, the scenario takes a
discernible turn upon the infusion of noise. The introduction
of noise precipitates volatility in the quantum circuit’s out-
comes, potentially culminating in errors. Noise can engender
an unreliable exchange of information amidst quantum bits,
thereby injecting substantial ambiguity into the computational
process. These sources of noise might encompass phenomena
such as dephasing, errors in quantum gate operations, impre-
cisions in measurements, or other external disturbances.

In real-world scenarios, noise presents a significant hurdle
for the advancement of quantum computing and quantum
information processing. To counteract the disruptive influ-
ence of noise, researchers are tirelessly engaged in refining
quantum error correction and noise suppression techniques.
The primary goal of these approaches is to bolster the re-
silience of quantum circuits and heighten the precision of
outcomes, ultimately striving for a more dependable realm of
quantum computing. Furthermore, the ramifications of noise
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can exhibit variability across diverse quantum algorithms and
tasks. As a result, practical applications necessitate a thorough
assessment of algorithm robustness alongside the prevailing
noise levels. Achieving equilibrium between these consider-
ations is crucial in determining the most optimal course of
action.

APPENDIX C: SUBSPACE DIMENSION

In this Appendix, we study the dimensions of the invariant
subspaces corresponding to nonlinear functions of different
types of density matrices. Let’s start with the simplest case,
Tr{ρm}. In our algorithm, we decompose the computation of
Tr{ρm} into the computation of Tr{Gq1 Gq2 , . . . , Gqk }, for k =
0, 1, . . . , m. It is obvious that span(|ψq1〉, |ψq2〉, . . . , |ψqk 〉)

forms a nontrivial invariant subspace of Gq1 Gq2 , . . . , Gqk .
Therefore, the largest nontrivial invariant subspace involved
in the calculation of Tr{ρm} is m-dimensional.

A more general nonlinear function is
Tr{P1ρ1P2ρ2, . . . , Pmρm}. We can rewrite this function as
Tr{P′ρ ′

1ρ
′
2, . . . , ρ

′
m}, where ρ ′

i = (�i
l=1Pl )ρn(�i

l=1Pl )† and
P′ = �i

l=1Pl . Remark that although ρ ′
1 = ρ ′

2 = · · · = ρ ′
m,

the algorithms we proposed in this paper can also
be used. During the calculation, we need to calculate
Tr{P′Gq1 Gq2 , . . . , Gqk }, for k = 0, 1, . . . , m, where P′
is a Pauli operator. Note that Gqi acts on |ψ〉 to get
a superposition of |ψqi〉 and |ψ〉. Thus the nontrivial
invariant subspace corresponding to PGq1 Gq2 . . . Gqk is
span(|ψq1〉, . . . , |ψqm〉, P|ψq1〉, . . . , P|ψqm〉), of which the
largest possible dimension is 2m dimensions.
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