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Quantum contributions to Coulomb-explosion imaging revealed by
trajectory-surface-hopping molecular dynamics
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We compare trajectory-surface-hopping (TSH) calculations of the dissociation of quadruply charged formalde-
hyde molecules with basic classical calculations assuming Coulomb repulsion between singly charged atoms.
The TSH calculations show very different dissociation dynamics from the classical Coulomb calculations,
illustrating that Coulomb repulsion between point charges does not accurately describe the dissociation dy-
namics. By comparing the calculations with covariance measurements, we see much better agreement between
the experiments and the TSH calculations, and evidence for the production of multiple electronic states of the
tetracation via strong-field ionization.
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I. INTRODUCTION

Coulomb-explosion imaging (CEI) has become a promi-
nent technique to capture the instantaneous geometry of a
molecule undergoing rapid structural changes. Hence, it has
helped in the study of the ultrafast dynamics of several
molecules [1–6]. In this approach, multiple ionization in the
electric field of an intense ultrafast laser pulse can build up
positive charge in a molecule, which causes the charged frag-
ment ions to fly away due to Coulomb repulsion. Measuring
the momenta of the fragments can then be used to recover the
initial molecular geometry. This technique has helped provide
structural and dynamical insight into an array of systems and
processes, including the characterization of isomers [5–8],
hydrogen migration [9–12], roaming [13], and visualization of
conical intersections [14]. The most common approximation
used to model the phenomenon is to assume that every atom
or fragment acquires a charge of +1 and Coulombic forces
are the only forces acting between the fragments or atoms,
resulting in Coulomb explosion [2,3,9,15,16]. Besides this
simplistic approach, there are a few studies where ab initio
dynamics, which include quantum effects such as bonding and
nonadiabatic couplings, have been used [12,13,17,18]. How-
ever, the theoretical modeling in these studies used a reduced
dimensionality model, only included the ground state of the
charged species, or examined only partial fragmentation. The
work of Endo et al. [13], which is closer to the present study,
compared calculations for the dissociation of D2CO3+ using
classical Coulombic forces and the ab initio potential energy
surfaces of D2CO3+ in the ground state. While their work
found reasonable agreement between the two approaches, two
of the three particles involved are point charges, and it is not
clear whether such agreement generally extends to more com-
plicated fragmentation involving multielectron fragment ions.

In this work we try to understand the four-body breakup
of the deuterated formaldehyde tetracation (CD2O4+) due to
Coulomb explosion using multireference electronic structure
methods and on-the-fly nonadiabatic dynamics through

semiclassical trajectory surface hopping (TSH) [19,20] on
multiple surfaces. To check if an elementary approach of
a charge per atom could be simulated with the Coulombic
forces (CFs), we compare the CF results with the nonadiabatic
dynamics. We find significant differences between the two
calculations, including the formation of metastable CO2+ in
the TSH dynamics. Thus, we show that the approximation of
one charge per fragment or atom and pure classical Coulomb
forces is insufficient to accurately treat dissociation. Exper-
imental work by Cheng et al. [21] showed some evidence
of metastable CO2+, which can be explained by the results
described here. This work is also unique in terms of the direct
comparison of CF and TSH results with the experimental
results that sets another example of why quantum principles
can be important in describing processes involved during CEI.

II. METHODOLOGY

A. Electronic structure methods

The geometry of neutral formaldehyde was optimized at
the density-functional theory [22,23] level of theory using
the B3LYP [24–27] functional and 6-311+G(d) [28,29] ba-
sis set. The potential energy surfaces (PESs) of CH2O4+

(which are identical to CD2O4+) were scanned along the
C-O stretch and the symmetric C-H stretch at the 20-state-
averaged–complete-active-space self-consistent field [20SA-
CASSCF(8,8)] [30]/cc-pVDZ [31] level of theory using C2v

symmetry. Here five singlets and five triplets were calculated
separately for each of the four irreducible representations
of C2v symmetry, i.e., A1, B1, B2, and A2, summing up to
20 singlets and 20 triplets. A large number of states were
included in order to identify the lowest-energy states of the
correct symmetry. Once that was done, the following discus-
sion and dynamics focused on the first six singlet and four
triplet states. The PESs of CO2+ singlets and triplets were
also calculated at the 20SA-CASSCF(8,8)/cc-pvDZ level of
theory, averaging over five singlet and five triplet states for
each irreducible representation in C2v symmetry (which again
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is 20 singlets and 20 triplets in total). Here the C2v is used as a
lower symmetry group to calculate the states of CO2+, which
has an actual symmetry of C∞v . The two-dimensional (2D)
PESs of CH2O4+ were also calculated as a function of C-O
stretch and symmetric C-H stretches using the same 20SA-
CASSCF(8,8)/cc-pVDZ level of theory. This active space was
chosen after careful benchmarking of the vertical excitation
energies with different active spaces, which is presented in
Appendix A. The optimization was carried out using GAUS-
SIAN [32]. All of the CASSCF calculations were performed
using the COLUMBUS software [33–35].

B. Dynamics

We carried out the dynamics starting from each one of the
energetically lowest states of CD2O4+, i.e., the first six singlet
states and the first four triplet states, for a total of ten indepen-
dent dynamical runs. Deuterated formaldehyde was chosen
for the dynamics because experiments were carried out on
the same molecule. The molecular dynamics of the CD2O4+

were calculated in two ways: first, by using only the classical
equations of motion for four singly charged atomic ions, and
second, using the semiclassical TSH approach [19,20]. For the
first approach, because of the highly repulsive nature of the
tetracation’s PESs, it was assumed that the Coulomb explo-
sion of CD2O4+ would lead to the formation of C+, O+, D+,
and D+. Hence, the simulation was performed by treating each
charged atom (of +1) as a point charge with a mass equivalent
to its atomic mass and a CF acting on it due to the other point
charges. Alternatively, different partial charges can be used for
the Coulombic forces, taking into account that when the tetra-
cation is in equilibrium the charges are not equally distributed
in the four atoms. This approach, however, becomes more
unrealistic at far distances where all atoms are separated and
they should have a charge of +1. Nevertheless, we compared
trajectories using the two different choices of charges and the
results did not change qualitatively. The partial charges on
each atom of D2CO4+ were calculated at the CASSCF level
of theory. A time step of 0.0082 fs was used and the simu-
lation was run for 50 fs. Two hundred initial conditions (ICs)
containing the geometries and the initial velocities of CD2O4+

were generated using the harmonic-oscillator Wigner distribu-
tion of the ground-state minimum of CD2O. The frequencies
were calculated at the B3LYP/6-311+G(d) level of theory.
The same ICs were used for the dynamics performed with CF
as well as TSH. The Wigner distribution code, as implemented
in NEWTON-X, was used [36,37]. The codes for the dynamics
with CF were implemented with PYTHON2.

For the TSH dynamics, the nuclear evolution of the ICs
was treated classically using the velocity Verlet algorithm
with a time step of 0.5 fs. The electronic energies, the
nonadiabatic couplings, and the gradients along which these
trajectories evolve were calculated at each time step, on the
fly at the eight-state-averaged SA8-CASSCF(8,8)/cc-pvDZ
and six-state-averaged SA6-CASSCF(8,8)/cc-pvDZ levels of
theories for the dynamics on the singlet and triplet surfaces,
respectively. The dynamics were set up to run for a total of
100 fs on S0 and S1, although almost all of them were com-
pleted by 50 fs. The generation of ICs and the TSH dynamics
were done with the help of NEWTON-X [36,37]. A trajectory

was eliminated if the total energy at any time step deviated
by more than 0.5 eV from the energy at the previous time
step or at time zero. The fewest switches surface hopping
algorithm implemented in NEWTON-X was used to calculate
hopping probability between nonadiabatic surfaces [38]. After
a trajectory hops due to nonadiabatic coupling, its momentum
is rescaled along the derivative coupling vector to conserve the
total energy. Also, in the case of frustrated hopping, i.e., when
a trajectory does not have enough energy to hop, the direction
of its momentum is left unaltered. To deal with decoherence,
the decoherence correction method of Grannuci and Persico
[39] was used with a correction factor of 0.1 hartree [40]. The
results of the TSH dynamics are shown for the first 50 fs, even
though they were run for 100 fs. This is because most of the in-
teresting phenomena occurred in the first 50 fs of the dynam-
ics. Also, the trajectories on many states did not survive after
50 fs due to failure in the CASSCF calculation convergence or
energy conservation failure (see Fig. 9 in Appendix D, where
the C-O bond length vs time is plotted for 100 fs).

C. Experiment

The experiment makes use of a velocity map imaging
(VMI) apparatus [41] outfitted with a Tpx3Cam camera
[42]. The laser pulses originate from a commercial amplified
Ti:sapphire laser system, which produces 30-fs laser pulses
with 1 mJ of energy at a repetition rate of 1 kHz. The pulses
are spectrally broadened in a stretched hollow core fiber
(SHCF) [43–46] and compressed using chirped mirrors to a
minimum duration of about 6 fs. The pulses (30 fs from the
amplifier or 6 fs from the SHCF) are focused into our VMI
apparatus to ionize molecules.

The sample, deuterated formaldehyde, is obtained by subli-
mation of paraformaldehyde-D2 (purity 98%, Sigma-Aldrich)
at 50 ◦C–60 ◦C. A skimmed molecular beam of sample
molecules intersects the laser in the VMI apparatus.

The ionized fragments are accelerated toward the mi-
crochannel plates and phosphor screen under velocity-
mapping conditions. The fluorescence from hits on the
phosphor screen is imaged onto the camera with an f /0.95
lens. The 1-ns precision of the Tpx3Cam is sufficient to
resolve the ion momenta along the time-of-flight direction,
which can be used to reconstruct the full 3D vector momenta
of ions [42,47].

III. RESULTS AND DISCUSSION

A. Dynamics

We first present the results of the TSH dynamics, which
was run on six singlet and four triplet states of CD2O4+.
Table I summarizes the fragmentation patterns observed,
showing the number of three-body (CO2+/D+/D+) and
four-body (C+/O+/D+/D+) dissociative products formed by
running the TSH dynamics on each state. The electronic en-
ergies of states at vertical ionization are also shown relative
to the lowest singlet state of the tetracation S0 (note that the
lowest-energy state is a triplet T1). Out of ten surfaces (six
singlets and four triplets) on which the TSH dynamics was
run, all supported the formation of CO2+ to various degrees.
The dynamics on electronic states S0, S1, T1, and T3 yielded
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TABLE I. Number of trajectories leading to three-body (CO2+/D+/D+) or four-body (C+/O+/D+/D+) dissociation on each electronic
state. Also provided are the respective energies and symmetries of electronic states at the Franck-Condon region. The electronic structure
calculations were performed at the CASSCF(8,8)/cc-pVDZ level of theory. A total of 200 trajectories were run on each state and several of
them failed before it was clear what the dissociation products were. The number of failed trajectories is shown in the last column.

No. of three-body No. of four-body No. of failed
State Symmetry E (eV) trajectories trajectories trajectories

S0 1 1B1 0.00 120 9 71
S1 1 1A1 0.19 94 17 89
S2 2 1A1 0.43 71 50 79
S3 1 1A2 0.90 68 51 81
S4 3 1A1 2.24 76 62 62
S5 1 1B2 2.68 34 119 47
T1 1 3B1 −1.60 137 41 22
T2 1 3A2 −0.37 65 105 30
T3 1 3B2 0.24 118 57 25
T4 2 3B1 1.22 81 90 29

a high number of three-body products. On the other hand, S5

and T2 were rich in producing four-body products. In order to
better understand the origin of this behavior, we focus more
on the ground state, i.e., T1 surface, since the dynamics on the
other states can be explained analogously.

For the CF approach, there are no excited states, so only
one set of trajectories was run. Furthermore, one has to de-
cide what charge should be used on each atom. Two obvious
choices exist. One is to use a +1 charge on each atom, since
this is the correct dissociation limit, after Coulomb explosion
when all the atoms are far away from each other. However,
when the atoms are still close to each other and there are
still some bonding interactions, the charges are not +1. In
that case, partial charges can be obtained from the ab initio
calculations. These charges will be more appropriate initially,
but a fractional charge on an atom is unrealistic when atoms
are far from each other. We compared the dynamics for a
few representative trajectories using the two different sets of
charges and the results are shown in Fig. 1. Clearly, in both

FIG. 1. CO bond length R(C=O) plotted for five trajectories
IC1–IC5, starting from different initial conditions (ICs), simulated
with CF in two ways: (i) q = +1 was assumed on each of the atoms
C, O, D and D and (ii) the q, equal to Mulliken’s partial charges
on each of the atoms, were calculated at the MSCCF(8,8)/cc-pVDZ
level of theory. The Mulliken charges for each trajectory are shown
in the legend.

scenarios, atoms fly away from each other, exhibiting similar
physics. So we will continue our comparisons with a full set
of trajectories using +1 charges, which better represent the
dissociation limit.

We then compare the TSH results with the dynamics run
with CF and point charges. Results for the ground state T1

are shown here, while results for the other states are shown in
Appendix D. The idea is to compare the dynamics run with a
semiclassical method (TSH) with entirely classical dynamics
and check the validity of this elementary approach. Figure 2
shows the evolution of C-O and two C-D bond lengths with
respect to time for the dynamics run on the T1 state of CD2O4+

for both sets of dynamics. The comparison between the CF
and TSH dynamics clearly shows that the dynamics of the
dissociation of the two C-D bonds are similar between the
two approaches, which means that the two D+ ions dissociate
fast and classically, but the C-O dissociation behaves very
differently. C-O dissociation using CF is very fast. On the
other hand, only 41 trajectories out of 200 on T1 dissociate
within 50 fs when using TSH. Even those that dissociate

FIG. 2. Bond length of (a) C-O, (b) C-D1, and (c) C-D2 plotted
vs time for the dynamics performed on the T1 state of CD2O4+ using
simple classical Coulombic forces and trajectory surface hopping.
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FIG. 3. 2D PES of the T1 state along C-O and symmetric C-H
bonds. Bifurcation of trajectories into the formation of the products
CO2+/D+/D+ (green) and C+/O+/D+/D+ (red) is shown. The 1D
cuts of the PES along the gray dashed lines are shown in Fig. 4.

within 50 fs are much slower than in the classical case. This
is because classical mechanics cannot capture the bonding
nature of CO2+ once the two D atoms break away quickly.
The internal coordinates vs time are also plotted for the TSH
dynamics on other electronic states in Fig. 9 in Appendix D.
All of the C-O plots show that the dissociation of CD2O4+ can
indeed form metastable CO2+ through all the electronic states
of CD2O4+.

B. Potential energy surfaces

In order to understand the dynamics better, we examine the
PESs of the electronic states of CD2O4+ along the C-O and
C-D (or C-H) bonds. Note that the PESs of the isotopes
CD2O4+ and CD2O4+ are the same. Figure 3 shows the
adiabatic T1 two-dimensional surface of CD2O4+ plotted
against the C-O stretch and the symmetric C-D stretch.
According to Fig. 2, the dissociation dynamics of the C-D
bonds are symmetric, i.e., both are stretched at the same time,
so it makes sense to plot PESs against the symmetric C-D
stretch. The 200 TSH trajectories are also superimposed in
Fig. 3. One can notice the bifurcation of trajectories in green
and red. The 41 trajectories in red represent the trajectories
where C-O dissociates to form the product C+/O+/D+/D+,
whereas the trajectories shown in green form CO2+/D+/D+.
Some red trajectories overlap with the green trajectories,
because they also dissociate but at longer C-D bond lengths,
which are out of the range shown in this PES. The shape of
the PES makes clear the reason for the formation of CO2+.
When the CD bonds are short (in intact CD2O4+), C-O is
directly dissociative. However, as soon as the CD bonds start
breaking, a minimum is formed along the CO bond, which
can trap the population. Most of the trajectories (green lines
in the figure) follow the gradient and get trapped in the well,
although there are several trajectories that escape (red lines)
and break the CO bond. In order to better understand the
dynamics, we now consider cuts of the 2D PES along the C-O
stretch for certain values of the C-D stretch.

Figure 4(a) shows CD2O4+ PESs along the C-O stretch
for six singlet and four triplet states. The configurations de-
scribing these states are shown in Appendix B. As expected,
the PESs of all the states are dissociative because of their

FIG. 4. PESs of six singlets (solid line) and four triplets (dashed
line) calculated along the C-O stretch for (a) CH2O4+ and (b) CO2+.
The calculations were carried out at the CASSCF(8,8)/cc-pVDZ
level of theory. All of the energies in (a) are with respect to the energy
of the lowest singlet state of CH2O4+ at the neutral equilibrium
geometry and in (b) are with respect to the energy of the CO2+

ground-state minimum. Here 1 3B1 and 1 3B2 of D2CO4+ convert into
the 1 3� state of CO2+ for all the correlations between D2CO4+ and
CO2+ states (see Table II). The adiabatic T1 state is highlighted with
a thick transparent brown line.

Coulombic nature. The same is true for the PESs along the
C-D stretch, as can be seen in Fig. 5. One can hypothesize
(and it is confirmed by the dynamics) that since the mass of
oxygen is 8 times (16 times) heavier than deuterium (hydro-
gen), the C-D(C-H) dissociation should be very fast compared

FIG. 5. PESs of six singlets (solid line) and four triplets (dashed
line) calculated along the C-D (or C-H) stretch for CD2O4+ (or
CH2O4+). The calculations were carried out at the CASSCF(8,8)/cc-
pVDZ level of theory. All of the energies are with respect to the S0

state at the neutral equilibrium geometry of CH2O4+. The adiabatic
T1 state is highlighted with a thick transparent brown line.
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TABLE II. Correspondence of D2CO4+ states to CO2+ states.
The corresponding vertical excitation energies (VEs) of CO2+

are also provided with respect to the S0 minimum of CO2+,
which is 1�+.

D2CO4+ Corresponding VEs (eV) of
states CO2+ states CO2+ states

1 3B1 + 1 3B2 1 3� 0.08
2 3B1 + 2 3B2 2 3� 6.97
1 3A2 1 3�− 4.21
1 3A1 1 3�+ 2.31
1 1B1 + 1 1B2 1 1� 0.79
1 1A1 1 1�+ 0.00
2 1A1 2 1�+ 4.14
2 1A2 1 1�− 9.81
3 1A1 + 1 1A2 1 1� 6.31

to C-O dissociation in CD2O4+ (CH2O4+). However, in that
scenario, once the D atoms dissociate away from CD2O4+,
the dissociation of C-O then should be controlled by the PESs
of CO2+. Figure 4(b) shows the PESs of CO2+, calculated
using SA20-CASSCF(8,8)/cc-pVDZ, which demonstrate that
a few electronic states with high-energy barriers can support
the formation of metastable CO2+. Some of these states are
1 1�+, 1 1�, 1 3�, and 1 3�+ with energy barriers of 3.2, 2.5,
1.3, and 2.4 eV along the C-O stretch. Refer to Table II to
correlate CH2O4+ states to the CO2+ states and for excitation
energies of CO2+. The deep or shallow wells along the C-O
stretch can hence support the formation of CO2+. The depth
of these wells defines the lifetimes of the metastable CO2+,
determining the tunneling rate through barriers.

In general, TSH dynamics cannot capture the tunneling of
metastable populations through the energy barriers since it is
a semiclassical method. However, the lifetimes of metastable
CO2+ have been discussed previously in the literature. Both
experimental [48–51] and theoretical results [52] have shown
that the lifetimes of the first few vibronic states can range
from a few picoseconds to seconds for states such as the
ν = 0, 1 vibrational states of 1 3�. Since the time of flight
of the VMI apparatus used in the experiment is on the order
of microseconds (which is more than the lifetimes of most
of the states), the experiments can capture the signature of
metastable CO2+.

C. Comparison with experiment

We compare our CF and TSH calculations with the experi-
ment using a native frame analysis in order to account for the
sequential dissociation of CO2+. The experimental signal has
been presented in detail in Ref. [21] and here the relevant plot
is used for comparisons with theory. Native frame analysis has
been very helpful in distinguishing between the sequential and
concerted dynamics using the Jacobi coordinates, especially
in the case of three-body dissociation [7,53]. This analysis
aims to compare an observable, here the kinetic energy of
CO2+ with respect to the momenta of the two D+ ions (ECO)
calculated using theory and experiment in the native frame.
Note that, due to complications in the measurements, CH2O4+

was used rather than CD2O4+ for the native frame analysis.

FIG. 6. Distributions of dissociation energies of CO2+ (ECO)
against the cosine of the angle defined in the native frame θ for
(a) TSH trajectories on all ten states, (b) CF, (c) TSH trajectories
on T1, T2, and S0, and (d) experimental results for a 6-fs laser pulse
(taken from Ref. [21]). (e) Image explaining the axes used for the
native frame analysis.

The relevant axes for the analysis can be seen in Fig. 6(e),
where the x axis is along the sum of momenta vectors of
both the D cations (red arrows), the y axis is along the dif-
ference between them, and the z axis is the cross vector of
x and y axes. Also, θ is the angle of rotated CO2+ with
respect to the x axis. In order to calculate ECO when running
TSH we need to switch to classical Coulombic forces after
the trajectories fail because they almost never reach a point
where the Coulomb interactions are negligible. At the point
of switching, there is an abrupt change from a PES calculated
using quantum chemistry (QPES) and CF (CPES), as seen in
Fig. 8 in Appendix C. Hence, the ECO values were shifted with
the difference between the QPES and CPES at the last point of
the TSH trajectory such that the abrupt change between QPES
to CPES is compensated. This correction is described in detail
in Appendix C.

In Fig. 6 we compare the experimental results obtained
with a 6-fs laser to our TSH and CF calculations analyzed
in the native frame. The figure shows the 2D distribution of
calculated ECO along the cos θ values for TSH dynamics on all
states [Fig. 6(a)], CF dynamics [Fig. 6(b)], TSH dynamics on
T1, T2, and S0 [Fig. 6(c)], and experiment [Fig. 6(d)]. Clearly,
the CF plot does not resemble the experimental distribution of
ECO, while the experimental and TSH results are qualitatively
similar. For example, the maximum number of trajectories are
mostly concentrated around 7–8 eV, and are mostly concen-
trated at a cos θ value of −1 in both TSH and experiment.

It is interesting to understand the physical origins of the
different features in the TSH plot. The low-energy but broad
angular distribution arises from rotation of the CO2+ after
both D+ ions break off. Given the lifetime of CO2+, its for-
mation in some TSH trajectories left it with some angular
momentum before dissociation. This broad distribution is not
as prominent or clear in the experimental data [Fig. 6(d)].
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This could be because (i) the noise in experiments hides them,
(ii) the rotational timescale is comparable to the dissociation
timescale of CO2+ (i.e., a few picoseconds), and (iii) H2CO4+

may form less metastable CO2+ as compared to D2CO4+.
The broadness of the ECO distribution from the TSH calcu-

lations arises from the fact that the tetracation population was
formed on multiple electronic states (here six singlets and four
triplets were considered in the TSH dynamics). This is clear
by comparing Fig. 6(a) to Fig. 6(c), where a similar plot is
plotted for the dynamics on the three lowest states, i.e., T1, T2,
and S0, where the ECO distribution is much narrower. One can
also notice that there are some differences in the range of ECO

distribution in the experiment and TSH calculations. There is
no signal after approximately 10 eV in the latter, while in the
experiment the energy extends to somewhat higher energies.
This could happen because only ten states were considered for
the TSH dynamics. The inclusion of more electronic states
in TSH can make the ECO distribution broader, bringing it
into closer agreement with the experiment. Another reason
for discrepancies between experiments and TSH results can
be that all the states were equally populated with 200 initial
trajectories to do the dynamics. Knowing the ionization prob-
ability to ionize CD2O to a certain state of the tetracation can
improve the TSH results. However, it is very difficult to guess
the probability during strong-field ionization due to the com-
plications that can arise during such processes [54]. Hence, the
simplest way to analyze the calculations was to assume that all
the states were equally populated and vertically ionized.

IV. CONCLUSION

In summary, in this work a comparison between theoret-
ical calculations and experiment demonstrated that a simple

classical description of the dynamics of Coulomb explo-
sion using classical forces and the assumption that a single
charge exists on each atom is not adequate. The presence of
metastable fragments requires a quantum-mechanical descrip-
tion of the bonding between atoms. Furthermore, the results
also indicate that ionization to multiple electronic states oc-
curs. These results provide important insight into how to
properly model Coulomb-explosion imaging, in order to prop-
erly utilize the technique to obtain structures of molecules.
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APPENDIX A: VERTICAL ENERGIES BENCHMARKED
WITH DIFFERENT ACTIVE SPACES OF THE CASSCF

Presented in Table III are the vertical energies of H2CO4+

(or D2CO4+) calculated with different active spaces of
CASSCF. It can be seen that all levels of theory provide
similar energies. However, more states were averaged than
the states involved in the dynamics because higher states can
get involved in the dynamics at later timescales. For example,
eight singlet states were averaged to calculate the electronic

TABLE III. Energies of the tetracation states for the neutral geometry of formaldehyde calculated with different active spaces of the
CASSCF. All the energies at the particular level of theory are with respect to the S0 energy for the neutral geometry.

Singlets S0 S1 S2 S3 S4 S5�����������Level of theory C2v symmetry 1B1
1A1

1A1
1A2

1A1
1B2

5SA-CAS(6,6)/cc-pvdz 0.00 0.22 0.59 0.93 2.51
5SA-CAS(6,8)/cc-pvdz 0.00 0.17 0.82 0.83 2.55
8SA-CAS(8,8)/cc-pvdza 0.00 0.29 0.52 0.93 2.15 2.71
20SA-CAS(8,8)/cc-pvdzb 0.00 0.19 0.43 0.90 2.24 2.68

Triplets T1 T2 T3 T4�����������Level of theory C2v symmetry 3B1
3A2

3B2
3B1

4SA-CAS(6,6)/cc-pvdz −1.72 −0.26 0.21 1.38
6SA-CAS(8,8)/cc-pvdzc −1.52 −0.33 0.22 1.25
20SA-CAS(8,8)/cc-pvdzd −1.60 −0.37 0.24 1.22

Quintets Q1 Q2 Q3 Q4�����������Level of theory C2v symmetry 5B1
5A1

5A2
5A1

4SA-CAS(8,8)/cc-pvdz 1.53 3.69 4.01 4.48

aUsed for TSH dynamics.
bUsed for PES calculations.
cUsed for TSH dynamics.
dUsed for PES calculations.
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FIG. 7. Electronic configuration of first six singlets and four
triplets for the neutral geometry of CH2O4+. The electronic configu-
ration of the ground state S0 of CH2O is also provided, separated by
a dashed line on the left-hand side.

energies of six singlets that were involved in the TSH dynam-
ics. Similarly, six triplet states were averaged to do the TSH
dynamics with four triplets. Note that the quintets are higher
in energy and hence were not considered for the dynamics.

APPENDIX B: ELECTRONIC CONFIGURATIONS
OF STATES OF H2CO4+

The electronic configurations of six singlets and four
triplets of H2CO4+ at the neutral geometry are provided in
Fig. 7. The electronic configuration of H2CO is also provided
for reference. This can help readers identify the symmetry as
well as the character of the states provided the holes in the
orbitals. For example, the S0 state has a hole in 5a1 and 1b1

orbitals. The tensor product of a1 and b1 gives the symmetry
of S0 state, which is nothing but b1.

APPENDIX C: NATIVE FRAME ANALYSIS

The main details about the analysis have been provided
in the main text. As said therein, for the theoretical analysis,
the momenta of two D atoms, C, and O were taken from the
last step of the TSH trajectories and then simulated with CF
in order to get the final momenta of the four bodies when
they are far away and there are no interactions between them.
However, there is an abrupt change from a PES calculated
using quantum chemistry and CF, as seen in Fig. 8. Hence,
the ECO values were shifted down with the difference between
the QPES and CPES at the last point of the TSH trajectory
(shown with the double-headed dashed arrow in Fig. 8). The
computed data were then distributed into 2D bins of ECO and
cos θ with bin sizes of 0.5 eV and 0.1, respectively. Also, in
the case of TSH trajectories that ended with CO2+, the value
in each bin was distributed equally to all the cos θ bins by
dividing it by the total number of bins (which equals 20 here).
The idea of equally spreading the cos θ value among all the
bins is to conserve the angular momentum of rotating CO2+

among all the θ values. The final distribution is normalized
with respect to the maximum ECO value and mirrored around
the −1 value of cos θ .

FIG. 8. Cartoon explaining the correction in energy shift
made to ECO. QPES and CPES stand for quantum PES and Coulom-
bic PES, respectively.

APPENDIX D: TSH DYNAMICS OF OTHER ELECTRONIC
STATES OF D2CO4+

Figure 9 shows the evolution of the C-O bond length vs
time for the dynamics run on different electronic states. It
can be seen that metastable CO2

+ is being formed on each
electronic state.

FIG. 9. Plot of C-O vs time for TSH dynamics run on different
electronic states.
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