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Going beyond the standard quantum limit in noisy quantum metrology is an important and challenging task.
Here we show how Dicke states can be used to surpass the standard quantum limit and achieve the Heisenberg
limit in open quantum systems. The system we study has qubits symmetrically coupled to a resonator, and our
objective is to estimate the coupling between the qubits and the resonator. The time-dependent quantum Fisher
information with respect to the coupling is studied for this open quantum system where the same decay rates are
assumed on all qubits. We show that when the system is initialized to a Dicke state with an optimal excitation
number one can go beyond the standard quantum limit and achieve the Heisenberg limit even for finite values of
the decays on the qubit and the resonator, particularly when the qubits and resonator are strongly coupled. We
compare our results against the highly entangled GHZ state and a completely separable state and show that the
GHZ state performs quite poorly, whereas under certain noise conditions the separable state is able to go beyond
the standard quantum limit due to subsequent interactions with a resonator.
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I. INTRODUCTION

A quantum probe with N elementary subunits is the focus
of discussions on quantum-limited single parameter estima-
tion [1–4]. The probe is chosen such that the parameter to be
estimated appears in its Hamiltonian. A suitable initial state
of the probe evolves for a fixed time in a manner that depends
on the parameter value. The value can be then inferred from
a read-out of the final state of the probe. Quantum mechanics
places a fundamental limit on measurement precision, called
the Heisenberg limit (HL), which constrains how the precision
of parameter estimation improves as the number of probe
units increases. According to the HL, scaling of the preci-
sion with the number of elementary subunits cannot scale
better than 1/N . For a noiseless system, HL scaling can be
saturated using entangled states of the probe [5]. In practice,
though, environmental decoherence typically degrades metro-
logically useful entanglement; instead of HL, precision scales
like 1/

√
N , called the standard quantum limit (SQL), which

can be achieved by using the N elementary subunits inde-
pendently. The burgeoning area of noisy quantum metrology
seeks to characterize and mitigate the detrimental effects of
noise [6–23]. For example, to surpass the SQL various clever
strategies have been devised, such as squeezing the vacuum
[6], monitoring the environment during the measurements [7],
quantum error correction [8–14], the use of graph states [15],
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and taking advantage of non-Markovian dynamics [16–18] of
the probe.

The quantum Cramér-Rao bound [24] dictates that the
precision in the measurement of a parameter in a quantum
experiment is bounded by the inverse of the quantum Fisher
information (QFI). The QFI is a time-dependent quantity
which, in open quantum systems, first grows as the target
signal gets imprinted into the system, before decreasing as
decoherence randomizes the system and degrades the signa-
ture of the target signal. The best precision in the estimate of
a parameter can, in such cases, be achieved by performing
measurements near the times when the QFI is the largest
[22,23].

In this paper, we introduce a strategy for surpassing the
SQL in a noisy quantum system by making use of an optimal
measurement time. We numerically explore the advantages
of using the optimum measurement time when the quantum
probe is initialized in Dicke states [25,26] with appropriately
chosen excitation numbers. We also compare the measure-
ment precision and its scaling obtained using Dicke states
with that of highly entangled states like the GHZ state on
one hand and simple X -polarized product states on the other,
and find that in certain noise regimes, when optimizing over
measurement time, even the product state can yield better than
SQL scaling.

We investigate a qubit-cavity model in contact with an
environment where both the qubits and the cavity are allowed
to decay under the influence of noise from the environment.
The parameter that is estimated is the coupling constant of the
qubits to the cavity. The qubits constitute the quantum probe,
and we focus on studying the scaling of the uncertainty in
its estimate with the number of qubits, N . We calculate the
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scaling of the time-optimized QFI with N and see for what
choices of the initial states and decay rates of the qubits and
the resonator we are able to surpass the SQL. The Hamil-
tonian of our system is permutationally symmetric, and this
symmetry allows us to use a basis that reduces the dimensions
of our problem and thus allows us simulate open quantum
systems with relatively large values of N that would otherwise
be computationally intractable. Dicke states are examples of
permutationally symmetric states, and we will show that when
the excitation number of the Dicke states is chosen appropri-
ately and the measurements are performed in an optimal time
region, we can surpass the standard quantum limit even in the
presence of dissipation.

It is important to note that there are “no-go” theorems and
also particular scenarios for which it has been established
that open systems described by the Lindblad master equation
cannot exhibit scaling beyond the standard quantum limit.
In particular, Refs. [8,9] establish for systems such as we
explore that an upper limit on the QFI scales linearly with the
total probing time in a sequential scheme, which implies that
the best one could hope to achieve is the SQL. If one were
to assume that the corresponding total probing time in the
parallel, N-qubit case is proportionate to N times some fixed
(smaller) probing time, then one would also expect no better
than SQL scaling with N . Our focus, however, is the case
where measurements are performed at optimal times when
the QFI is maximum, and these times vary with N . That these
probing times are not fixed with N allows us to circumvent the
no-go theorems. Of course, a negative aspect of our approach
is that it is more complicated than schemes with fixed probing
times, but we have suggested an experimental protocol that
can offer some efficiencies [23].

The significance of our results and our main motivation lies
in the fact that Dicke states with modest excitation numbers
can be realized in the laboratory [27–37] and exploring the
interplay between noise and metrological precision can be
investigated experimentally. Indeed, there are a few proposals
for using Dicke states and closely related states in spe-
cific quantum metrology schemes, including noisy quantum
metrology as well [21,22,38,39]. See also the review articles
Refs. [40] and [4] for additional discussion of Dicke states in
quantum metrology. In addition there are multiple theoretical
proposals for producing such states in the laboratory [41–52],
giving further relevance to our work.

A. Quantum Fisher information

Consider the problem of estimating a (scalar) parameter θ

in a quantum experiment and denote the (unbiased) estimator
of this parameter by θ̂ . The parameter-dependent evolution
of the probe is given by Hprobe = θh, where h is an operator
on the probe state. The variance in the estimate of the pa-
rameter, δθ̂2, is upper bounded by the quantum Cramér-Rao
bound [53],

δθ̂2 � 1

MF (θ )
, (1)

where M stands for the total number of application of the
quantum probe and F (θ ) is the QFI, which quantifies the
responsiveness of the quantum state of the probe to changes

in the measured parameter θ . The QFI of a mixed state ρ =∑
a λa|λa〉〈λa| with respect to the parameter θ is [54]

F (θ ) = 2
∑
a,b

|〈λa|∂θρ|λb〉|2
λa + λb

, (2)

where the sum is taken over values of a, b for which λa +
λb �= 0. For closed evolution of the probe, the QFI has a
quadratic time dependence, while for open evolution an op-
timal measurement time may be present that the parameter
estimation protocol would take advantage of [23]. We study
the scaling of the peak value of QFI under open evolution as
N gets larger.

II. MODEL SYSTEM

The qubit-cavity model that we study here is described by
the Hamiltonian (h̄ = 1)

H = ωqSz + ωca†a + g(a†S− + aS+), (3)

where Sz = 1
2

∑N
j=1 σ

( j)
z , and S± = ∑N

j=1 σ
( j)
± are collective

spin operators expressed in terms of the single-qubit Pauli
matrices σz = |↑〉〈↑| − |↓〉〈↓|, σ+ = |↑〉〈↓|, and σ− = σ

†
+;

a† and a are bosonic raising and lowering operators for the
cavity; ωq is the qubit excitation energy; ωc is the resonator
frequency; and g is the qubit-cavity coupling strength. Our
focus will be on the QFI with respect to measurement of
the coupling constant, g, i.e., θ = g in Eq. (2). Since we
are concerned only with estimating the coupling, we work
on resonance and in a rotating frame, or equivalently set
ωq = ωc = 0. The state of the quantum probe undergoes open
evolution described by the Gorini-Kossakowski-Sudarshan-
Lindblad (GKSL) equation [55–58],

ρ̇ = −i[H, ρ] + κD[a](ρ) + γ

N∑
j=1

D[σ ( j)
− ](ρ), (4)

where κ and γ are, respectively, resonator and qubit decay
rates, and the dissipator

D[O](ρ) = OρO† − 1
2 (O†Oρ + ρO†O). (5)

With the system as described, the dynamics can be expressed
in terms of the dimensionless time tg, decay rates κ/g and
γ /g, and QFI (with respect to parameter g) can be represented
as the dimensionless product F (g)g2.

In principle, if the cavity excitation number is bounded
above by the qubit number N , the Hilbert space of the
combined qubit-cavity system has dimension (N + 1)2N . Op-
erators on this Hilbert space (such as ρ), in turn, have
O(N24N ) degrees of freedom, which severely limits compu-
tational capability even for moderately large N . However,
spin-permutation symmetry—namely, the invariance of ρ un-
der arbitrary permutations of its spins—reduces the degrees
of freedom for a mixed state of N spins to a modest O(N3)
[26,59–66], allowing us to perform calculations in a sym-
metric basis for the combined spin-boson system that grows
as O(N5). Though individual terms on the right-hand side
of Eq. (4) may break permutational symmetry, the sum of
these terms does not. If ρ is initially invariant under all per-
mutations of spins, therefore, this symmetry is preserved at

052615-2



ACHIEVING THE HEISENBERG LIMIT WITH DICKE … PHYSICAL REVIEW A 109, 052615 (2024)

all times. This symmetry allows us to expand ρ in a basis
of matrix elements of the form |J, n〉〈J, m| ⊗ |�〉〈k|, where
J ∈ {N

2 , N
2 − 1, . . . , N mod 2

2 } is a total spin length, n, m ∈
{J, J − 1, . . . ,−J} are spin projections onto the spin quan-
tization axis, and �, k ∈ {0, 1, . . . , N} are cavity occupation
numbers. Though the spin quantum numbers J and m are gen-
erally insufficient to uniquely determine the state of N spins
when J < N/2, the values of additional quantum numbers are
fixed by the requirement of spin-permutation symmetry [26].
We provide additional details about our numerical simulations
(benchmarked in small-scale systems against QuTiP [67,68])
in Appendix A, and make our codes publicly available at
Ref. [69].

Our main focus is on the case where the quantum probe is
initialized in Dicke states of the qubits with resonator in its
ground state,

|D-n〉 = |φn〉 ⊗ |0〉, |φn〉 ∝ Sn
+|0〉⊗N . (6)

Here φn is a normalized Dicke state of N qubits, which can be
equivalently defined as a uniform superposition of all N-qubit
states with exactly n excitations, e.g.,

|φ1〉 = 1√
N

(|100 · · ·〉 + |010 · · ·〉 + |001 · · ·〉). (7)

|φ1〉 is also known as the N-qubit W state [70]. For ease of
language, we generally refer to D-n as the Dicke-n state of the
qubit-resonator system.

For comparison with the D-n state we also consider the
X -polarized state

|X 〉 =
( |0〉 + |1〉√

2

)⊗N

⊗ |0〉 =
∑

m

cNm

∣∣∣∣N

2
, m

〉
⊗ |0〉, (8)

where cNm =
√( N

N+m

)
/2N , and the GHZ state

|GHZ〉 = 1√
2

(|0〉⊗N + |1〉⊗N ) ⊗ |0〉

= 1√
2

(∣∣∣∣N

2
,

N

2

〉
+

∣∣∣∣N

2
,−N

2

〉)
⊗ |0〉, (9)

where we provide these states in the collective J, m spin basis,
and both states are defined with the resonator in its ground
state.

III. TIME DEPENDENCE OF THE QFI FOR N QUBITS

In Fig. 1 we show a plot of the time-dependent QFI for
the Dicke-1 initial state for different values of N , keeping the
decay constants on all the qubits and the resonators fixed.
One sees that on average the QFI rises and then falls in
time, with some oscillatory substructure superimposed. The
region of largest QFI values and also the associated overall
maximum QFI value increase in magnitude with increasing
N . This behavior is not limited to the Dicke-1 state and
happens for all the other Dicke-n states and for the GHZ
and X -polarized initial states as well (see Appendix B for
examples).

In Fig. 2 we provide plots of how the maximum QFI value
scales with N . Note that we use N to quantify the resources

FIG. 1. QFI with respect to g as a function of time for different
qubit numbers, N , for an initial Dicke-1 state with relatively small
qubit (γ ) and resonator (κ) decay rates. The peak structures increase
with N for this case. Note that we display the QFI and time as the
unitless quantities, F (g)g2 and gt , respectively.

FIG. 2. Scaling of the maximum QFI with respect to time for
fixed qubit and resonator decay rates, and different initial states.
The upper and lower panels correspond to small and large values
of the decay rates, respectively. The upper panel with κ , γ � g,
corresponds to strong coupling between the qubits and the cav-
ity, while the lower panel with κ , γ ∼ g corresponds to moderate
coupling. Dashed black line shows, for each qubit number N , the
time-optimized QFI maximized over choice of initial Dicke state.
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FIG. 3. Time-optimized mean QFI generation rate as a function
of the initial Dicke excitation number for N = 20 qubits and different
resonator decay rates, κ , for fixed qubit decay rate, γ .

that go into the measurement of g even though, strictly speak-
ing, we have N qubits plus a resonator whose Hilbert space
dimension grows as N + 1. It is interesting to note in Fig. 2
that the GHZ state, despite being maximally entangled by
some measures, scales very poorly for both small and large
values of decay rates. This is due to the fragility of the GHZ
state to decoherence. For example, measuring just one qubit
collapses the GHZ state into a separable state, whereas this
is not the case for the W state or, indeed, most of the Dicke
states. Of course this possible limitation of the GHZ state for
quantum sensing has been noted many times, which has been
motivation of exploration of other entangled states, not just
Dicke states, such as graph states [15] and also motivation for
the development of schemes to mitigate the effects of noise,
e.g., Refs. [8,9,20,22].

For large values of the decay constants (lower panel of
Fig. 2) the initially unentangled X -state scales in a manner al-
most comparable to the large excitation Dicke state. It is worth
noting that the SQL, which applies to statistically independent
probes, does not truly apply to this initial state because the
spins interact with a shared resonator. We note, however, that
the X state is competitive only with the best Dicke states in the
limit of relatively high dissipation and low QFI magnitudes,
i.e., in a limit less well suited to achieving high-precision
sensing. For a metrology performance comparison between
separable states like the X state and maximally entangled
states see Ref. [71].

A. Optimal excitation number of Dicke states

Figure 2 shows that, depending on the number of qubits,
N , there can be optimal Dicke state excitation numbers. In the
case of low dissipation (upper panel of Fig. 2) for example,
Dicke-1 has the larger QFI for N = 5–10, whereas Dicke-5
has the higher QFI for for N > 10. In Fig. 3 we plot the
maximum value of the QFI against different Dicke excitation
numbers for N = 20 and see that there is indeed an optimal
value of the excitation number for which the maximum value
of the QFI is the largest for each κ considered. By the geo-
metric entanglement measure, for fixed N , it turns out that the

most entangled Dicke state is equal to or close to Dicke-N/2
[72]. For the N = 20 case of Fig. 3, this would correspond
to Dicke-10. The results of Fig. 3, however, show optimum
Dicke states ranging from Dicke-5 at the lowest κ considered
to Dicke-11 at the highest κ considered, again consistent with
entanglement alone not being the best gauge of sensing qual-
ity and that a competition between degree of entanglement
and resilience to noise leads to the optimum initial probe
state.

Note that by focusing on measurements at times the max-
imum of F (g, t ) we are not explicitly considering the total
measurement time as a resource to be minimized. If the times
associated with individual shots are constant or not a signif-
icant resource, e.g., if state preparations, measurements, or
other fixed experimental times dominate over actual system
evolution times, then this is valid. Indeed, in previous work
some of us showed that an experimental protocol can be devel-
oped using our optimum time idea that significantly reduces
the total number of shots required to achieve a given preci-
sion in a parameter [23]. However, if the total measurement
time associated with all the shots is considered a resource,
and if for simplicity one neglects state preparation and other
experimental factors, then one must consider F (g, t )/t as
the figure of merit to be maximized with respect to t [20]
(see also Ref. [19], which minimized an associated uncer-
tainty with measurement time in mind). Another scenario in
which the total time is relevant is when the measured pa-
rameter is also time dependent, and there is a small window
of time within which the value of the parameter has to be
estimated. However, in our case, the coupling g that we are
estimating is constant in time, and such considerations do not
apply. For completeness, we have also carried out a number
of calculations using maxima associated with F (g, t )/t (see
Appendix C) and have found very similar results to those
described here.

Finally, we consider if certain ranges of the decay constants
associated with the qubits and the resonator can lead to scaling
that surpasses the standard quantum limit or SQL. To accom-
plish this, we fit y(N ) = aNb + c to the maximum QFI vs N
plots for a large range of decay constant values and extract the
scaling exponent, b. The results of our numerical simulations
are summarized in Fig. 4, where we plot the exponent b
for different values of the decay constants for three different
initial states: the X state, the Dicke-5, and Dicke-10. In these
plots b = 1 corresponds to the SQL and b = 2 corresponds
to the Heisenberg limit. Regarding the initially unentangled
X state, scaling closer to the SQL limit occurs for low-decay
constant values, as might be expected. A transition to much
better than SQL scaling occurs for higher decay constants,
possibly due to dissipation induced entanglement. However,
as previously noted, the actual magnitudes of the QFI can
be orders of magnitude smaller than what is achievable with
Dicke states. For the Dicke states, it can be clearly seen that
for certain low but finite values of the decay rates the Dicke
states are able to go above the SQL and even achieve the
Heisenberg limit.

In some previous work on noisy quantum metrology,
[15,39,73–79] the importance of finding probe states that
are resilient to noise rather than just highly entangled was
pointed out, but the use of the optimal time for sensing was
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FIG. 4. The scaling exponent b obtained by fitting the time-
maximized QFI to the qubit number N as maxt QFI(t, N ) = aNb + c
for different resonator and qubit decay rates κ and γ and three initial
states. We see that when the qubits are strongly coupled to the cavity
(relative to the losses), the Dicke states perform very well in terms of
the scaling of the QFI with N while the initially unentangled X state
performs better in the moderate coupling regime.

not considered. The use of optimum time ideas can be found
in Refs. [20–22], but for much simpler model systems and
different noise models than ours. Reference [20] was able
to show Heisenberg limit scaling with GHZ states could
be achieved for their system and noise model. References
[21,22] also made use of Dicke states, but neither of these
references was able to go beyond the SQL by making use of
optimum time. Reference [22] was able to achieve HL in a
steady-state limit where the collective phase noise considered
in the model does not change the state and with auxiliary
qubits via differential interferometry. Furthermore, earlier
work suggests that separable probe states can never go beyond
the SQL scaling. However, in our work we have demonstrated

that for some models the subsequent dynamics allows the
separable probe states to go beyond the SQL scaling and even
achieve the Heisenberg limited scaling when the strategy
of optimising the measurement time is also employed. In
Ref. [22] it was pointed out that in the presence of correlated
phases noise, X states can perform better than entangled
ones. However, the scaling of the measurement uncertainty
with N when the optimal time is always used was not
considered.

It should be noted that the Dicke state HL limit results in
Fig. 4 correspond to parameters in the strong coupling limit
of g  κ, γ , which can sometimes be hard to achieve in
practice. Interestingly the X -state results show near-HL limit
scaling in a somewhat weaker or moderate coupling regime of
g ≈ κ, γ .

IV. CONCLUSIONS AND FUTURE DIRECTIONS

Many studies in noisy quantum metrology focus on un-
coupled or weakly coupled systems of qubits. In contrast we
study here systems of qubits coupled to a bosonic resonator
(which in turn mediates qubit couplings). The dynamics of
such systems, after preparation of some initial state, can be
nontrivial and put to metrological advantage. We map out the
behavior of such systems over a range of loss parameters for
the qubits and the resonator, identifying optimal initial states
and parameter ranges for going beyond the SQL. Among our
interesting results include the use of Dicke states optimized
with respect to excitation number and even the observation
that initially separable states can yield scaling beyond the
SQL under certain conditions. In coming to these conclu-
sions we have made use of previously developed concepts in
noisy quantum metrology, including the concept of optimal
measurement times [19–23] and the general notion that some
entangled states such as Dicke states can be more robust to
noise [15,21,22].

For future work we will like to extend our study to in-
clude other noise models such as dephasing. Implementing
our proposal to surpass the standard quantum limit in a lab-
oratory can be a fruitful direction of research as well. The
ability to produce Dicke states in the laboratory [27–37] offers
the prospect of studying our proposal experimentally in a
laboratory.
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APPENDIX A: NUMERICAL SIMULATION DETAILS

Here we provide additional details about the numerical
simulations of a spin-boson system performed for the main
text. The codes for these simulations are available at Ref. [69].

For a system of N spins, we limit the boson excitation
number to N . Spin-permutation symmetry then allows us to
expand the density matrix in the form [26,59]

ρ =
∑

J,n,m,�,k

ρJnm�k|J, n〉〈J, m| ⊗ |�〉〈k|, (A1)

where J ∈ {N
2 , N

2 − 1, · · · } is a (nonnegative) total spin
length, n, m ∈ {J, J − 1, . . . ,−J} are spin projections onto
the spin quantization axis, and �, k ∈ {0, 1, . . . , N} are boson
excitation numbers.

The naive numerical representation of ρ in Eq. (A1)
is with a five-dimensional array, with dimensions
(�N/2�, �N/2�, �N/2�, N + 1, N + 1). However, about
two-thirds of the elements in this array (namely, the elements
with |n|, |m| > J) are guaranteed to be zero. In practice, we
therefore combine (J, n, m) into a single integer index i, and
flatten the density matrix into the three-dimensional array

|ρ) =
∑
i,�,k

ρi�k|i, �, k〉. (A2)

Operators acting ρ are then split into “left-acting” and “right-
acting” variants to infer their action on |ρ). The left- and right-
acting boson ladder operators, for example, act on ρ as

aρ := aL|ρ) =
∑
i,�,k

ρi�k

√
�|i, � − 1, k〉, (A3)

ρa† := a†
R|ρ) =

∑
i,�,k

ρi�k

√
k|i, �, k − 1〉, (A4)

which implies that aL = 1 ⊗ a ⊗ 1 and a†
R = 1 ⊗ 1 ⊗ a,

aL = 1 ⊗ a ⊗ 1, a†
R = 1 ⊗ 1 ⊗ a, (A5)

where 1 is the identity operator, and by slight abuse of no-
tation the annihilation operators a on the right-hand side of
Eq. (A5) act on the Hilbert space of the boson alone [whereas
the operators a on the left-hand side of Eqs. (A3) and (A4) act
on the joint spin-boson Hilbert space].

Left- and right-acting collective spin operators act on the
first tensor factor of |ρ) and can be constructed from

Sz =
∑
J,m

m|J, m〉〈J, m|, (A6)

S± =
∑
J,m

√
J (J + 1) − m(m ± 1)|J, m ± 1〉〈J, m|, (A7)

where the sums implicitly restrict |m| � J , and the left- and
right-acting variants of Sz, S± on |ρ) can be constructed using
the same index mapping used to map |J, n〉〈J, m| → i for
ρ → |ρ).

The final ingredient necessary to simulate the results in the
main text is the evaluation of dissipation terms of the form

L[s] =
N∑

j=1

D[s( j)](ρ), (A8)

where s = s1 + s+σ+ + s−σ− + szσz is a single-qubit opera-
tor defined in terms of the Pauli matrices σα . The effect of
these dissipation terms in the (J, n, m) basis were worked out
in Ref. [59], and specifically in Eqs. (39)–(46) therein.

In the special case that s = σ−, the relevant results in
Ref. [59] reduce to

L[s] =
N∑

j=1

σ
( j)
− ρσ

( j)
+ − 1

4
(Szρ + ρSz ), (A9)

where
N∑

j=1

σ
( j)
− |J, n〉〈J, m|σ ( j)

+

= 1

2J

(
1 + αJ+1

N

dJ
N

2J + 1

J + 1

)
AJ�

− |J, � − 1〉〈J, k − 1|AJk
−

+ αJ
N

2JdJ
N

BJ�
− |J − 1, � − 1〉〈J − 1, k − 1|BJk

−

+ αJ+1
N

2(J + 1)dJ
N

DJ�
− |J + 1, � − 1〉〈J + 1, k − 1|DJk

− ,

(A10)

where

αJ
N =

(
N

N/2 − J

)
, (A11)

dJ
N =

(
N

N/2 − J

)
× 2J + 1

N/2 + J + 1
, (A12)

AJ�
− =

√
(J + �)(J − � + 1), (A13)

BJ�
− = −

√
(J + �)(J + � − 1), (A14)

DJ�
− =

√
(J − � + 1)(J − � + 2). (A15)

These ingredients are sufficient to determine the state ρ at
all times by numerically integrating the equations of mo-
tion in Eq. (4). We perform this numerical integration using
the DOP853 method of scipy.integrate.solve_ivp [80],
with relative and absolute error tolerances of εrtol = εatol =
10−10. We benchmark the correctness and accuracy of our
methods against small-scale (N � 5) simulations performed
with the Quantum Toolbox in Python QuTiP [67,68].

Denoting the state ρ at time t after evolving under the equa-
tions of motion in Eq. (4) with coupling constant g as ρ(g, t ),
the QFI of ρ with respect to g at time t is then determined by
evaluating Eq. (2) using finite differences, namely,

F (g, t ) = 2
∑
a,b

|〈λa|∂gρ(g, t )|λb〉2|
λa + λb

, (A16)

where the sum is taken over values of a, b for which λa +
λb �= 0, and

∂gρ(g, t ) ≈ ρ(g + δg/2, t ) − ρ(g − δg/2, t )

δg
(A17)

with a positive δ � 1. We set δ = 10−3 in our simula-
tions, which are performed in units with g = 1 for improved
numerical stability.
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FIG. 5. Time dependence of QFI for different probe states. Each
of the figures shows how the maximum value of the QFI changes
with time and also with varying N .

The structure of the equations of motion, Eq. (4), and
Hamiltonian, Eq. (3), lead to useful scalings. For simplicity,
consider the rotating frame limit that we use in the main
text, ωq = ωc = 0. One can easily see that if one expresses
the equations of motion in terms of a dimensionless time,
t̃ = gt , then dρ/dt̃ involves the dissipator parameters divided
by g, i.e., κ̃ = κ/g, γ̃ = γ /g and the qubit-cavity Hamiltonian
coupling becomes g̃ = 1. Thus, calculations with g̃ = 1 can
yield information about results for all g if one reinterprets the

FIG. 6. Variation of the maximum QFI(t )/t (with respect to
time) with Dicke excitation number for N = 20 qubits and varying
resonator decay rate, κ , for fixed qubit decay rate, γ .

dissipator parameters as being divided by g. It is also easy
to show that the QFI for a particular value of g, F (g), can
be related to the QFI calculated with respect to g̃ at g̃ = 1,
F (g̃)|g̃=1 by: F (g) g2 = F (g̃)|g̃=1.

A final subtlety of our simulations is the treatment of
floating-point errors, which can result in numerical instabil-
ities of F (g, t ) due to the denominator λa + λb in Eq. (A16).
Specifically, floating-point errors cause negative eigenvalues
of ρ to pick up a small nonzero value. To mitigate instabil-
ities from small nonzero eigenvalues in the denominator of

FIG. 7. Scaling exponents b from a three-parameter fit to
maxt QFI(t, N )/t ∼ aNb + c, where N is the qubit number, for the
Dicke-15 state and the polarized-X state.
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Eq. (A16), we identify εerr = |mina λa| as the scale of floating-
point errors in ρ. We note that mina λa is always negative
in practice, since floating-point errors cause each zero eigen-
value of ρ to become negative with ∼50% probability. When
evaluating F (g, t ), we then set eigenvalues less than 10εerr to
0, and sum over all values of a, b for which λa + λb > 10−8.

APPENDIX B: TIME DEPENDENCE OF QFI FOR
VARYING SYSTEM SIZE AND PROBE STATES

Here we provide a few more examples of how the optimal
time for performing measurements on the quantum system
changes as we change the number of qubits and the probe
states. It can be clearly seen in Fig. 5 that for different ini-
tial states the optimal time for performing the measurement
changes as we change the number of qubits.

APPENDIX C: COMPUTATIONS
WITH TIME AS A RESOURCE

Let T be the total time the experimenter has and the t be
the measurement time. Then the total number of applications

of the quantum probe is M = T/t . The Cramér-Rao bound
can now be rephrased as

δθ̂2 � 1

T F (θ )/t
. (C1)

The quantity that we optimize with respect to time then be-
comes the F (t, θ )/t instead of just F . Our results are provided
in the Figs. 6 and 7.

Figure 6 shows the time-optimized average QFI genera-
tion rate maxt F (g, t )/t as a function of the initial Dicke
excitation number for different resonator decay rates κ . We
see that the behavior of maxt F (g, t )/t mirrors that of the
time-optimized QFI maxt F (g, t ) in Fig. 3, indicating that
our conclusions regarding the optimal excitation number for
Dicke states still holds if we consider time as a resource.
The same is true for the scaling of the QFI at optimal times
as a function of N as well, in Fig. 7. Our main conclusions
therefore remain unchanged if we treat the total time T as a
resource.
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