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Despite recent advances in quantum sciences, a quantum master equation that accurately and simply charac-
terizes open quantum dynamics across extremely long timescales and in dispersive environments is still needed.
In this study, we optimize the computation of the fourth-order time-convolutionless master equation to meet this
need. Early versions of this master equation required computing a multidimensional integral, limiting its use. Our
master equation accounts for simultaneous relaxation and dephasing, resulting in coefficients proportional to the
system’s spectral density over frequency derivative. In sub-Ohmic environments, this derivative induces infrared
divergence in the master equation, invalidating the second-order Bloch-Redfield master equation findings. We
analyze the approach to a ground state in a generic open quantum system and demonstrate that it is not
reliably computed by the Bloch-Redfield equation alone. The optimized fourth-order equation shows that the
ground-state approach is accurate to second order in bath coupling regardless of the dispersion, even though it

can diverge in the fourth order.

DOLI: 10.1103/PhysRevA.109.052205

I. INTRODUCTION

Understanding the quantum dynamics of small systems
coupled to dispersive environments over long timescales is
crucial in various scientific fields [1-6]. Exact state propa-
gation and variational approaches to open quantum systems,
such as Feynman-Vernon influence functional [7] and the
multiconfigurational time-dependent Hartree method [8] scale
exponentially versus time in terms of computational cost. To
make these methods work over the long timescales, further
approximations are necessary, including singular-value de-
composition [9], small matrix disentanglement of the path
integral [10], and the hierarchical equations of motion [11].
These further approximations work well only when the corre-
lations in the bath decrease exponentially over time.

The exact time-convolutionless master equation (TCL2n)
method [12], on the other hand, saturates in computational
cost at the bath correlation timescale, which is polynomial at
fixed n. Here 2n is the perturbative order in the expansion of
time-ordered cumulants. Despite this favorable characteristic,
little progress has been made beyond the widely used TCL2,
which is known as the Bloch-Redfield equation [13,14]. Due
to its multiple time integrals, the exact TCL4 generator has
been considered “cumbersome” [15,16] without additional
approximations. Our approach simplifies this multidimen-
sional integral into a series of independent one-dimensional
integrals, which can be computed efficiently and with rela-
tively low overhead.

A well-known issue with the TCL2n master equation is
that its generator is accurate to the level of O(A%"), while the
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solutions it provides are accurate only up to O(A**~2) [17,18].
Here A denotes a dimensionless coupling constant linearly
scaling with the interaction Hamiltonian between the system
and the bath. This issue is especially significant in the TCL2
master equation, as the precision of the resulting state is only
of the magnitude O(1). Thus, the Bloch-Redfield equation
precisely represents only the local thermal states as steady
states [18,19]. Bath interactions cause modifications in these
states with the same error as the modifications. The current
state of the field is fraught with significant problems since
the utilization of second-order master equations is widespread
while the precise calculation of the most basic modifications
remains out of reach.

Many proposals have been made to solve this deficiency
by fixing specific issues within the TCL2 master equa-
tion. This includes the coarse-graining approach [20-27],
the partial secular approximation [28,29], the unified master
equation [30,31], the geometric-arithmetic approach [32-37],
the dynamical resonance theory [38—40], and the adiabatic
approximation [41]. There is also a truncated version of the
Bloch-Redfield equation [42], an improved weak coupling
master equation [43,44], the Kossakowski matrix approx-
imation approach [45], and master equations that enforce
thermodynamic consistency [46—49]. As stated by Tupkary
et al. [18], making adjustments to the Bloch-Redfield equation
to ensure complete positivity unavoidably leads to increased
errors in the coherences and breaches conservation laws.
Therefore, it becomes crucial to consider the fourth-order
terms in order to address this issue [18].

Tokuyama and Mori were among the pioneers who recog-
nized the potential of a time-convolutionless master equation
to accurately describe the quantum dynamical map back in
1976 [50]. However, the utilization of this equation in the
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fourth order has not been extensively adopted thus far. Our
goal in this paper is to address the issue of accuracy in the
Bloch-Redfield equation by finding a way to simplify the
TCL4 master equation so that it can be easily implemented in
practice. However, during this process, we realize that there
is still a lot of work ahead of us. In the sub-Ohmic regime,
the TCL4 exhibits an infrared divergence, invalidating the
second-order master equation results from Refs. [14,19].

Brief history. There are many ways to describe the TCL4
generators in terms of Liouvillians that do not include the bath
correlation function over time [51-57]. In the weak coupling
and asymptotic limit, i.e., A < 1 and # — oo, where ¢ is
the time of the dynamics, Silbey and colleagues developed
the first easy-to-use formulation for the kernels of the TCL4
generator [58]. However, their methods included additional
assumptions that the extremely singular Dirac delta functions
may approximate the bath correlation functions.

Trushechkin [59] has recently published a simplified TCL4
and TCL6 generator with bath correlation functions that decay
exponentially versus time. However, we cannot use these to
study the asymptotic dynamics when the bath correlations de-
cay as a power law versus time. The same author has also put
up a simplified fourth-order generator for the asymptotic dy-
namics in arbitrary baths, based on Bogoliubov’s approach to
deriving the Boltzmann equation [60]. It would be interesting
to study the differences between Trushechkin’s Bogoliubov
approach and the TCL4 generator derived here to better un-
derstand their domains of validity.

References [61,62] recently reformulated the perturbative
TCL2n expansion and evaluated all integrals over time in
terms of the expansion. Nestmann and Timm, in particular,
pinpoint sequences of matrix products that alternate between
common matrix products and Hadamard products in each term
of the expansion within Liouiville space [61]. In our study,
we utilized a comparable technique, which we refer to as
the “Hadamard trick.” None of the preceding methodologies
provide the same level of simplicity in implementation for
general applications as the one offered in the present study.

Main result. We will show that the TCL4 generator exhibits
infrared divergence in sub-Ohmic baths. The underlying cause
is that a small system emits soft bosons faster than the sub-
Ohmic bath can remove them, leading to the diverging boson
numbers [63]. The infrared divergence is well studied in gauge
quantum field theories, where the scattering cross sections
involving a finite number of asymptotic bosons result in inte-
grals that diverge in the infrared region [64]. In the usual open
quantum system setup, states that have an unlimited number
of bosons are located outside the Fock space [65,66]. Then,
if the ground state or the asymptotic state is computed using
perturbation theory restricted within the Fock space, then the
energy diverges even if lower bounds on the ground-state en-
ergy are demonstrated [67]. Infrared divergence supports the
presence of the infrared triangle [68], which has not yet been
explored in the open quantum system setup. Consequently, we
anticipate that this result will prompt additional investigation
into this triangle.

Application. To demonstrate the usefulness of the TCL4
master equation, we will look at how it models the approach
to a ground-state property of open quantum systems [69,70].
We say that an open quantum system approaches a ground

state if and only if the dynamics’ reduced asymptotic state
at absolute zero is the reduced ground state of the combined
system. We prove the identity between asymptotic and ground
states in generic open quantum systems with bounded Hamil-
tonians for the first time. However, this identity is valid only
in the second-order perturbation theory and breaks down in
the fourth-order theory, with strong and weak corrections de-
pending on whether the bath is sub-Ohmic. When the bath
dispersion crosses Ohmic damping, a first-order phase tran-
sition occurs in the asymptotic states, while a continuous
transition occurs in the ground states.

The paper is organized as follows. We present the termi-
nology and assumptions in Sec. II. The TCL4 generator, the
asymptotic limit, and convergence criteria are developed in
Sec. III. The approach to a ground state will be discussed
in Sec. IV. We discuss conclusions and future prospects in
Sec. V.

II. NOTATION, ASSUMPTIONS, AND GENERIC OPEN
QUANTUM SYSTEMS

Our open quantum system has the total system-bath Hamil-
tonian

Hy = Hg + Hg + H;. (D

Hg is the isolated system Hamiltonian on the N-dimensional
system Hilbert space Hs,

N
Hg = ZEn|n><n| (2)
n=1

with nondegenerate energy levels E; < E; < --- < Ey. The
system Bohr frequencies are defined as w,,, = E, — E,,. Hp
is the isolated Hamiltonian of the baths, likewise on the bath
Fock space Hr. The baths will be considered to be contained
in cubes with volumes L¢ and periodic boundary conditions,
with delocalized discrete normal modes of linear harmonic
oscillators,

Hy =) ofb b, 3)
ok
where @ = 1, 2, ..., N, label different baths, d is the spatial
dimension of the bath, £ labels oscillators with frequencies
wy > 01in bath « (with i = 1), and bf (b7) are the creation
(annihilation) operators satisfying the canonical commutation
relations

[b%. b!] = 84484, (Kronecker deltas). 4)

The energy spectrum of Eq. (3) is discrete, because the bath
has a finite size.

H; is a Hermitian operator describing the system bath
interaction proportional to a dimensionless (weak) coupling
constant A. The bath is much larger than the system and the
interaction Hamiltonian has bilinear form [71],

N
H =) A*®F*, (5)
a=1

where A“ are Hermitian operators on the system Hilbert space
(system coupling operators) and F® are operators on cor-
responding bath Fock space (bath coupling operators). The
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system coupling operators are normalized on the Frobenious
norm, i.e., |[A%|, = 1, while A is absorbed in F*, which has
the physical unit of frequency. We shall assume that the bath
coupling operators are local oscillator displacements, which
can be expanded in terms of the normal modes as

Fe=3 &b +5), (©6)
k

where g7 are the (real) form factors, which have the physical
units of frequency and scale with the bath size as 1/L%/? [72].

Let us further use Hy = Hgs + Hp, for the free Hamiltonian.
Consequently, the master equation appears in the interaction
picture

do(t) .
L = —ilH (1), 0] = L), )
where the interaction picture operators are H;(t) =

efot Hyem ot and o(1) = €™’ p(t)e M and the Liouvillian is
L;(t) = —i[H;(t), 1. Throughout this paper, the system and
baths are initialized into a factorized state at time t = 0.

The operators F'* are fully described by two-point time
correlations computed in the bath’s initial state (op), which
will serve as the reference state for deriving the TCL4 mas-
ter equation utilizing the projector-operator method [12]. We
shall label the bath correlation functions (BCF) as

Co(1) = (F*(1)F*(0)) = TrlegF* (1)F*(0)], ®)

which has the physical unit of frequency squared. The baths
themselves are not correlated, that is,

(F“(t)F" (12)) = TrplopF® (1)F” (22)] = 0, €))

if & # y, which also follows from Eq. (4).

These BCFs will be determined from a characteristic spec-
tral density at zero temperature, which has the physical unit of
frequency and is defined as

Jé=m (g)8(w — of). (10)
k

in terms of which the BCF at any temperature can be ex-
pressed as

C,(t) = %/ooda) jg[cos(wt)coth(ﬂawﬂ) — isin(wt)],
0
(11)

where B, = 1/(kgTy,). The labels with (without) a tilde will
indicate quantities at zero (any) temperature.

The time-dependent or timed spectral density in bath « is
defined as

t
re@) = / dtCy(1)e". (12)
0
The spectral density and the principal density at temperature

T,, are the real and imaginary parts of the half-sided Fourier
transform of the BCF, e.g.,

o0
' = lim %) :/ dtCy(1)e", (13)
=00 0
namely, J5 =Re(I'S) and S% =Im(I'y). The frequency

derivatives of the spectral and principal densities at zero fre-
quency, will be shown to be related to the soft-boson numbers

in asymptotic and ground states, respectively. They can be
obtained by taking the derivative of Eq. (13), substituting
o = 0, and taking the real and imaginary parts. The result
is

0T | _ _f Im[C, (1)]dt, (14)
o w=0 0

ol _ / tRe[C, ()]dt. (15)
Jw w=0 0

Because of Eq. (11), Eq. (14) is temperature independent.
The spectral density at nonzero temperature is related to

that at zero temperature as

Js

ja) :m, w >0 (16)

and satisfies the Kubo-Martin-Schwinger (KMS) condition,
I, = exp(—Bu») T, Vo. (17)

The principal and the spectral densities are related via the
Kramers-Kronig relation,

1 e o
S = —73/ dof —J0 (18)
T Jw (w—0)
where P indicates the principal value. See Appendix A for
derivation of Egs. (16)—(18).

A. Assumptions

We make the following assumptions on the system:
(1) System spectral density condition. We assume that in
the the thermodynamic limit, i.e., L — oo,

T 2;1,\2%(@3) wOW): s>0.  (19)
Here, and in the rest of the main text, the symbol +— implies
that the thermodynamic limit is taken. The cutoff frequency
., the power-law exponent s, and A can implicitly vary be-
tween the baths. ®(w) is the Heaviside step function.

(2) Fermi golden rule condition. We assume that in the
thermodynamic limit,

Ny
S lAg, e >0 nm=1,...,N.[n—m| >0. (20)

a=1

(3) Dephasing condition. We assume that

Ny N
D> |ag, — A, >o. Q1)
a=1 n,m=1

Equation (19) is the regularity condition on the spectral
density (SD). The Heaviside step function in Eq. (19) follows
from the definition in Eq. (10) and the fact that the frequencies
of the bath modes are positive. It complies with the second law
of thermodynamics, Clausius’s statement, that heat does not
spontaneously flow from a colder to a hotter body. Namely,
when the bath is at zero temperature, only energy quanta at
a positive frequency can be emitted from the system into the
bath.
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The bath is defined as sub-Ohmic for s < 1, Ohmic for
s = 1, and super-Ohmic for s > 1. In terms of physical con-
siderations, it has been observed that if the small quantum
system is connected to a local displacement of the bath’s oscil-
lator, then s = d — 2, with d representing the dimension of the
bath [72]. Consequently, a cube-shaped bath should be Ohmic.
We specifically require that s > 0 so that the ground-state
energy of the system is lower bounded [67]. This also ensures
that the Davies generator of the dynamics and its asymptotic
state are bounded [19]. The asymptotic and ground states,
however, need not lie in the Fock space of the infinite bath
because the number of bosons can diverge, if s < 1 [63,67],
invalidating the results of the second-order master equations
at a sufficiently long timescale. The sufficient condition for
Hy to admit asymptotic [73,74] and ground states [75-80] is
s > 1, which is significantly stricter than the existence of the
lower energy bound and the Davies generator.

The weak-coupling constant, > > 0, is defined such that an
unbiased spin boson model with energy splitting E, — E; =
1 has a Berezinskii-Kosterlitz-Thouless transition at A =1
when s = 1 and w, > 1 [81]. Throughout the paper, we refer
to the dynamics as being infrared divergent if and only if it
diverges at t — oo for arbitrarily small but nonzero A.

Consider infrared regular dynamics, where the asymptotic
generator lacks eigenvalues with positive real parts when A <
Ao, for some Ag > 0. We call such A as sufficiently small. We
will assume throughout the paper that A is sufficiently small
whenever the dynamics is regular. Thus, we do not consider
phase transitions driven by the coupling strength, such as the
Berezinskii-Kosterlitz-Thouless transition [81].

Inserting 8, = oo and Eq. (19) into Eq. (11), we obtain

Co(t) = 2I(s + DA2 02 —————, 22
()= 20+ DA e e 22)
which has the real part,

N 1) arctan(w.t
Re[Cy(1)] = 2I'(s + 122 S E Darcan(@d)] - 5

[1+w2%] >

J

and the imaginary part,
kzwf sin[(s + 1) arctan(w,t)] .

[14 w2?]

Im[C,(t)] = —2T'(s + 1)

sl
2

(24)

Due to the imaginary part’s temperature independence in
Eq. (11), the bath correlations decay as power law at any
temperature. At 7, = 0, we see that the the real part of the
BCF decays as t—*~! in the open interval 0 < s < 2. The
imaginary part of the BCF in Eq. (24) also decays as t !,
except in the one and only one case, s = 1, where it decays as
t~572. The different decaying power laws in Egs. (23) and (24)
will ultimately result in distinct order phase transitions in the
ground and asymptotic states at s = 1 (Theorem 1, Sec. II B).

If a theorem is valid under conditions (20) and (21), then
it may not be true for all open quantum systems. However,
since the open quantum systems satisfying (20) and (21) form
adense set, all slight perturbations of them will also satisfy the
conditions, making these open quantum systems the most im-
portant to address in theorems. These open quantum systems
are referred to as generic.

The condition (20) implies that for each Bohr frequency,
there exists at least one system coupling operator with
a nonzero matrix element and nonzero spectral density.
This condition is the Fermi golden rule condition from
Refs. [39,40] extended for multiple independent baths. It en-
sures that the energy exchange between the system and the
baths has a unique asymptotic state, in the absence of infrared
divergence.

At least one A* must have inhomogeneous diagonal matrix
elements in order to satisfy the requirement 21. The system
then displays inhomogeneous dephasing, where the bath states
corresponding to the various system energy eigenstates shift
over time and gradually become more orthogonal at irregular
rates (Sec. 4.2 in Ref. [12]). The conditions (20) and (21) are
realistic because relaxation and dephasing are prevalent in real
world.

The time-dependent spectral density, its derivative at zero
frequency, and the principal density, all at zero temperature,
are

- 2iA20(s + Do, — o) ulr -85, =2 —jot) =T (—=5,—-2)|, w#0;
oy = [PETOH Do 2Y e E [N (- o) (s -2)), 0 05
2iMT($)we[(1 + iwet) ™ — 1], =0,
ofey| | 20200 4 Dl — dHen— 4 Qe ], s# 1 06)
oo |,_o —2iA2D(s + 1)[% In[1 + (wq1)?] + i arctan(w,t) — 1j:w’t], s=1,
v |22+ DoRe[(— 2)'JewT (=5, —2), w#0; o7
| —222r(s)w, w = 0.

I'z) and T'(u,z) within Egs. (25)—(27) are the
gamma and the upper incomplete gamma functions,
respectively.

Figures 1(a) and 1(b) display the zero frequency deriva-
tives of the time-dependent spectral and principal densities

(

versus time of the dynamics, as a function of 5. At ¢t — oo,
0J /dw|,—o approaches zero, a constant, and infinity if s > 1,
s =1, and s < 1, respectively. In contrast, S /0w|p=0 ap-
proaches a constant dependent on s when s > 1 and infinity
when s < 1.
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FIG. 1. The derivatives of the spectral and principal density
divided by A versus time. The derivatives are interpreted as the
number of soft bosons emitted into the bath in the asymptotic and
ground states, respectively. s varies the interval 0.5 < s < 1.5 in
increments of 0.025 from top to bottom. Red arrow points to the
Ohmic bath values.

Taking the limit t — oo in Eq. (26), we obtain the explicit
derivatives of the spectral and principal densities at @ = 0:

B 0, s> 1;
8 o
T =22 s=1; (28)
dw w=0
00, s < 1.
0S8 —2A2(s—1), s>1;
2 = (29)
I |, 00, s < 1.

Recall from the discussion below Eq. (15) that the derivative
in Eq. (28) is valid at arbitrary temperature.

B. Number of emitted soft bosons

Let us establish a connection between the number of emit-
ted soft bosons in the bath at zero temperature and the spectral
density. In quantum field theory, the number of emitted bosons
is closely related to the problem of asymptotic completeness
[63]. In order to prove that the asymptotic states are spanned
by the Fock space basis, it is necessary to show that the
number of bosons released into the bath is limited [63].

Consider the small system initially in an excited eigenstate
with a Bohr frequency € > 0. During the time interval ¢ that
fulfills 1/e <t < 1/ (|A21| je) the population of the excited
state is decreased by |Ay; > 7.t according to the Fermi golden
rule. €|A,;|2J.t is the resulting energy emitted into the bath.
The number of emitted bosons is determined by dividing by
€ using |Az;| ~ 1 in our units, i.e., (Ng(t)) ~ Tt ~ tejg/e.
By taking the limits € — 0,4, t — 400, and €f = const, we
find the soft-boson number (N, (0c0)) & BN /0w|p=0. On the
other hand, Eq. (29) gives the soft boson number in the com-
bined system-bath ground state. See Appendix B for further
details.

Roeck and Kupiainen computed rigorous boson number
bounds in generic scattering systems at zero temperature using
a polymer expansion in statistical physics [63]. At time 7 > 0,
they find

(N Oy < ICCXP(C) s> 1 30)

Cexp[Ct(1 9, s<1,

where N(7) is the number of emitted bosons. C and C are
independent of A, k, and 7 if 0 < A < Ap and |x| < k¢ for
some Ay > 0 and ko > 0.

On the other hand, we have the asymptotic behavior from
Eq. (26) at time t > 1/w,,

= 2)2T(s+1) sin 4=9%
0750 (o),

dw w=0 JT)LZ(l —

s# 1

s=1

na)fz)

Comparing this with Eq. (30), along with the previous para-
graph showing that aj;f /0w|,—o 1s the soft boson number
at t — +o00, suggests that 8j£‘(t)/8w|w:0 is the number of
soft bosons that have been emitted up to time 7. We shall
see that the TCL4 master equation’s generator is linear with
07 ¥(t)/dw|,=o. Consequently, the boson number determines
the existence of the generator of the TCL master equation.

The primary outcome of the work is the following theorem.
If we assume that the open quantum system is generic, the
states are computed up to the fourth order of the perturbation
theory, the interaction A is arbitrarily small but not zero, and
the thermodynamic limit is conventional, then, as a function
of the dispersion s, we have the following theorem:

Theorem 1. The asymptotic states undergo a discontinuous
phase transition, whereas the ground states undergo a contin-
uous phase transition at s = 1.

Outline of the proof: We will demonstrate in Sec. IV A
that the reduced asymptotic states at 7 = OK are linear with
8.7 /dw and independent of 3S/dw. Consequently, Eq. (28)
represents a discontinuous transition from a bounded to an
unbounded reduced asymptotic state, which takes place when
s changes from 1 to 1_. The transition is consistent with the
discontinuous transition in the boson number bound 30. The
norm of the asymptotic state is the order parameter represent-
ing the discontinuous transition of the asymptotic state out of
the Fock space.

In Sec. IVB we will show that the reduced ground states
are linear with 8S/dw. Consequently, Eq. (29) represents
a continuous transition from a bounded to an unbounded
reduced ground state, computed perturbatively, which takes
place when s approaches 1.

III. TCL4 GENERATOR

The system and the bath are initialized into a factorized
state at time ¢ = 0. If the resulting quantum-dynamical map
is invertible, then it may be represented by the exact time-
convolutionless master equation as follows [12]:

d
d_f =ROp +RP0)p +RYO)p+---. (1)

The generator of the dynamics is thus expressed in terms
of tensors R (t), each proportional to A*". This will be
the TCL2n master equation when it is truncated to the first
2n terms. Due to the hermiticity preservation of the master
equation, the generator’s contributions can be written as

R (1) = sRED (1) + SR (1), k =0,1,2,.... (32)

nm,ij nm,ij mn, ji
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The matrix elements of the generator components are as follows:

W] wWrwW3

SR ;= —iEn8in. (33)
Ny N
R iy = [Az,-Aﬁmr‘f‘ () = 8jm ZAzkAz,-r;“km} (34)
a=1 k=1
Ny N
87?’512,1‘}‘0) = Sjm Z Z {A(rfaAghAgcAcﬁi[F(:I/Js,ci,ac(t) - R?}fah,hi(t)] +AZaAla3hA£cAgiR?c/f}ab,bi(t) (35)
o,f=1a,b,c=1
Ny N
a Ax AB ABpEaB a AB pa af af
_AnaAabAbcAcina,ci,ac(t)} + Z Z {AgaAahAbiAjm[Rba,na,ai(t) - Fba,bi,nh(t)] (36)
o,f=1a,b=1
+Az¢tAgbAgiA7m I:Zf.bi.nb (t) - ASuAfbAgiA?m R?;fnu,ai (t) (37)
+AzaAZbA£iA/j?m [Cgﬁjm,ai(t) + RZ[/ij,ai(t)] - AgaAaﬂhAZiAfm [CZ)/,gjm,ai(t) + Rgfjm,ai(t)] (38)
_AZaAgiAfbAZlm [Cgﬁjb,ni(l‘) + Rjnﬁ.jb,ni(t )] + AgaAZiAfbAZm [C?Z,Sjb,ni(t) + szjb,ni(t )]}’ (39)
! , e, () —T2 @)
af — o BT —i(w)+wr+w3)T BT wr—w w
Fw]w2w3(t)_ —\/0 d'L'AFw]([,T)AFw2 (t,t—-[)e 1 3 +1Fw2 ([) a2)1—+3_w2+w31 (40)
! . re t)—T2 (¢
Ceh (1) = —/ dtAT® (t, T)ATP (1, t — T)e " @FerteDt 4 iphy) “ors () = T, () 41)
e 0 ] ’ ? w1 + wy + w3
! 4 re t)—T% (¢t
R s (1) = — / dTATS (1, T)ATE (1, T)e @ F =+t Lirf (1) “orman )~ o, @) (42)
0

where
ATE(r, 7) = D2(t) — T2(2). 43)

The derivation of the TCL4 generator is given in Ap-
pendix C. Equations (40)—(42) define the system’s three-
dimensional (3D) spectral densities. In Equations (35)-(39),
F e crer®) = F2, . (1), where ©) = wa, 03 = weq, and
w3 = w,yp; mutadis mutandis C and R. The superscript
T in Eq. (40) represents transposition in the energy ba-
sis, e.g., ATPT = AT” . The star in the superscript in
Eq. (41) indicates complex conjugation. The right-hand side
of Egs. (40)—(42) should be interpreted as a limit in the case
of w; +wy + w3 =0, ie.,

re LTS AT ()
w) + wy + w3 - dwq ’

(44)

Xiw;—0

Once we have the time-dependent spectral density, we can
express both the second- and fourth-order generator contribu-
tions in terms of that spectral density. Therefore, the TCL4
master equations, in this particular form, has the same level of
universality as the TCL2 master equation. The TCL4 master
equation is trickier to use at this time because we have to
integrate over the products of the time-dependent spectral
densities in Egs. (40)—(42). Nevertheless, this may be simply
managed through numerical computations. The integrals may
be computed with a moderate amount of diligence, approach-
ing double-precision accuracy, as we shall elaborate on in
Sec. IV C. After calculating the integrals, we may modify

w1 + wy + w3

(

the system operators without the need to recalculate the 3D-
spectral densities, resulting in faster computing.

We take note of the claim made by Karasev and Teretenkov
that the TCL expansion was expressed without the use of
any integrals in time [62], which suggests that the remaining
integrals in Egs. (40)—(42) can be further reduced. We will
defer this for future investigation.

A. Asymptotic TCL4 generator

In the thermodynamic limit, we substitute the smooth func-
tion from Eq. (26) into the spectral density. Then the analytical
characteristics of the TCL4 generator can be different from
those of the TCL2 generator, because they depend on the
derivative of the SD. In particular, Eqs. (28) and (29) are
infrared divergent in a sub-Ohmic bath leading to a diverging
generator and diverging asymptotic state.

Let us consider the baths in the thermodynamic limit.
According to the definition in Eq. (43), AI'Y(¢,7) and
ATPT(t,t — 7) vary from I'%(¢) to 0 and from 0 to I'f7(z),
respectively, when t changes from O to ¢. If now we take the
asymptotic limit, e.g., t — 00, then AT'S(t, 7) — AI'S(7) =
'Y — I'%(t), which approaches zero when 7 is larger than the
characteristic timescale of the bath. In contrast, ATAT (¢, ¢ —
7) approaches zero when t is smaller than # minus the charac-
teristic timescale of the bath, when ¢ is very large. As a result,
we have

lim AT (r, D)ATS (1,1 —7) = 0.¥7T € (0.1).  (45)
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The same applies after replacing AT'ST with AT'S* in the
above. Furthermore, we propose a stronger condition,

t
lim dt AFZJI (t, ‘L’)Arng'*(l‘,l _ T)e—i(w1+wz+w3)r —0.

—>00 0
(46)

See Appendix D for the verification of (45) and (46) for any
s > 0.

Hence, we obtain the asymptotic TCL4 generator by utiliz-
ing the asymptotic 3D spectral densities, defined as

Z)ﬁw oy — i f)T F*H)Z*(lh — le ) (47)
e 2 wi + w) + w3
re —T

C¥ = rprmmme o )
e ? (] + wy + w3
re —TI«

R =irf e o 49)
. > o + oy + w3

o .
_ / drAFg](‘[)A]“i(r)e—z(wﬁwz-&-wg)r.
0 2
(50)

These formulas are applicable for any s > 0, temperature,
and frequencies |w;| + |wz| + @3] > 0 but not at w; = w, =
w3 = 0and s < 1/2, as shown in Appendix D. However, the
Appendix also shows that the TCL4 generator is independent
of the 3D spectral densities at w; = w, = w3 = 0. Thus, the
asymptotic TCL4 generator is computed accurately by replac-
ing the time-dependent 3D spectral densities in Egs. (35)—(39)
with the respective asymptotic limits in Eqgs. (47)—(50).

B. TCL4 generator’s convergence at 7 = 0 K.

At zero temperature, according to Egs. (19) and (27), f‘g =
ja‘f + ng is continuous when s > 0. However, at a positive
temperature, the spectral density diverges at zero frequency
if s < 1[71], as 1/w'~*. To keep the paper simple, we will
narrow the scope of the convergence analysis to 7 = 0K
only and defer the analysis of the convergence at a positive
temperature to a future publication.

We first determine the 3D spectral density existence con-
dition. At T = 0K, we only need to find the convergence
condition for the three ratios in Eqs. (47)—(49). That is, we
can ignore the integral in Eq. (50) for the time being because
it will converge at any s > 0 and |w;| + |wz| + |w3| > 0. This
claim is justified in Appendix D.

The three ratios diverge if and only if w; + wy + w3 = 0.
After taking the limit# — oo in Eq. (44),

Pe, . -

—wr—w3

ore e
— o _ _l/ dttCy(t)e.  (51)
W) + wy + w3 dwi 0

For the BCF that decays as t—*~!, the integrand alternates in
sign versus time at w; #% 0. In this case the integral exists
under the original premise that s > 0. However, if w; =0,
then, in addition to w; + w; + w3 = 0, the integral will di-
verge if s < 1. The infrared divergence at 7 = 0K is due to
the frequency subset w; = 0 and wr, = —w3 # 0.

To assess the impact of the divergence in the 3D spectral
densities on the generator, we will isolate the contributions

from this frequency subset in Egs. (35)—(39). After adding
those terms up, we determined that Eqgs. (35)—(37) result in
zero. In the remaining Eqgs. (38) and (39), the requirement
wy + w3 = 0, for wy = w,p and w3 = w,y, splits into two pos-
sibilities: (a=bAc=d)V (a=d Ab=c). The scenario
a=>bAc=d has all frequencies equal to zero, which do
not contribute to the generator, as previously stated. However,
the divergences corresponding to a = d A b = ¢ do not cancel
and may involve nonzero frequencies.

After adding the Hermitian conjugate to Eq. (35) and some
algebra, the sum of all the terms that can diverge for0 < s < 1
is

Ny
RED (1) =28, 3 [i(AZ,, — A%)A%, AL PIm[C(r)
af=1
+ ROLS,, .5 — (4%, — A%AS, [AL [ ImIC()
+ R(t)]gﬁmi}. (52)

The second term on the right-hand side of Eq. (52) is ob-
tained from the first term through complex conjugation and
realignment n < m and i & j, ensuring the preservation of
hermiticity defined in Eq. (32).

It can be easily demonstrated through index substitutions
that R{-4)(t) = 0 and R4 (t) = 0. Therefore, R'),; and
R;?ni are bounded. These rates are the ones that survive time
averaging in the interaction picture. As a result, the secular
approximation of the TCL4 (e.g., the fourth-order Davies
master equation) is infrared regular.

Due to the §;; on the right-hand side of Eq. (52), only
the population-to-coherence transfer matrix elements Rf;fg,
n # m can diverge. When the ratios in Eqgs. (41) and (42) are
inserted into the equation for C + R, the real part in Fﬁ is
isolated. In more precise terms, I'# + I'#* = 2Re(I'#). The
result is

Im[C(1) + RIS, = Im{—ziRe[Fﬁ(’)] a?f) }
w=0
a o
_ —Mﬁm% (53)
w w=0

Substituting into Eq. (52) for i = j, we isolate the diverging
term into its final form:

Np o
RED () = —4i Z ng )
w

nm,ii
af=1

(54)

w=0

— (A2, —A2)AL, TEO|AL)]. (56)

The terms on lines (55) and (56) converge at ¢+ — oo for
any s > 0. It follows that R;i;fli;(t) diverges if and only if
the derivative of the real part of the spectral density diverges
at w = 0 [see line (54)]. Thus, the sufficient and necessary
condition for the existence of the fourth-order asymptotic

generator is

9T

ow

x [(A5,, — ADALThOlAL]" (59)

= / ootIm[C(t)]dt < o0. (57)
0

w=0
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|4121%)21
(b)

FIG. 2. Soft boson emission in a two-level system. Picture
(a) represents the Fermi golden rule for the relaxing system. The
fourth-order relaxation-dephasing hybrid process is depicted in pic-
ture (b). The red arrows in Fig. 2(b) represent the production of
infrared bosons in addition to the population decay (the green arrow).

Figure 2 illustrates the Fermi golden rule and the
relaxation-dephasing hybrid processes [Eqs. (54)—(56)] in a
two-level system, which is initially in the excited state. The
system relaxes into a quasistatic equilibrium state because the
Fermi golden rule rate, sketched in Fig. 2(a), is initially much
higher than the rate of the fourth-order hybrid process. But the
latter grows in time as the soft bosons are emitted into the bath
and will out-compete the Fermi golden rule over a long time
ifs < 1.

The dephasing subprocess has a probability proportional to
A2(A11 — Ayp) and to the derivative of the spectral density at
zero frequency, from Eqgs. (54)—(56). As previously discussed,
the derivative represents the number of soft bosons emitted
until time ¢. The system dynamics described by the TCL4
master equation initially reaches a steady state at the Fermi-
golden rule rate and for any s > 0. However, when the boson
number diverges at s < 1 and + — oo, the global quantum
state leaves the Fock space and the perturbative approach
diverges. In the sub-Ohmic regime, the second-order Bloch-
Redfield and Davies master equations lack this divergence,
rendering them invalid.

The asymptotic TCL4 generator is uniformly bounded
in the interval s > 1, since the left-hand side of Eq. (57)
is bounded according to Eq. (28). The condition (57) is
temperature-independent [recall Eq. (11)] and less stringent

than the existence of Eq. (51), where the derivatives of the
real and imaginary parts must both be bounded to guarantee
that the 3D spectral functions are bounded.

IV. APPROACH TO A GROUND STATE

As an application, we examine if and how the open quan-
tum system dynamics approaches the combined system and
bath ground state. Our method for calculating the asymptotic
and ground states will be detailed in the next two parts.

A. Asymptotic states

Here we use the perturbation theory of the asymptotic
TCL4 generator to compute the corrections to the system’s
asymptotic dynamics. The working hypothesis will be that the
asymptotic limit exists for s > 1.

Let us begin with the master Eq. (31), which can be rewrit-
ten in the asymptotic limit as

dp(t)
dt

For clarity, the generator’s explicit dependency on A has been
excised as a prefactor in each term of the expansion. Since the
coefficients of this equation are time independent, we seek the
solution p(t) = " p, which leads to the linear system

RO + 2R + ARG + ... )p = vp, (59)

=RVp() + 22RPp() + 1*RGp(t) +--- . (58)

with the unknowns v and p. We will solve this eigenvalue
equation using the perturbation theory, which is sometimes re-
ferred to as the canonical perturbation theory. This method has
been applied to explore the asymptotic states in Refs. [17,18].

v and p are expanded in the Taylor series as v = v +
220D 1@ 1 and p = p© 4 A2p@ 4 adp® ..
Inserting in the eigenvalue Eq. (59), we find

(R(O) L AR LA RW )
% (0 +232p@ 424 p@ 1.
= WO £ 220 4@ 4
x (p(O) + )\2,0(2) + )»4,0(4) +-0). (60)

Expanding the requirement trp = 1 in Taylor series in A, we
find

trp® = 8;0. (61)

Next we equalize the coefficients of the expansion on the
left-hand side and the right-hand side of Eq. (60). In the zeroth
order and using Eq. (33), we find

—iwanpiy = v ol (62)

nm

where w,,, = E, — E,,. Since we assume that the eigenener-
gies of the isolated system are nondegenerate, it follows that
there are N2 — N nondegenerate eigenvalues —iw,,, n # m,
with the eigenvectors equal to the coherences p = |n)(m|. In
addition, there is a zero eigenvalue with a degenerate manifold
of populations p = |n){n|,n=1,2,...,N.

The application of the Fermi golden rule on the Liouvillian
operating in the representation of the algebra of local opera-
tors shows that N> — 1 of these N? eigenvalues disintegrate
in the continuous spectrum when the interaction is turned in
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Ref. [70], which leads to return to equilibrium. In our case, the
reduced system’s Liouvillian retains a fully discrete spectrum.
Proceeding with the perturbation theory, in the second order,
we find

RPpO 4 RO ,@ = 2,0 4,0 ;@) (63)

The examination of the dephasing modes and their rates,
while intriguing on its own, does not offer any data directly
pertinent to this section and will be skipped. The relax-
ation modes and their rates are computed using degenerate
perturbation theory. We have v(®) = 0 and consider the super-
positions p©@ = Y3, ,okk)|k) (k|. Then let us take the matrix

element (n| - - - |m) of Eq. (63). The result is
N
ZREQ wPre — iommpln) = VP08 (64)
For n = m, we find
N
> Rubia = vPou). (65)

k=1

which is the usual eigenvalue problem in degenerate perturba-
tion theory.

Let us make a few remarks. First, it should be noted that
(65) determines both the eigenvalues v® and the popula-
tions p'? to precision O(A). However, after multiplying v
with A%, the eigenvalues of the generator will be known to
precision O(A?). Second, trace preservation of the master
equation requires that ) _, R,(iql) ; = 0. When we take the sum
over n in Eq. (65) we see that v® 3", p,ig) =0.Ifv® =0,
then ), ,0(0) can be nonzero. This eigenvector represents the
reduced system’s asymptotic state in the zeroth order, which
is unique by condition (20). If v® = 0, then ), ,olik) =0.
These eigenvectors turn out to be the same as the decaying
population modes in the Davies master equation [19]. There
are N — 1 such modes.

The nonsecular matrix elements of the generator will gen-
erate coherences in these modes. Let n # m in Eq. (64). Then

. N
2) _ (2) (0)
Pum = — Zan Kk Prke - (66)
k=1

Thus from the O(A?) generator, the coherences are known to
precision O(A?).

At this time, the coherences are more precise than the
populations, which is one of the flaws of the Bloch-Redfield
equation. To make the precision of the populations consistent
with the coherences, we must look at the populations’ fourth-
order corrections, where we have

RO G L RO, L RGO — &, 0 L, @) (67)

Taking the matrix element (n| ... |m
into

), this equation transforms

N N
) ?) 2) 4) 0)
_lwnmpnm + Z an l]plj + Zan Kk Pkk
i,j=1

= D805 + vl (68)

Take n = m to obtain the next in-order population correction.
We have the following linear system:

N
(2) (2) (2)
[Rnn w — V78] o
k=1
N
@ 0 172(2) (2) @ O
Pnn” — Z Rnn 1] Z Rnn kkpkk (69)
ij=1

The primed sum indicates summations over unequal indices
i and j. Both the fourth-order corrections of the relaxation
rates and the second-order corrections of the populations are
generated by this equation.

The key ﬁndmg is that the second-order populations de-

pend on Rnn w+ S0, in order to compute the population

dynamics to precision O(A?) of the TCL2-generator, we
must compute the population-to-population matrix elements
of the TCL4 generator. This discovery extends the findings of
Refs. [17,18] from asymptotic states to asymptotic dynamics.
As an example, see Appendix E for the Bloch-Redfield equa-
tion’s dynamics inaccuracy at times longer than the relaxation
time.

Let us summarize the corrections to the asymptotic state,
which can be obtained by substitution v® = v? =... =0
in all of the above equations. For the coherences, i # j, we
find

0
Py =0, (70)
2 _ 2) (0
plj ZRukk kk’ (71)
@ij o
T
4 _ (2) 2) @) (0)
Pijm = |:Z z]kkpkk +Rz, kkpkk)
k=1
(2) 2)
+ Z Rt/lm lm:| (72)
, Lm
(6) (2) (4) [CORRN )] ©) ()
Pij- = |:Z i,k Prck Ru whli TRy kkpkk)
k=1
N
“) (2) 2 @4
Z Rz} Zm'Olm Rz] lmplm )] (73)
l‘)

while for the populations we have

2) 0)
Z Rk P’ = (74)
N N N
2) 2) 4) ) (2) (2)
Z RomiiPri = Z RomiiPri — Z Rnn 1mPrm s (75)
k=1 k=1 Lm=1
N N
(2) “4) _ (6) 0) “) 2)
Z RomicPr = Z (Rnn P T R i Pk )
k=1
N

’ (4) (2) 2 @
- Z ( wn it Pkt T R i Prt ) (76)
k=1
Applying Egs. (34) to (74) and applying Eq. (61) results
in ,o,ik) = &1, showing that the isolated system’s ground state
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is the zeroth-order asymptotic reduced state. The right-hand
side of the first line in Eq. (75) demonstrates that we need to
compute the diagonal elements of the fourth-order asymptotic
generator in order to compute the second-order corrections of
the populations, as already demonstrated in Refs. [17,47].
When s < 1, the TCL4 generator’s infrared divergences
will propagate via these equations, leading to a diverging
asymptotic density matrix. First, let us look at Eq. (72), which
gives us the fourth-order coherence correction. The infrared-
divergent terms make a contribution of (—i/w;; )Rf?,’ldl), given
that ,olgz) = k1. In this case, it can be demonstrated from
Eqgs. (54)—(56) that as time approaches infinity, jo’ldl) (t) tends
to zero given that Jix = 0 for all k. That is, in the relaxation-
dephasing hybrids, a nonzero relaxation rate requires that the
initial population’s energy be higher than an energy of the
two states involved in the final coherence. With the diverging
terms going to zero, the asymptotic coherences in the fourth
order are finite.
By inserting the corrections of the excited-state popula-
tions, e.g., plgi , into Eq. (73), we can see that they induce
infrared divergence through the fourth-order population to
coherence transfers. As a result, the density matrix is divergent
in the sixth order of coupling to the bath but not before that.
This completes the proof of the first claim stated in Theorem
1 that the function 3. | dw|,—o determines the infrared diver-
gence of the asymptotic states of the TCL4 master equation.

B. Ground states

To make the discussion easier, let us proceed with the
assumption that there is only one bath. Nondegenerate
Rayleigh-Schrodinger perturbation theory will be used to de-
termine the ground state of the whole Hamiltonian, which
is nondegenerate for the free Hamiltonian. After that, we
will take the thermodynamic limit, to be consistent with
how we determine the generators. Recently, Cresser and
Andrés adapted this method to the second-order Rayleigh-

J

)

Schrodinger perturbation theory [82], which we now extend
to the fourth order.

We are attempting to calculate the ground state’s reduced
density matrix. That is, we are assuming that the perturbed
(coupled) Hamiltonian H = Hy 4+ AV has a ground state |0)
that can be expanded in powers of A, and |0) = |0) + O(A1).
From this total ground-state approximation, we will then cal-
culate the reduced density matrix for just the system part, that
is,

ds = Trg|0)(0].

In the zeroth order, the ground state of the free Hamiltonian
is the tensor product of the ground states of the system and
the bath. See Appendix F for the derivation of the second-
and fourth-order corrections of the ground state. Reducing the
ground state of the total system to the density matrix of the
system, we find the second-order corrections,

)

Pteson = —1A1?981,,n =2,3,.. .. N; (717)
o _ AndySi =Sy
mfgs,ij — El' _ Ej

4y oty = dAud)S

- E —E;

where Sj; = Sw,k and 348, = aS(w)/aw at w = wyp. Here
mfgs refers to the mean-force ground state, which is equiv-
alent to the mean-force Gibbs state at zero temperature.
Alternatively, the mean-force ground state is the reduced
ground state of the combined system and bath.

These findings are identical to Ref. [82] after applying
the Kramers-Kronig transform S+ J. There is a bounded
perturbative ground state in the second order of the coupling
atany s > 0.

The perturbative corrections of the reduced ground-state
coherences in the fourth order of coupling are

N Y > >
AAnALA - S$14(081; —
= ST & Sy — > |:A1aAalAi1Alj 00

a1

3S1)) + 3814(S; —SI,)]

Prmfgs,ij =
et aboy QU@L w;j
N N 5 & x
S1a(S1j — S1i)
+ Y (AnArAaApj + ApApeAai Ay j) ———L——
a=1 b=2 Wp10ij
N N = .
Sia [Fdo Ty 1 1
+ (AiA1AapApj +AihAbaAa1A1')_/ — |: - ]
;; ’ Pwij Jco T (@ay— @) [(01j — @) (01— &)
N N s .
Sia [® do T 1 1
+ ZZAibAblAajAla_l/ - |: — — - ]
= wij Joo T (01p — @) | (W — @) (Wai — @)
N N . .
1 * do a)’s j—aw' a)/S j—w'
— ZZAibAblAajAla—/ — J. - J ~ = J. - L —~ | +H.c.
i Wij Jooo T | (01p — N @1g — @) (@1p — @) (wg; — @)
N N - .
1 (™ do T Sonrsor Tor Sonp—or
- ZZ(AilAlaAahAbj +AibAhaAa1Alj)_/ — — —~ — — — | +H.c.
i Wij Joo T | (@) — ) @ap — @) (w1 + &) (@iq + @)

i,j=23,...,Nii#j.

(79)
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The derivative dS is present on the first line, as well as certain
cases of both the third and fourth lines, demonstrating that
both 3S as well as S govern the ground states. According to
Eq. (29), 38 at zero frequency diverges in the limit s — 1.
Isolating the terms in the summations in (79) that contain this
derivative, we find

Dot = -+ FANAAL AL — A PA;)

_Sw]iaso /00 do’ jaﬂgwli—w’
—_— + - 2
| @i oo T wij(@)
—AjnAjA1 (A —Aj))
Sw 85 o0 d / ~w’8~w —w
x | == °+/ 40 JorSory-wr } (80)

o T wj(w)?

As a result, the fourth-order correction to the coherence

pr(ff)gs’ ij diverges continuously in the limit s — 14 due to the

term 35, given by Eq. (29). See Appendix F for the terms
pr(:f)gs,lj’ which also diverge due to the term 3S,. The distinc-
tion between asymptotic and ground states lies not only in
their continuity at s = 1 but also in their perturbative order,
which exhibits divergence. This completes the proof of the
second claim stated in Theorem 1 that the function 3S /dw|,—o
controls the infrared divergence of the reduced ground state.

C. Approach to ground state to precision O(A?)

In the traditional thermodynamic limit method, it is rela-
tively easy to show and widely known that the ground-state
coherences provided by Eq. (78) and the coherences of the
asymptotic solutions of the TCL2 master equation are identi-
cal [17,18,83-85]. However, establishing the identity of the
second-order populations is substantially more challenging.
Recently, there has been some progress in finding a solution
to this problem [85]. According to Eqs. (77) and (78), the
ground state in the second order in X is bounded at any s > 0.
Since it solely depends on the secular matrix elements of the
TCL4 generator, which are infrared regular, the asymptotic-
state populations determined using Eq. (76) are bounded, too.
Still, it is not evident that the asymptotic and ground-state
populations are identical.

Hiénggi and coworkers hypothesized that the asymptotic
coherences can be analytically continued into the asymptotic
populations [83]. In that situation, they discovered agreement
between the asymptotic and equilibrium populations to pre-
cision O(A%). This is due to the fact that such analytical
continuation holds true for the equilibrium states. In our case,
as an example, when i and j are equal to n, it may be said
that Eq. (77) is the limit of Eq. (78). Given that the asymptotic
and the ground-state coherences are identical, the analytical
continuations of their coherences are clearly also identical.
Therefore, the analytic continuation cannot provide new in-
formation until it can be demonstrated that it is applicable
to the asymptotic states. Here we numerically computed the
second-order population corrections from the TCL4 generator
and compared them to the second-order corrections in the
ground states using the following example.

The system Hamiltonian has N = 35 eigenenergies taken
from the eigenvalue distribution of a Gaussian unitary

20

15

10

No. of frequencies

LN B B B B B e
v by by v v by e byl

il
-1.0 -0.5 0.0 0.5 1.0
frequency

FIG. 3. Histogram of Bohr frequency of the random-matrix ex-
ample (N = 35). In these units, the bath cutoff frequency is w, = 10.

ensemble of big matrices at the spectrum’s center (GUE).
The histogram in Fig. 3 displays the Bohr frequency distribu-
tion. There are 1191 distinct Bohr frequencies, with 0.0114,
0.4194, and 1.2108 being the lowest, average, and greatest
absolute oscillation frequency, respectively. The energy level
repulsion, which prevents energy levels from being too close
to one another, is what causes the minimum around O fre-
quency. The bath cutoff frequency is w¢ = 10 the BCF-decay
is Ohmic (s = 1), which guarantees the existance of the TCL4
generator. The vast number of frequencies is significant since
it indicates our TCL4 generator’s capacity to account for a
large plethora of frequencies. This will be useful when extend-
ing the generator to time-dependent system Hamiltonians.

For the system coupling operator, we randomly select an
N x N Hermitian matrix from the GUE. All levels of the
system are connected by this matrix in a way that allows
for direct relaxation between them. It also exhibits signifi-
cant diagonal element fluctuations, indicating the existence of
dephasing. We separated the integration region into sections
before computing the integral in (50). Smaller time steps are
employed when the integrand is big. We may accept larger
time steps without compromising accuracy if the integrand is
small.

The results for the asymptotic states in the Ohmic bath
at T = 0K are shown in Fig. 4. In Fig. 4(a), we compute
the absolute negativity, or the absolute sum of the negative
eigenvalues of the asymptotic states of the TCL2 and TCL4
generators. The figure shows that the negativity scales as 1>
and A* in the TCL2 and TCL4 asymptotic states, respectively.
The negativity also measures the state inaccuracy because the
precise quantum state’s negativity must be zero. Therefore, the
inaccuracy of the asymptotic states scales as A2 and A%, which
is in agreement with the downgrade in accuracy of quantum
master equations discussed by Fleming and Cummings [17].
The decrease in the negativity of the TCL4 asymptotic states
relative to those of the TCL2 shows that all inaccuracies owing
to the second order have been properly canceled out by the
fourth-order terms. So the negativity may be used as a test
to confirm that there are no algebraic errors in the TCL2n
generators’ computation. The asymptotic states turn positive
in the limit n — oo since the time-convolutionless master
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FIG. 4. Asymptotic-state properties in a 35-level system. (a) Ab-
solute negativity of the asymptotic density matrix versus coupling
constant. (b) Populations of the excited states p{> and the absolute
value of the difference between the populations of the asymptotic and
the reduced ground state versus n; . = 10, s = 1,and T = 0K.

equation is exact. This is implied here by the observation that
the asymptotic-state negativity seems to scale with %", based
onn = 1and2.

The second-order corrections of the asymptotic and
ground-state populations computed using Eqs. (75) and (77)
are shown in Fig. 4(b). The difference between the corrections
is approximately 10 orders of magnitude smaller than the
corrections. The similarity is unlikely to be coincidental and
provides an additional proof that our calculation of the TCL4
generator is error free. As a function of N, we have reached the
limit of computing precision at N = 4, where we discovered
that the asymptotic and ground-state populations agree in 13
significant digits (not shown).

Within the second-order perturbation theory, we can relax
the working hypothesis s > 1, since the asymptotic states
converge at any s > 0. For s = 0.9, 1.1, and 1.2, the 13-digit
agreement was valid. In the open range 0 < s < 5, we have
likewise discovered numerical agreement; however, assuming
the same computational bandwidth, the number of significant
digits decreases dramatically when s is much lower than 1.
This is due to the longer integration time required to achieve
the necessary accuracy at lower s.

In summary, the reduced asymptotic state of a small open
quantum is almost certainly identical to the reduced ground
state computed in order of O(A?) in the entire physical range
of baths (s > 0). We believe that algebraic proof of this state-
ment is within reach.

D. Approach to a ground state to precision O(\*)

Because the canonical perturbation theory requires the
TCL6 generator to generate the asymptotic populations in the
fourth order [17], we can only directly compare the coher-
ences between the asymptotic and ground states in the fourth
order, based on the work done so far. According to Theorem 1,
the asymptotic states of the TCL4 master equation have a first-
order phase transition at s = 1, represented by Eq. (28). On
the other hand, the ground-state coherences diverge continu-
ously in the limit s — 1, as 1/(s — 1) according to Egs. (29).

Therefore, the asymptotic and ground states cannot be the
same. Their distance is larger the closer s approaches 1 and
diverges in the limit s — 1.

The following asymptotic limits capture the approach to
ground state in the zeroth and second order in A and its
breakdown in the fourth order:

Jim llpreLa(t) = putgsoll = OG%); s> 1, 81
lim [lpreLa(t) = putgs2ll = OG"): s> 1, (82)

4

A
1); s> 1, (83)

lim ”pTCL4c(t) - pmfgs,4c|| = 0<
t—o00 N

where pmfes ok = + A2 ,of]ff),5 40 Iffk)b for k=0,1,
and 2. The mequazilty (83) apphes to the ground and
asymptotic-state coherences only, which are both computed
with errors of order O(A%). Since their distance is of order
O()*) while the error of this distance is of order O(A®), the
dynimics does not approach the ground state to precision
o).

Proof of Eqgs. (81)—(83): Applying the perturbation theory,
we have lim, o prea(t) =p = p©@ 4+ 12p@ + 14p@ +

, which we substitute in the steady-state equation for the
TCL4 generator. Equations (70)—(76) result from this; how-
ever, they lack the sixth- and higher-order terms. Since the
sixth-order terms are absent from Eqs. (70) and (71) as well
as (74) and (75), the solutions for 5@ and p® will match
those found with the canonical perturbation theory, which also
match the mean-force ground states based on the previous sec-
tion. It follows that p = Pmfes0 + )»2,0mfgs,2 F AW

p@ is determined by Eqgs. (72) and (76) after excluding
the sixth- and higher-order terms. Since the TCL4 generator
is bounded uniformly in s when s > 1, then ,Z)(4) will also be
bounded uniformly in s. Inserting p in the left-hand sides of
Egs. (81) and (82), these equations are proven. The left-hand
side of Eq. (83) yields A*||p — p;ff)gs .|l when p is substi-
tuted, where subscrlpt 1ndlcates the coherence part of the
density matrix. For s > 1, pmtgi . 1s linear with 1/(s — 1), as

u tL)

shown in Sec. IV B, while ,054) is bounded uniformly in s. As
a result, the bound (83) is proportional to O(A*) and is not
uniform in s. QED.

Prior investigations of the return to equilibrium demon-
strated agreement between asymptotic and equilibrium states
in all orders of A [86]. The difference between our technique
and others is how we perform the thermodynamic limit. In
the usual return-to-equilibrium computations, the thermody-
namic limit is assumed from the start of the problem, e.g., the
bath has an infinite size, and the computation is done in the
algebra of local observables (i.e., the C* algebra) [69,70]. In
our example, we perform the usual thermodynamic limit by
substituting a sum over discrete bath modes of a finite-sized
bath with an integral over the wave vectors of bath excitations.
It is well known that the selection of the thermodynamic limit
can influence the outcome of the computation [86].

1. Counterexamples

We briefly discuss two nongeneric open quantum systems.
If (A% — A)A% TPIAP 12 =0, Vi n,a, B, then equation

m

lines (55) and (56) demonstrate that the TCL4 generator’s
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divergence at s < 1 is suppressed. Consider for example the
unbiased spin boson model where A = 0,/2 and Hg = 0,/2,
with o, and o, the Pauli sigma matrices. A has no diagonal
matrix elements in the energy eigenbasis, and hence the TCL4
generator exhibits no infrared divergence for any s > 0. In
Ohmic and sub-Ohmic baths, ground states are known to exist
for the unbiased spin boson model Hamiltonian [67,79,87,88].
Theorem 1 does not apply.

Another example is the exactly solvable reduced dynam-
ics of pure dephasing Hamiltonians where [A, Hg] = 0. This
dynamics converges at any s > 0. There are no off-diagonal
matrix elements in the energy eigenbasis of A. As a conse-
quence, the TCL4 generator converges for any s > 0. Again,
Theorem 1 does not apply. It is reassuring to know that in
these two well-proven examples of infrared regular dynamics
and ground states, the TCL4 generator is also infrared regular
at zero temperature.

V. CONCLUSION

For the fourth-order perturbative time-convolutionless
quantum master equation, we provided a concise yet exact
generator given by Egs. (35)—(42). To set up the genera-
tor, only the bath’s time-dependent spectral density and one
integral over time need to be determined. As a result, this
equation can now be used to study a variety of complex
dynamical systems without worrying about the inaccuracies
that build up over timescales exceeding the relaxation time.
These systems may include glasses, conjugated polymers,
light-harvesting biomolecular complexes, black holes, as well
as quantum-state preparation and gate fidelity in noisy quan-
tum computing.

As an application, we investigated the approach to ground-
state characteristics in rather large open quantum systems.
The approach is numerically exact only in the second-order
perturbation theory. The situation is considerably more com-
plex in the fourth order, though. The system asymptotic and
ground states are both present in super-Ohmic baths, but they
can differ significantly. The system’s asymptotic state is still
present in Ohmic baths, but the ground state is not perturba-
tively present. In contrast, the system initially stabilizes near
a Fock space ground state in sub-Ohmic baths, which is still
present in the order of O(A?), but after an escape time, the
generator approaches divergence and the the reduced state
starts to diverge.

We expect the reformulated fourth-order time convolution-
less master equation to pave the way for new approaches
to solid-state quantum computing noise comprehension and
reduction. The presence of 1/f noise in these systems at
very low temperatures [8§9-92] indicates sub-Ohmic spectral
density [93]. As demonstrated here, this necessitates a strategy
for open quantum systems that considers the emission of soft
bosons and renders second-order master equations invalid.
The loss of phase coherence in this situation is caused by the
entanglement with soft bosons emitted by relaxation. Carney
et al. [94] created the term “infrared quantum information” to
describe this phenomenon. The emission of infrared quantum
information could potentially have consequences that are still
unexplored in the field of quantum computing. In quantum
gauge field theories, the presence of infrared bosons leads

to intricate memory effects, soft theorems, and asymptotic
symmetries [68]. We believe that the TCL4 master equation
will let us explore these effects in mesoscopic devices and in
today’s noisy quantum computers.
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APPENDIX A: KMS AND THE
KRAMERS-KRONIG RELATIONS.

In this section we rewrite the spectral functions of the
finite-sized system bath in terms of the sums over discrete bath
modes, as opposed to the integrals over frequency. In the main
text, we introduced a highly irregular spectral density func-
tion [Eq. (10)] and expressed the generators in terms of that
function so that the thermodynamic limit can be performed
simply by replacing the irregular spectral density with the
smooth function (19). Here we convert the integrals back to
the sums over discrete bath modes and demonstrate that the
key relationships in Sec. II hold without the assumption (19).

The BCF of the finite-sized combined system, correspond-
ing to Eq. (11), translates to

Co(t) = Z (g%)z[ cos (wft) coth (B, /2) — isin (wft)].
k (A

The time-dependent spectral density given by Eq. (12) recasts
as

t
re@) = f dtCy(1)e™"
0

t
_ Z (g%)Z/O dreiwr[eiwgrflg +e—iwgr(l +fka)],
k

(A2)

where f¥ =1/ (eP«“¢ — 1). Performing the integral over time,
and taking the real and imaginary parts, we obtain

sin (a) + a)"‘)t
VHOE “{——nLﬂ
; (gk) o + oy k

sin (a) — wg)t (1 n f;?)]
1 — cos (0 + o)t

o
a)—l—a)k

RPN
w a)k

$m=2@ﬂ

k

fe

1 — cos (a) — a)g)t

o
a)—a)z’ (1 + 1 )] (A3)
These are the spectral functions on which the TCL2n gen-
erators depends. Neither the asymptotic (t — co) nor the
thermodynamic (L — oo) limits have been applied.
Let us now take the limit + — oo in Eq. (A3) before
the thermodynamic limit. Using the representation of the
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delta function, e.g., §(y) = lim,_ » sin(xy)/(ry), we get the
asymptotic spectral density,

Je =1 Y (&) [8(e+af) £ + 8w — of) (1 + £)].
' (Ad)

At w > 0, we can drop the left delta function since w§ > 0.
Using the general property §(x — y)h(x) = §(x — y)h(y), we
can pull (1+ f) as 1+ f() in front of the sum, where
f(w) = 1/[exp(Byw) — 1]. This results in the relation (16).
Using similar manipulations, at @ < 0, this equation repro-
duces the KMS condition (17).

We can rewrite the principal density at time ¢ in Eq. (A3)
as

1 [ =1 - Bl
Sg(t) = —/ dw/jﬂ[Mf(w/)
7T Jo w+ w
1 —cos(w — ')t

T (+ f(a/)]. (A5)
—

Changing the variable on the first line ' — —«’, and utilizing
the relations (16) and (17), we find

S4(t) = %/ dw'ng. (A6)

w— o

This equation is an extension of the Kramers-Kronig relation
to the time-dependent spectral density. The ratio in the inte-
grand is regular at @ = ’. We can thus pull a principal value
in front of the integral, with the understanding that the integra-
tion region excludes an infinitesimal interval [w — €, @ + €]
only, e.g., the singularities of the delta functions within 75
do not count under the principal value. Then we take the limit
t — oo and apply the Rieman-Lebesgue lemma. This results
in the Kramers-Kronig relation (18).

APPENDIX B: BOSON NUMBERS IN THE VAN HOVE
AND PURE DEPHASING HAMILTONIANS

Let us take a look at the boson numbers in the ground and
asymptotic states of the van Hove [95] and pure dephasing
Hamiltonians [12], where these can be calculated exactly.

For the van Hove Hamiltonian, we take Hg = 0, N, = 1,
and A = 1. We rewrite the Hamiltonian in Eq. (1) as

.
Hy = Zwk<bk + i—i) (bk + ﬁ) - Z;i’;, (B1)

,
k k k

by “completing the square.” The ground state is a displaced
vacuum with the oscillator displacements oy = —gi/wy. The
ground-state energy is

L[> J 5

E, = — do— = 21T (s)w,, (B2)
T Jo w

where we note that — means taking the thermodynamic

limit. It is bounded if and only if s > 0. The average boson

number is

(N>=Z§=l/0wdwj(w)ﬁ—z—8 . (B3)

2
w, T w | ,—p

The last equality can be shown by integrating by parts (e.g.,
Judv = uv — [ vdu, where u =7, dv =dw/w?), and re-
placing 7 and S with 8.7 /8w and 3S/dw, respectively, in the
Kramers-Kronig equation (18). This assumes that 7 (w)/w =
0at w=0, aj/aw < 00, and 85/86() < 00, all of which
holds true for the spectral density in Eq. (19) if s > 1.

Next, we compute the dynamics at 7 = 0K. The annihila-
tion operators in the Heisenberg picture satisfy the equation of
motion,

dby
dt

which has the solution

= i[Hy, by] = —iwiby — igy, (B4)

be(t) = bp(0)e—xt — SE (1 — piont), (BS)
w

k
In the Heisenberg picture the bath is in the vacuum state
|0). Thus, b(1)|0) = a(r)|0), where o (1) = —(gr/wi)(1 —
e~ ') After rotating back to the Schrédinger picture, the
bath state, exp(—iHrt)|0), is the displaced vacuum with the
oscillator displacements o (z). The state of the small system
does not change while the bath is being displaced because the
Hilbert space of the system is one dimensional.
The average boson number is

2 [ 7
(N(@)) = Z loe(1)]* = —/(; da)jaiz))[l — cos(wt)]
k

4

_ cos[(s — 1) arctan(wct)]

(1 +0)

> 40 T(s— DY 1

s—1
2

(B6)

The number of bosons grows as |¢|!~* for s < 1 and as log(t)
at s = 1. For s > 1, the boson number is bounded uniformly
in time.

Taking the limits + — oo and L — oo on the first line of
Eq. (B6) (in arbitrary order), applying the Riemann-Lebesgue
lemma, and integrating by parts as described below Eq. (B3),
we find

lim (N(¢)) = —2§ ;
t—00 ow

w=0

s> 1. (B7)

By Eq. (29), the ground and asymptotic-state boson numbers
both diverge as 1/(s — 1) in the limits — 1.

Equations (29), (B3), and (B7) show that the Hamilto-
nian admits both asymptotic and ground states if and only
if s > 1. No infrared divergence is present in the system’s
reduced dynamics since there is no dynamics. Extension to
pure dephasing Hamiltonians yields similar boson numbers
[12, Sec. 4.2]. In this case, we can take H; = 0 and A = o,
(Pauli o matrix). Once again, the diverging boson numbers
at s < 1 have no impact on the dynamics. Pure dephasing
Hamiltonians do not satisfy the Fermi golden rule condition
2 in Sec. II.
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APPENDIX C: DERIVATION OF THE TCL4 GENERATOR

Let us begin with Ref. [57, Eq. (29)] as the expression of the TCL4 generator in the interaction picture,

Ny t f t
(z—f) = > [an [ dn [ an(o2,03,000 117, 2950) - (02), (1410 117, 37103)
4 Gpmydo 0 0

+ (03)4 (12)(10%, [3%, 2#101P1 + [0%, [1P27, 3*]0]) — (03)4(21)5[0%, [17, 3*]0271} + H.c. (C1)

Here we have expanded the authors’ original short-hand notation to account for our multiple uncorrelated baths, defining 1% =
A*(t;) and (ij)q = Co(t; —t;) with i =0, ..., 3, where f, = ¢. We have omitted the explicit time dependence of the reduced
density matrix as well, defining o = o(¢), the interaction picture operator.

1. Integral simplification

For finite 7, the integration in Eq. (C1) is over a bounded region in D C R.
Let us consider three general operators,

Kij = (0i)q (jk)g[0%, 1%, k71071, (C2)
HP = (0)a (jK)s10%, [JPR?, 0], (C3)
M7 = (0i)e (jk)610%, JP1, o], (C4)
with which we can rewrite Eq. (C1) as
N
(2—?)4 = Z /0 n /O " fo (RS + HE + ME,+ K + K+ ) + He, (C5)

a,pf=1

Note that the variables 71, #,, t3 are independent and that, for any two successive integrals, we can visualize the region of
integration as a triangle in R?. Assuming the integral is bounded, we can change the order of integration as

th—1 1y th—1 th—1
/ dt, / dty 1 — f dt,q / dt,. (C6)
0 0 0 (78]

We will use this to transform the integral over D. Our choice of transformation will depend only on the order of the time
arguments within the bath correlation functions, which we separate into two cases, i = 2 and i = 3. Let us also employ the

short-hand notation
i t;
/dj=/ dt;. (o))
0 0

t 1 1 t 3 3 t 3 t
f//:/dlfd2/d3+/d3/d2/dl—/d3/dz/d1 (C8)
D 0 0 0 0 0 0 0 0 0
t t 2 t 2 2
///:/dzfdlfd3—/d2/ d1/d3. (C9)
D 0 0 0 0 0 0

While the overall ordering of the time arguments is not arbitrary, as long as the relation between the scalar correlation
functions and the and operator product ordering is preserved with the o, 8 bath index labels, we are free to swap the arbitrary
11, k, t3 labels. Thus, we will permute the labels such that the bounds only depend on time ¢#; as the outermost integration variable.
Applying, we arrive at a simplified form of Eq. (C5),

Ny t t t t t t
a ! ! o o ! o
< Q) = {/ dn/ dt3/ dtz(QZ{S3+M23’31)+/ dn/ dt3/ dtszfi} +Hec., (C5')
i)y 52 Lo 0 0 0 0 0

where we have defined two new functions,

Case Il (i=2):

and we have
Case2 (i=3):

Ol = HiE + ME = (0i)a (k) 107, [, 1R o], (C10)
PAP = K5 — ME = 00y (jk)p10°, 177, [RP, 101 (C11)

052205-15



ELYANA CROWDER et al. PHYSICAL REVIEW A 109, 052205 (2024)

We will also define the double integrals of our remaining functions as

n n
(1, 1) = f dn f dn 051, (C12a)
0 0
n t
PPt 1) = f dn / Py, (C12b)
0 0
n n
MP(t, 1) = / dt / dsM3Y. (C12c)
0 0
Our goal now is to write Eq. (C5’) as single quadrature,
90 A
(5) = Z / dn[QP(t, 1))+ PP (t, 1) + M*P(t, 1)1 + Hec., (C13)
4 o,f=1 0

by evaluating the integrals in Eq. (C12), which can be expressed in terms of products of system operators and the time-dependent
spectral density for each bath, I'? (), defined in Eq. (12).

2. Time-dependent spectral density

As mentioned in the main text, we assume that for each bath the BCF has the property C,(—s) = C}(s), from which we can
define the complex conjugate of I'J (¢) as

() = / dsCi(s)e™™ = —I'%(—t). (C14)
0

We define transposition as ['%7 (1) = I'* (¢), since we will be evaluating the function only for the Bohr frequencies, which
can be expressed in terms of the system energies as w,,, = E, — E,,;, leading to an antisymmetric matrix representation in the Hg
eigenbasis, a)nTm = —w,,. With these two operations, we have a Hermitian conjugate, Fff ()= -T2 (-1).

We will define a Hadamard product in the system energy basis which is equivalent to a pointwise product in the frequency

domain,
fog= f(@wm)g(@m) = fugo- (C15)
With this product we can express the interaction picture operators as
=A%) = UT(t)AU () = A% o €™, (C16)

where A% is a time-independent Hermitian system coupling operator and U (¢) is the unitary time evolution operator U(t) =

e—iﬁsz.

To evaluate (C12), we could rotate each expression to the Schrodinger picture and expand each coefficient in the system
energy basis, in which can we would find that each bath index contributes an integral of one of the following forms:

/ dsC(t — 5)e™ = & ATL(t — 1,1t — 1), (C17a)
1,

a

Ip . .
/ dsC(s —1)e'™” = " ATE(t —t,, 1 — 1), (C17b)
o
where we have used the Eq. (43) definition of AT, (¢, 7).

However, examining the operators Py, é’ ngg, M;‘fl we note that since only a single system operator will depend on #, and #3,
we can use the linearity of integration and the linearity of operators themselves to see that the results of (C17) can be accounted
for while still in the interaction picture using

173
/ dti(ij)e]* =% o AT (t; — t,, t; — 1), (C18a)
la

a

173
/ dt;(ji)e]* = 1% 0 AT (t; — ty, t; — 1), (C18b)
Ia

a

where we have removed frequency subscript, as it is determined by the product. Equations (C18) define our “Hadamard trick,”
which enables fast evaluation of the TCL4 generator kernels over the different integration regions.
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Explicitly evaluating (C12), we find

Q“f‘a,n):/'drzf'dt3<02>a<13>,3[0“,[Tf’,i“]éf‘gl=[0“,[Tﬂ,{anAr“%,r—n)}]{if’oAr“m,0>}gL (C19)
0 0

PP, ) = / dn, f di3(02)¢ (31)5[0%, [37, (17, 21011 = [0, {17 o ATP*(11, 1y — 1)}, [1#, (0% 0 AT*" (¢, 1 — 11)}]0]1.
’ ’ (C20)

M“ﬂ(t,tl):/]dtZ/]dt3(02)a(31)lg[6"‘,§ﬁ[ﬁa,iﬂ]g] = —[0% {1 o ATP*(r;, 0)}[17, (0% o AT*T(r,1 — 1;1)}]0]. (C21)
0 0

Note that M“? will cancel with part of P*#. So we can define

P, 1)+ M P, 1) =K% (t,0) — VP (¢, 1), (C22)
where
KBt 1) = [0, [{1f o TP (t — 11)}, [17,{0% o AT (t, 1 — 11)}]0]], (C23)
VB, 1) = [0, [17,{0% o AT (¢, — t1)}1o{1P o TP*(1:)}]. (C24)
So we have

do - [ op op of '
22) = 3 [dn(@ P+t - ) + e (€13)

at ), oot J0

Let us adjust our notation to use A = A, A? = B. Define

AA(r, 1) = A1) o AT (1,1 — 1)), (C25)
B'(t)) = B(1) o T7*(11). (C26)
Translating into this notation we find
Q“P(t, 1) = [AQ), [B(t)), AAG. 1)1B(11)el, (C27)
VP, n) = [A@), [B(h), A, 1)leB ()], (C28)
KP(t, 1) = [A(t), [B(t;) o TP (t —11), [B(11), AA(z, t1)]o]]. (C29)

Looking at the common terms, in each case we can factor the unitary operators such that the time dependence is grouped with
the time-dependent spectral density,

[B(t1), AA(t, )] = " o [B(0), A(t —t1) o AT*" (¢, —11)], (C30)

oB'(1) = e o {p[B(ty — 1) o TP (1)1}, (C31)

B(t)e = e o {[B(ti —1) o T (11)]p}. (C32)

We now rotate each term to the Schrodinger picture, noting that as we transform ”é—f > ‘2—‘[’ our fourth-order generator will pick

up an additional factor of U (¢) on the left, and U (¢) on the right, such that overall we have the expression

Q¥P(r, 1) = [A, {e U™ o [B,Ao AT (1,1 — 1) YB o TP (1) )e =} p], (C33)
VP, 1) =[A, {e @ o [B,A o AT*T (¢, 1 — 1)} p{B o T'P* (1 )e @111, (C34)
K*P(t, 1) = [A, [BoTP(t — 11)e™™™") (e o [B,A o AT*T (¢, 1 — 1) ]} p]]. (C35)

Next, indexing each term in the Hy eigenbasis, using implicit notation for inner contractions [i.e., (AB);; = AgBy;] we will
set i, j for the indices of p and n, m as outer, open indices of the total product of each term in the summation. With this notation,
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for Q*P (¢, 1)) we find

Q¥ (t,10) > +A0aij8 jmBapAne B AT (1, 1 — 11)TI] (1y)e (rrtertent=i)
a BT —i(Wpa+@ci+Wac )t —t1)
- AnapijaijabBchciAFba(lv r—1 )Fci (tl )e
— A . o _ BT —i(wpatwpi+wpp)(E—11)
pt]AijnaAabBbzArba(tv t tl)rbi (tl )e

an

+ 0ijA jmAnaBapBri AT (1, 1 — 1))TE (1) )e ™ @artontom=n), (C36)

Using +— to indicate the translation of the operator from matrix product form to the indexed form of its nmth coefficient. We
likewise compute the other two operators,
VPt 1) > +AnapijAapBriBim AT (¢, 1 — 1T (1 )™ @t emteat=)
— AnapijBapApiBim ATG(t, t — t)D (1 )e ot em b=
— Ay PijAnaBaiBjp AT G (1 1 — 1)L (1) (ot emtent=in
+ AompijBuaAaiB s ATS (2, 1 — )Ty (1 )™ atenteoni=n), (C37)
KB (e, 11) > +Anapijd imApeBeiBap AT (2, 1 — 1)Th, (¢ — 1y)e @atoaton=h)
— AnadjmPijBocAciBapd jm ATt 1 — 1)L (¢ — ) etenten=n)
— AuaijAaBuiBim AR, (1,1 — 1T (1 — 1y)e Ot emtoat=n)
+ AnapijBapApiBjm AT, (1, 1 — fl)F_},?m(f — 1) @t emtea)t=)
— PijAjmAaBpiBua AT (t,t — 1)TE (t — t))e ™ @rtentwadi=i)
+ 0ijA jmBapApiBua AT (1, 1 — 11)TB (1 — 1)e (@ Tontea)t=1)
+ ApnPijAnaBaiBjp AT G, (¢, t — tl)Ffb(f — ty)e @ortepteni=h)

— Apm0ijBraPaiBip ATS (¢, 1 — 1)TE (1 — 1y)e @irtentont=) (C38)

We will introduce the following three-dimensional spectral densities that will encode the integration of the time-dependent
component of each of the coefficients contributing to Eq. (C13'):

t
o s =F (1) = /0 dsAT? (1,1 — 5)TET (s)eT(@rrentent=s), (C39)
t
Cgﬁcd,ef(t) = CZ)'?wzw; ) = /(; dsA]"Z‘)] (t,t— s)]‘*g:(S)e—i(w1+wz+w3)(t—s)’ (C40)
t
R o) =R (1) = /0 dsATS (1,1 — $)TE (1 — s)e”(@1Fente)i=s), (C41)

We will rewrite these expressions by making a trivial insertion of the type 0 = —I'#(¢) + I'#(¢) and making the change of
variables T =t — s within each of the equations (C39)—(C41), we arrive at

t t
Fof () = / dTAT? (t, T)ATE (1 — 7, 1) " @rtetedr L AT (1) / dT AT (1, 7)e " @rterteT, (C39)
0 0
t t
Colen 1) = / dTATE (t, ATt — 7, 1)e @Fentedt L TP (p) f dTAT? (1, T)e oo, (C40')
0 0
t t
R o (1) = /0 dT AT (1, T)ATE (1, 1)e”" @ Ftet L TP (1) /0 dTAT (1, 7)e " @rterter, (C41)
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Evaluating the second integral in each case, we have

t
/ d.[AFOt (t T)efi(a)l#»wz#»wg)l’ —
w] ’
0

ire,, ., ) —

t t t
/ d‘l,'/ dsCy(s)e s e i @rtortas)r :/ dsCy(s)
0 T 0

i(e—i(a)2+a)3)s _ eiw1S)

w) + wy + w3

g ()]
w] + wy + w3 '

(C42)

Plugging this back into Egs. (C39)—(C41’), we arrive at the densities defined in Eqs. (40)—(42). Using these definitions, and
combining (C36)—(C38) back into the generator (C13’), using the original &, 8 bath indices, we arrive at the following equation:

Ny N N
3/0 o o o @
[(5) ] == Z Z pij{ Z AnasijgbAbcAfi[chci,ac(t) - Rcf,ab,bi(t)] (C43a)
4dnm o g=1i,j=1 a,b,c=1
N
- Z Az{uaijbﬁc[AfiAZbFZ£ci,ac(t) _A?iAgbR?cl,Bab,bi(t)] (C43b)
a,b,c=1
N
- Z A?mAgaAg gi[FZﬁbi,nb(t) - R(ljf,na,ai(t)] (C43C)
a,b=1
N
+ Z A;lmAfb [AZaAbﬁiFZnﬂ,bi,nb(t) - AfaAziR;xb/,gna,ui(t)] (C43d)
a,b=1
N
+ Z AZaAZbAgiAfm [sz,jm,ai(t) + RZﬁjm,ai(I)] (C43C)
a,b=1
N
- Z AZaAfbAziAjﬁm [C?[b{}jm,ai(t) + R?;fjm,ai(t )] (C43f)
a,b=1
N
= D AL AGATCL iy D) + R 1 0)] (C43g)
a,b=1
N
+ Z AfaAfbAZmAgi [szjb,ni(t) + R?fjb,ni(t)] +H.c. (C43h)
a,b=1
[
The superoperator (SRSZ ;j can immediately be identified from The convergence analysis is aided by the well-

Eq. (C43) as the expression within the curly brackets, giving
us Egs. (35)—(39).

APPENDIX D: CONVERGENCE
OF THE TCL4 INTEGRALS.

Both the verification of proposition (46) and the existence
of integral (50) have yet to be demonstrated. We can assume
the spectral densities of the baths are identical without losing
generality because the generator is summing over the baths,
i.e., see Egs. (35)—-(39). If not, then the spectral density with
the smallest s will result in the generator’s convergence being
determined by the same criterion.

The values of the 3D spectral densities at zero frequency,
e.g., Fooo(), Rooo(?), and Cggo(¢), have no effect on the TCL4
generator 87351‘2,,. (0 given by Egs. (35)-(39). Thus, the fre-
quency set w; = wy = w3 = 0 is irrelevant to the dynamics
governed by the TCL4 master equation. To show this, we trim
the sum over a, b, and c in Eqs. (35)—(39) to only include terms
with zero frequencies in the subscripts, resulting in zero.

known asymptotic formula for the incomplete gamma
function [96,97]:

[(a, x) = x*'e™[1 + O(1/x)], |x| > 1. (D1)
Substituting into Eq. (25), we find

t—s—leiwt’ w # 0;
w=0.

o (D2)

AFw(t) = F(u - Fw(t) ~ {
The integral (50) at large r becomes

t e*iwgr
L dt 72542 ’

t e—iw31:
~/a dt 72s+1 ’

t e—iw31:
/ dt 2s

T
a

where a > 0. At the relevant frequencies, e.g., || + |w2| +

|ws| > 0, these integrals converge when s > 0. If w; = w, =
w3 = 0 and s < 1/2, then the third integral diverges as =2

w1 # 0 and w, # O;

w1 =0, w, # 0 or vice versa;

w] = Wy = O, (D3)
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but this is irrelevant because the generator is independent of
the 3D spectral densities when all three frequencies are zero.

Next we verify the proposition (46). First, we want to show
that

lim AT, (t, T)AT,,(t,t —7) =0,Yw;2and 0 < 7 < 1.
=00 -
(D4)

This condition is invariant with respect to the exchange t <
t — 7 and w; <> w,. Thus, we can assume v = xt where x <
1/2, without loss in generality. In this range of x we find,

applying Eq. (D2),
AT, t — 1) = AT, (t —xt) — AT, (¢)
i e 0
75, w=0,
uniformly in x. So AT, (t, T)AT,, (¢, ¢t — T) reaches zero at
t — oo. Similarly, we find

(D5)

1/2 '
/ ATy, (1, T)AT, (t, 1 — T)e @FTeteT gy

0
t72sfc’
= (2
This integral reaches zero at + — oo and any s > 0, con-
firming proposition (46), except for s < 1/2 when all three

frequencies are zero, but this is irrelevant for the TCL4 gener-
ator.

¢ 20, o] + o] + |w3] > 0;
w] =wy =w3 =0.

(Do)

APPENDIX E: INACCURACY
OF THE BLOCH-REDFIELD MASTER EQUATION

By comparing the TCL2 and TCL4 dynamics, it is possible
to determine the accuracy of the TCL2 dynamics as follows.
The reduced dynamics is approximated by a semigroup with
the reduced state propagator exp (Rt), where R is the asymp-
totic generator of the TCL master equation. In Fig. 5, the Ky
Fan k-norms [98] defined as

k
XNy =D s, (E1)

j=1

where X is a superoperator and s;(X) are the singular values
of X in descending order and characterize the inaccuracy of
the TCL2 dynamics. For k = 1 and k = N2, the operator and
trace norms are, respectively, the Ky Fan k-norm. The norms
are determined on the difference between TCL2 and TCL4
state propagators. After rescaling by A2, they are displayed on
the vertical axis. Excellent scaling can be seen in the results,
which were computed for two alternative values of A2

We see that all norms collapse on the operator norm at very
long time intervals. The system relaxes to the asymptotic state
with a single nonzero singular value. The linear scaling of the
norm with A2 indicates once more that the asymptotic TCL2’s
state error is O(A2).

The significant dispersion in the Ky Fan k-norms over
shorter timescales shows that there may be a variety of de-
viations between the TCL2 and TCL4 dynamics. The crucial
issue is that the dynamics’ inaccuracy endures through-
out time exceeding the relaxation time ~1/(A*w,.). This

TTT T T T TTTm

=

o
i

——?=0.00005
— -2’=0.000005

0 ) 0 2 4’ 2
lexplR™+R®)-explRO+RP+R™) | 4 / A

0.01 ¢

TR T B R W R TTTT] N SRR TTT] R WA TTT| B WA TTTT] B AT

102 10" 10 10' 10° 10° 10*

wc)\zt

o 1l

FIG. 5. Rescaled Ky Fan norms of the difference between the
TCL2 and TCL4 reduced state propagators versus rescaled time. k =
1,2,...,1225,bottomto top. N = 35,7 = 0K, w, = 10,and s = 1.

demonstrates that the Bloch-Redfield master equation cannot
accurately capture the dynamics above the relaxation time.
The Davies master equation has the same problem [19].

APPENDIX F: RAYLEIGH-SCHRODINGER
PERTURBATION THEORY
FOR FOURTH-ORDER COHERENCES

Here we will derive the Rayleigh-Schrédinger perturba-
tion theory reduced density results seen in Sec. IV E. As
mentioned in the text, we are considering the ground state
of Hr = Hy + AV to be a perturbation of the ground state of
Hy = Hg + Hp by the interaction H; = AV, where A is a small
dimensionless coupling constant. We will expand the ground
state |0) and energy &, of Hy in a power series of A,

(o]

0) = " 2kj0®), (F1)
k=0
o

&= Ae®. (F2)
k=0

To zeroth order in A, the ground state is that of the free Hamil-
tonian, [0©)) = |0) and €@ = . Since the system and bath
are isolated for Hy, we can express |0) = |E|) ® |wp) and then
€)= El + wy, where H5|E1) = E1|E1> and H3|a)0) = a)()la)()).
We will assume E; = wy = 0.

We will require both our unperturbed and perturbed state
to be normalized, that is, (0|0) = (0|0) = 1, which gives the
condition that at each order k£ > 1 we have

k
Z(O(q)lo(k—q)) —0. (F3)
q=0
We will set (0/0%) = (0®]0) at each order. Inserting (F1)
and (F2) into the eigenequation Hr|0) = €,|0), and iteratively
for the ground-state corrections up to fourth order in A,
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we have
Vi
00) = 2 k), (F4)
dog
ViV, 1 |Vr|?
0@y = YiYio .y TVol) (F5)
diod)o 2 dkO
Vi Vi Vin ViolViol? 1
09y = Vi 0|k)+ 0lViol <_ —)|k) (F6)
diodrodmo drodio \dw  2dio
09y = Vit | [Vino > 5+ Vk1V10|Vm0|2( L>| ~ VidVimVin Voo 1 VorVid VimVino (L n L>|0)
drodmod} drodmodio \dom ~ dox drodiodomdon 2 dyodiodmo \dio  dmo
1|VOk|2 3|V01|2 ViV
[0}, (F7)
T 2dpdi\4 die  do

where we have used notation V,,, = (n|V|m), d,,, = €, — €,,, and each term has a an implicit summation over the eigenbasis of
H, for each index, excluding the states that would cause d,,,, = 0 factors. We have excluded terms from the perturbative expansion
that include V,,n terms, as well as terms with V}; where the bath components of the eigenstates would necessarily have the same
or an even number difference of bosons, since we have (F') = 0, since our bath coupling operator is linear in bosonic operators.
Expanding then the density matrix in orders of A, we find

~ A2 A4
B =10)(0] = |0><0|+A|0“>><0|+A2|0<2>><o<°>|+ |0<1>><o<”|)+A3|0<2>><o<“|+A3|0<3>><o(0>|+7|o<2>><0<2>|

+ A4|O(3))(0(1)| + 24009 + Hee. + 0VY). (F8)
When calculating ps = Trp(p), we see that odd order terms go to zero, again because (F') = 0. Thus we have
ps = 3IENEI] + 2> Tig(J0P) (0] + 3100 (0]) + A*Trp(109) (0] 4+ 109) (0] + 510)(0?]) + Hec. + OR%).  (FI)
When evaluating these terms, we encounter expressions such as
S(w — wy 8 w — Wy ~
;O (w +wa) /_oo Z gz(ufwa) - _/_ @ (go (- fu) - w; o o

for —w # w,, which will always be the case due to our limitation of only nonzero d,,,,.
Similarly, we will encounter

3 & _ 38 . (F11)

2
oo (Wt @a)

Looking at just at the second-order terms from (F9), tracing over the bath degrees of freedom we find

1
Py’ = AZTrB<|o<2>><o<°>| + 100 + §|0“>><0<1>|)

N
AnkAklg2 AnlAlmgz
- i 12 4= o EME

22 Eran n;;w T o

k=1
N

1 |A1nl?g2

- EZZ(EI—|-—)2|E1)(E1| +H.ec. (F12)

n=1 «

Note that when using the Eq. (6) definition of the bath coupling operator F when tracing over the bath (all Fock space
eigenstates), we find

> 1Fol> = (OIF o) (x| F|0) = Zga (F13)

Wk #0

That is, for these terms the only nonzero contribution is from the single-particle states, and we can express these products in
terms of the form factors.

It should be noted that the last term in the (F12) results from the normalization of |0) giving a second-order condition that
(0/0®) = —1¢0]0™M). We will see that this term cancels a possible divergence in the populations. If we instead required the
perturbatlons be orthogonal to the isolated state, (0]0%)) = OVk > 0, then at second order in alpha we would have a BSS E,El)
diverging term, in the case whena = b = 1.
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We will now relate our second-order term to our continuum limit spectral densities; using (F10) and (F11), we have

~Q) X Sw a (S1a — Swp)
P ==Y = (AaAn |E)E1| + AipApa E)Ea) + Y AaAp———"|E,)(Ep|
—> Wq1 =2 Wab
b=2 b
N
+ Y 1410l 081a(|Ea) (Eal — |ED(EL]), (F14)
a=2

leading to Eqgs. (78) and (79) in the main text. Using this same approach for the O(A*) terms, we find

) VarVioVimVok = VarVikVomVio = VaoVitVinVor) — VaoVomViol* (1 1 1
0 = |n)(m| - —+ —+— (F15)
diodrodmodno dpodmodio \dno  dro dio
1 Vor >Vt Vi + Vi Vi 1 Vor P Vol 1 VioVieVitVom (1 1 2
+|O)(0||:—| okl“ Vi ! Vi) 1] 01<|2 | 201| 1 VioVieViu Vo (_ _+_>] (F16)
2 dmodiodj, 2 didjy 2 dwodiodio \dwo  dro  dio
V,,ZV 2 Vo Vi Vi Vi VuViol Vi 2 3 1
+|n)(0||:| 117 k02| ~ VaVinVuiVeo  ViViolViol < _)] (F17)
duodrody,  dnodiodmodio  dnodiodio \2dio  dno
Vi PVio>  ViViVaiVon — Viol*VimVor (3 1
+|0><m|[| /1% k(;| ~ VinViaVaiVon— [Vio "V 01< _)} (F18)
dmodrod,,  dmodiodiodno  dmodiodio \2dro  dio

Tracing over the bath degrees of freedom, we will use the notation introduced in (F13) as well as a new definition Dy, = E; + w,,
assigning indices to the system and bath part of the total energy eigenvalues, i.e., |€;) = |Ex) ® |w,), to find

| Foul | Fro|? FroFaoFpeFop

~(4)=AAA,A—EE A AnAgAyg——————E ) (E
Py nlA11ARm lkEmEnDlaDkb| ) (Em| + AnAnAgm ]ancDmaDkala| ) (Eml
— AAnA A + AnAgAmr) S
EanaDmaDkb
FachhFOthO icFcaFaOFOh
— | A A A 1A —————— + AnA A Ak —————— | IE){En]
DnaDmaDkalc DnaDmaDkalc
|Faol?|Fyol? (1 1 1
— AnAimlAn P +—+ |En)(Epl
DkanaDmu Dna Dkb Dma
|A1|?[Fop|* [ Re(AriAsmFicFea) n Re(AwAimFroFoa) EDVE, |
DyaDiy D}, E SN
1 |Foal | Fonl? (1 2 1 | Foul | Fon |
— SAnAuAmAin—————— | = + — + = )IEN(E] — S |AulP Ay = |E1)(E]
2 EDyuDiy \Dna Dy E 2 Dy,Dj,
lA AA A FooF, . F.pFo, 1 n 1 n 2 E (E, |
2 KOl DmaDkalc Dma Dkb ch : :
| Foul*| Fro|? [Foa|* [Fos|?
+ A Ak SIED(Em| — AmAriAnkAin 7 [ED(Enl
EyDip(Wpy — wq) E,ExD1Dyy,
P TR (3 LN A Ay, LBl B terms), (F19)
EkabDlu 2Dkb Em EleachDnb

where the |E,)(E| terms are the Hermitian conjugate of the |E;)(E,,| expressions, with the additional change of m <> n. There
are implicit summations for each index, and it should be noted that each bath energy index (e.g., a, b, ¢), represents a sum over
the occupied states only, as the nonzero terms from an index being the vacuum state have been separated off. To evaluate these
terms, plugging the bosonic operators in as in (F13), we find

ZFaOFcanchO _Z g%;g%, (L—I-L)
D.Dip,D;. D (Ei + wg + wp) \Dka  Diy

a,b,c a,b
2
=Z{ % [ Sa_ _ % :|+ 7 ﬁ} (F20)
b (Ei + w4 + wp) | DraDia (wix + wa)Dyq (wix + wa)Dyq Dy
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We consider the case ,T)grzm withn #Zmandn,m =2, ..., N, applying (F20), and after some algebra we find

i)gtn)m :An/AnAkmAlkﬂ _An1A1m|Ak1|2|:i<i % )+ g ( g _ i)]

EmEnDluDkb a)ankb Dgw D? 6‘)nml)]%b Dma Dna

na

1
+ (AuAAimAi + AntAAmAik)
Wnm Dkb

Ao

a1_& 2 £, g ]

Dna(wlk + wa) a Dma(wlk + a)a) a Eana Elea

+ A AnAmAig— -
nE ]ka)ankb Dla(wmk+wa) Dla(wnk"rwa)

1
+ A AnAmAig—
sk lkwnm (Em+wa+wb)

1
— Ay ApAgmAg— % [ % % }

Wpm (En + @, + wb) DluDku Dlu(wnk + wa)

& [ 2 2 ]

DlaDka Dla(wmk + wa)

1 & g &
+ (A ARAinA + AnAyAA)— b a_ _ __°d
( HARE “ HERE 1k)wnm (El+wu+wb) (DnaDku DmaDka>

1 P & I
— (AuAnA 1A + AnAAimA) — b [ - , (F21)
Wum (Ej + @wq + @p) | Dya(@ir + @) Dy + wq)

with summations over all the indices (excluding n, m) still implicit. We then map from the discrete frequencies to a continuous
distribution using Eqgs. (F10) and (F11) and the general mapping

o0 d .
> gaf(wd) / fjwf(w), (F22)

with f(w,) a function describing the dependence of w, within each term. This gives Eq. (79). Evaluating the other coherence
terms in Eq. (F19), ,béf‘l)m withm =2, ..., N, we find

2 [g% &

- — A AnAmA
(w1x + ®q)Dyg | EnDip Em(wu+a)b):| UANAkmA 1k

2 [ g & }

(wlk + a)a)Dpa Ekab B Em(El + w, + wb)

(@1 + ©a)Dya | EnDiy  En(Ej 4+ w4 + 3)

% [ % & ]

(01 + ©a)D1a | EnDiy En(Ej + 04 + wp)

- (4
Pé, 1),,, = AyAnAumAik

2 [g% & }

(wmk + wa)Dla Ekab a Em(Em + o, + wb)

— ApnApAi Ak

+ (AARA A + A11AKAIMAL)

— (A ARA A + A AKAIMAL)

g g g
+ (AuARA AR + A11AKAIMAK) — — =
" " Em(El + Wy + (,();,) DmaDka DlaDka

% % ]

E, (0, + wp) a E,(En + 0, + wp)

: |:
+ AuANAmA k=
DkaDla

— ApnApArAig

3
% } — ZApA|An S 8

a
DyaD ), |:Em(El + wy + wp) 2 D/%a E.Dyp

% ( & % % %

—AnA, |Ak1|2—“( — —) + A A I*
" D} \E.Dy  EnDu " (Wm — a)* EnDioy

2

28%; 8p 8a 8
=4 22 (A AuAAR + A A, A A ———
> &, Dey (AmAmA A 11AmAml ]k)DlaDla E Do

- _1 1 g & & &
AtmApA A1 — + AyAp | A P — | =22 2% 4 A Ay A P2 =2
( kmA pkAip llEp 11AIm|Ak1 | Em>EmD[b Dy 1A Ak | D2 EDiy

— A1 A1 |Ak |

(F23)
where the summations over open system indices are still implicit.
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