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Engineering dynamical phase diagrams with driven lattices in spinor gases
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We experimentally demonstrate that well-designed driven lattices are versatile tools to simultaneously tune
multiple key parameters (spin-dependent interactions, spinor phase, and quadratic Zeeman energy) for manipu-
lating phase diagrams of spinor gases with negligible heating and atom losses. This opens avenues for studying
engineered Hamiltonians and dynamical phase transitions. Modulation-induced harmonics generate progres-
sively narrower separatrices at driving-frequency-determined higher magnetic-field strengths. This technique
enables exploration of multiple, previously inaccessible parameter regimes of spinor dynamics (notably high
magnetic-field strengths, tunable spinor phase, and individually tunable spin-preserving and spin-changing col-
lisions) and widens the range of cold-atom applications, e.g., in quantum sensing and studies of nonequilibrium

dynamics.
DOI: 10.1103/PhysRevA.109.043309

I. INTRODUCTION

The high degree of controllability available in lattice-
confined spinor Bose-Einstein condensates (BECs) provides
an ideal platform for quantum simulation of a wide range
of interesting phenomena, spanning from nonequilibrium dy-
namics and dynamical phase transitions to the production of
massively entangled spin singlets with immediate applications
in quantum enhanced sensing [1-23]. These and many other
spinor phenomena are induced by interconversions of multiple
spin components and therefore determined by the competition
of the quadratic Zeeman energy ¢ and the spin-dependent
interaction ¢, [4-23]. Due to intrinsically small values of ¢;
in many atomic species, studies of spinor physics and its ap-
plications have mainly been restricted to a regime with small
values of g comparable to c;, e.g., weak magnetic fields, moti-
vating an extensive search for methods of manipulating these
quantities [7-20]. For example, ¢, can be tuned by changing
the atomic density, confining atoms into static optical lat-
tices, or altering scattering lengths near Feshbach resonances,
while g can be manipulated by dressing fields induced by off-
resonant microwave pulses or linearly polarized off-resonant
laser beams [18-29]. However, these techniques are limited
by heating and atom losses for substantial changes; therefore,
significant spinor physics remains restricted to relatively small
net g [18-25]. Changing the relative phase  among spin states
can also drastically alter spinor dynamics, although it has been
much less explored in the literature due to technical challenges
in precisely detecting and tuning 6 [8,11-15,18-23].

In this paper we present a versatile technique for ma-
nipulating dynamical phase diagrams of spinor gases by
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sinusoidally driving the depth of a one-dimensional (1D)
optical lattice at a frequency f much larger than the typical
scale of ¢;. Our data demonstrate that well-designed driven
lattices can simultaneously tune multiple key parameters (in-
cluding spin-dependent interactions, 8, and ¢g) that determine
spinor physics with negligible heating and atom losses. Prior
studies of spin dynamics in free space (no lattices) have
identified a diverging oscillation period at a critical quadratic
Zeeman energy g*, associated with the crossing of a separatrix
in the underlying classical phase space that marks a dynamical
phase transition [30,31]. We observe that the driven lattices
create additional dynamical critical points at ¢g* approximately
symmetric about g/h = f/2 [where (&) h is the (reduced)
Planck constant], with progressively narrower critical regions
occurring whenever g/h is an integer multiple of f/2 due to
lattice-modulation-induced higher harmonics. We understand
these observations with a dynamical single-spatial-mode ap-
proximation (DSMA) (see Appendixes A and B) [20]. This
article demonstrates that multiple, previously inaccessible pa-
rameter regimes of spinor dynamics, e.g., high magnetic-field
strengths, precisely tuned 6, and individually tunable spin-
preserving and spin-changing collisions, can be conveniently
explored using driven lattices. This technique enables ex-
panded applications of spinor gases in, e.g., quantum sensing,
Hamiltonian engineering, and the study of nonequilibrium
dynamics, over a wide working range.

II. EXPERIMENTAL PROCEDURE AND RESULTS

In each experimental cycle, we prepare an F = 1 BEC
of up to 10° sodium atoms at an initial state of py ~ 0.5,
6 = 0, and magnetization M = p; —p_;=0att=01ina
crossed optical dipole trap (ODT) at a desired lattice depth
ur,(0) and g. Here p,, is the fractional population in the
|F=1,mp) state and 6 = 6,=1 + Opp=—1 — 201m,—0 is the

©2024 American Physical Society
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FIG. 1. (a) Solid and dotted lines display the timing of U-driven and D-driven lattice sequences, respectively. (b) TOF images taken via
U -driven sequences at the minimum (left) and maximum (right) lattice depths, showing atoms occupying different momentum p states. Here
kg, is the lattice wave vector. (c)—(e) Triangles display observed spin oscillations near ¢g*/h = f/2 = 200 Hz via U-driven sequences when
q/h equals (c) 160 Hz, (d) 195 Hz, and (e) 235 Hz. (f)—(h) Similar to (c)—(e) but taken in free space. Solid lines in (c)—(h) are sinusoidal or

sigmoidal fits (see Appendix D).

relative phase among the three spin states. While the atoms
are held in the ODT of trapping frequencies w; , . ~ 2w X
(120, 120, 150) Hz, the depth of a shallow 1D optical lattice,
with a lattice spacing of 532 nm, is sinusoidally driven at
a frequency f between O and the maximum lattice depth
up®™, ie., up(t) = (up™/2)[1 + cos(2r ft — ¢)] with ¢ =0
(¢ = m) for D-driven (U -driven) sequences [see Fig. 1(a)] for
a variable time ¢. The lattice driving frequency investigated in
this paper, f = 400 Hz, is separated from the ODT trapping
frequencies and their multiples, which may explain the ob-
served negligible heating and atom losses. We then abruptly
release the atoms from all trapping potentials and detect the
atoms via spin-resolved imaging after time of flight (TOF)
ballistic expansion [10,18].

The driven lattice induces oscillations of the momentum
distributions [Fig. 1(b)] and a periodic spin-dependent inter-
action given by c2(r) = Go + Y _po Gk cos(k27 ft — ¢). The
index k arises because c¢,(t) is only approximately sinusoidal;
the higher harmonics (k > 1) therefore have nonzero contri-
butions to the dynamics (see Appendixes A and C). Here Gy
(Gr) is a positive interaction strength controlling the spin-
preserving (spin-changing) collisions (see Appendix C). The
phase ¢y is determined by the specific driven lattice sequence,
for example, ¢; = ¢ and ¢, = 2¢ + 7 for our experimental
sequences (see Appendix C). In this work ¢;/h ~ 25 Hz in
free space. For all driven lattice sequences we set uj**
SER, where Eg is the recoil energy, yielding G;/Gy ~ 0.2
with Go/h ~ 30 Hz and G,/h ~ 5 Hz (see Appendix B). For
our system, where M = 0 and if > G, and G, we apply a
DSMA to describe the spin dynamics in a frame rotating with
the modulated interaction using a mean-field Hamiltonian (see
Appendix A)

G
Hpej = po(1 — po)(go + 7’ coseeff,j> + Gerr.j (1 — po),
(1)

where the jth-order effective quadratic Zeeman energy is
qgett,j = q — jhf/2 and the effective spinor phase is Ocf j =
0 + ¢;. The use of a DSMA model in this work is motivated
by the observation that all three spin components share the
same spatial profile as the system evolves in the shallow 1D
lattice, with the atoms remaining in the superfluid phase. The
established static single-spatial-mode approximation (SSMA)
model of spinor BECs in free space [11],

Hpt = po(1 = po)(e2 +c2c080) +q(1 = po),  (2)
is a special case of Eq. (1) in which f =0 and Gy =G;/2 =
¢;. The driven lattice, however, enables independently tuning
spin-dependent interactions via Gy and G;, while the interac-
tions can only be tuned by c; in free space (see Appendix A).
Crucially, the other key quantities 6 and g are also replaced by
driven-lattice-defined quantities O ; and gegr ;.

Figures 1(c)—1(e) display typical spin dynamics observed
via U-driven sequences near g/h = f/2 =200 Hz. In the
displayed time traces, the period 7' and amplitude A of spin os-
cillations vary from relatively small values of 7 = 3.2(1) ms
and A = 0.032(4) at g/h = 160 Hz [Fig. 1(c)] to a diverging
period at g/h = 195 Hz [Fig. 1(d)] before returning to small
values of 7 = 8.3(2) ms and A = 0.021(2) as ¢ is further
increased to g/h = 235 Hz [Fig. 1(e)]. For the same g region,
spin oscillations in free space are drastically different with
roughly constant 7 ~ 3 ms and A ~ 0.015 [Figs. 1(f)-1(h)].

Figure 2(a) compares spin oscillations observed in free
space and via the different driven lattice sequences as a func-
tion of g. With U -driven sequences [see triangles in Fig. 2(a)],
we observe a single peak centered at a dynamical critical point
q*/h ~ f/2 = 200 Hz, characterized by anharmonic oscilla-
tions of divergent period separating regions of harmonic spin
oscillations for ¢ < ¢* and g > ¢*. In contrast, the observed
oscillation period and amplitude in free space [diamonds in
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FIG. 2. (a) Triangles, circles, and diamonds display spin oscillation amplitudes observed via U-driven, D-driven, and free-space sequences,
respectively, near g/h = f/2 = 200 Hz. Solid lines are DSMA predictions and the dashed line is an eye-guiding linear fit. (b) Drastically
different spin dynamics observed via D-driven (upper graph) and U -driven (lower graph) sequences at g/h = 210 Hz. Solid lines are sinusoidal
or sigmoidal fits. (c) Phase diagram of H,;; [see Eq. (1)] for our system demonstrating that the dynamical critical points (black solid
lines) for driven lattice systems are determined by G; cos[0es.1(0)]/Go. The black and red dashed lines mark G cos[6e1(0)]/Go = 0.2 and
Gy cos[Befr.1(0)]/Go = —0.2 for the D-driven and U-driven data, respectively, studied in this paper.

Fig. 2(a)] remain small and slowly decrease with ¢, con-
sistent with the SSMA predictions [as further elaborated in
Fig. 3(a)] [18,23]. Figures 1 and 2(a) therefore demonstrate
that U-driven sequences can induce an additional dynamical
critical point at a driving-frequency-determined location of
q*/h =~ f/2, corresponding to the predicted driven-lattice-
induced resonance at gegr,; = 0.

Tuning the effective initial phase 6 ;(0), although pre-
viously much less explored due to technical challenges, can
also control spinor dynamics. Our driven lattice system can
precisely tune O j(0) between 0 and 27 with a step of
4 x 107 rad as illustrated by different time traces taken at the
same ¢ via U-driven and D-driven sequences [see Fig. 2(b)].
This is further studied in Fig. 2(a): In contrast to U-driven

sequences with only one g*, two distinct peaks are observed
via D-driven sequences [circles in Fig. 2(a)]. These observa-
tions agree with the theoretical driven lattice phase diagram
derived from Eq. (1) [see Fig. 2(c) and solid lines in Fig. 2(a)],
in which the Zeeman-dominated regime, with a characteristic
period T & h/2|qes.1/, and the interaction-dominated regime,
with a T determined by the interactions Gy and G, are split
by a critical g* where T diverges (see Appendix B). When
Ocfr,1(0) = 7 and thus G cos[Oesr,1(0)]/Go = —G1/Go < 0, as
realized by U -driven sequences [red dashed line in Fig. 2(c)],
the system displays a single g* at ger,; =g — hf/2 =0. In
contrast, when 6eg 1(0) = 0 and thus G; cos[fes.1(0)]/Go =
G1/Go > 0, as realized by D-driven sequences [black dashed
line in Fig. 2(c)], the system displays two g*.

D-Driven (DD) e
U-Driven (UD) a
Free Space (FS) ¢

FIG. 3. (a) Triangles, circles, and diamonds display normalized spin oscillation periods observed via U-driven, D-driven, and free-space
sequences, respectively. Some free-space data are adapted from our prior work [18]. Black and red solid lines and purple dashed lines are
DSMA and SSMA predictions for our initial state, respectively, and the black dashed line is an eye-guiding piecewise fitting. The inset
shows the observed dynamics via D-driven sequences at g/h = 160 Hz. The solid line is a two-sine fitting with an overall slow oscillation
of Tyow = 14.5(5) ms ~ h/2|qesr,1| determined by gerr1 = g — hf /2 plus a fast oscillation of T,y = 3.2(1) ms & h/2|q.r 0| determined by
Getr.0 = g (see the text for details). The eye-guiding dashed lines display the slow oscillation from the fitting at the extrema. (b) Similar to
(a) but plotted against gesr.; /h = q/h — f/2. (c) Similar to (b) but for the center of oscillations ().
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Normalizing ¢ and T by Gy enables direct comparisons of
the spin dynamics observed in driven and undriven systems,
as shown in Fig. 3 with triangles, circles, and diamonds dis-
playing two other characteristics, 7 and center (o), of spin
oscillations taken with U-driven, D-driven, and free-space
sequences, respectively. Here (pg) is extracted from averaging
po(t) over a time trace. Figure 3(a) clearly demonstrates that
both driven lattice sequences display significant spin dynam-
ics centered at g/h ~ f/2 = 200 Hz (q/Gy ~ 6.7) that do not
appear in free space.

Another significant difference from free-space dynamics
is that, because we only drive c,(¢) approximately sinu-
soidally (see Appendix C), multiple harmonics have nonzero
contributions to the Fourier decomposition, c;(t) = Gy +
Z,fil Gr cos(k2m ft — ¢y), and therefore contribute to the
spin dynamics. Therefore, time traces taken with a small
enough step size often display spin oscillations that are gov-
erned by multiple characteristic frequencies associated with
different g, ;. For example, the inset in Fig. 3(a) displays
an overall slow oscillation, determined by ger,; = g — hf /2,
with Tgow = 14.5(5) ms = h/2|qes,1| plus a fast oscillation,
determined by gesr.0 = ¢, With T = 3.2(1) ms & h/2|Gesr 0]
Because we are mainly interested in the driven-lattice-induced
slow oscillations that are absent in free space, we typically
roughly match the step size to the fast oscillation period to
highlight the contribution from the closest critical region. This
method works well except when ¢ is far from ¢* where only a
fast oscillation is observed [see Fig. 1(c)], indicating the slow
oscillation has an undetectably small amplitude. This may be
consistent with DSMA predictions [see Fig. 2(a)].

Plotting the obtained 7' against g.r,; in Fig. 3(b), inter-
estingly, reveals qualitative similarities between the observed
critical regions created by D-driven lattices and in free space,
although the critical regions are centered at g* ~ +Gj in
free space and g | ~ +0.37Gy = +h x 11 Hz for D-driven
sequences for the same initial state with O 1(0) = 0. This
agrees with the DSMA predicted critical regions that are
symmetrically located at g3 | ~ £0.42G, for our D-driven
system where Gy cos[6esr.1(0)]/Gp ~ 0.2 [black dashed line in
Fig. 2(c)]. Therefore, upon initiating or stopping the D-driven
protocol for g between the two symmetric ¢*, e.g., 189 Hz <
q/h <211 Hz (—0.37 < getr.1/G0 < 0.37), our system re-
alizes dynamical phase transitions between the Zeeman-
dominated and interaction-dominated regimes [see Figs. 2(a)
and 3(b)].

The observed period for U-driven sequences displays a
single dynamical critical point at ger,; ~ O [see Fig. 3(b)],
which also reveals similarities to the predicted free-space
spin dynamics for the same initial state with G (0) = 7.
Figures 2(a) and 3 therefore demonstrate that the spinor phase
can be conveniently tuned by altering the lattice modulation
phase ¢, consistent with Eq. (1) predictions. This ability may
also be demonstrated by comparing the behavior of (py) for
each sequence in Fig. 3(c), e.g., (o) suddenly jumps across
the separatrix in U-driven sequences while gradually transi-
tioning between its maximum and minimum values for free
space with Gef 1(0) = 0.

While the DSMA provides qualitative insight into the
emergence of new dynamical critical points, it does not quan-
titatively capture several aspects of our observations. For data
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FIG. 4. Time traces taken when ¢/h equals (a) 410 Hz and (b)
398 Hz, demonstrating a critical region at a higher harmonic with
U -driven sequences. Solid lines are sinusoidal or sigmoidal fits. Blue
(red) triangles display the (c) oscillation period and (d) amplitude
observed via U-driven sequences near g*/h ~ 400 Hz (200 Hz), cor-
responding to gesr 2 = 0 (getr,1 = 0). The top (bottom) axis is applied
to both data sets (blue triangles). Red dashed and blue solid lines are
DSMA predictions and eye-guiding Lorentzian fits, respectively (see
Appendix D).

taken via D-driven sequences, the observed periods in the
interaction-dominated regime are only qualitatively captured
by the DSMA. Additionally, the observed (pg) of both driven
lattice sequences displays behavior reflected about ges 1 = 0
from the predictions (see Appendix B). A complete under-
standing of the observed rich physics requires study with more
sophisticated models beyond the DSMA.

Progressively narrower critical regions, due to the much
smaller contributions to c¢,(¢#) from higher harmonics, oc-
cur in the driven lattice system whenever g/h is an integer
multiple of f/2, as demonstrated by two time traces taken
near ¢*/h ~ f = 400 Hz with U-driven sequences in Fig. 4.
The time traces taken at g/h = 410 Hz [Fig. 4(a)] can be
compared to those taken at g/h = 210 Hz [Fig. 2(b)] to re-
veal that for the same g ;, the data taken near ¢*/h ~ f
(gefr2» = 0) have smaller periods and amplitudes than data
taken near g*/h ~ f/2 (qerr1 = 0). However, the time trace
taken at g/h = 398 Hz [see Fig. 4(b)] demonstrates an un-
mistakable response near a dynamical critical point. We use
the oscillation period and amplitude to map the critical region
induced by U-driven sequences near ¢*/h ~ f = 400 Hz in
Figs. 4(c) and 4(d), respectively, revealing similar, although
narrower, signatures to the U-driven data taken near g*/h =~
f/2 = 200 Hz. For example, the width at half maximum of
the observed separatrix is around 5 and 20 Hz near ¢*/h =~
400 and 200 Hz in Figs. 4(c) and 4(d), respectively. Critical
regions at the higher harmonics, for example, at ¢*/h =~ f,
can therefore be more sensitive to magnetic fields and may
have precision sensing applications when combined with the
observation that ¢* for U-driven sequences is determined
solely by f.
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III. CONCLUSION

We have introduced a versatile technique to simultane-
ously tune multiple key parameters (namely, spin-dependent
interactions fefr ; and gefr, ;) by sinusoidally driving the lattice
depth, enabling experimental realizations of dynamical phase
transitions with individually tunable spin-preserving and spin-
changing collisions. This opens an avenue to the study of
engineered Hamiltonians [32-36]. This technique allows the
observation of spin dynamics in previously inaccessible pa-
rameter regimes, such as high magnetic-field strengths and
tunable 6, while overcoming some challenges, for example,
detrimental atom losses, associated with other widely used
techniques. Cold-atom applications, e.g., in quantum sensing
and the study of nonequilibrium dynamics, can be extended
over a wide working range by this technique.
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APPENDIX A: DSMA MODEL OF SPINOR BECS
IN DRIVEN LATTICES

The dynamics of the spin degree of freedom can be de-
scribed using a dynamical single-spatial-mode approximation,
which accounts for the effects of the time-dependent spatial
density profile of the BEC by the time-dependent interaction
c>(t). A full discussion of the DSMA formalism can be found
in Ref. [20], with the key result that for a spin-1 BEC it yields
an effective Hamiltonian for the spin degree of freedom,

Hpsma (1) = el )(&ga(ﬁal& 1 +Hc)
+ (czlét)@(T)Ao —i—q)(a a+aa)
+ c;(é) alay —a a_)? (A1)
|
H(t) = zgv[ “Hatlhatalaa_y + @lay —ala_, ) +e

kzN

+(€ i(kowt— ¢k)+el(ka)t ¢k)) & (a & +&I 1& 1)+ (e i(kawt— ¢A)+el(kwl ¢k))(a 611 _aT lal)Z}.

Next we assume that the Zeeman energy is tuned close
to one of the frequency components of the modulated
interaction, i.e., g >~ jhw/2, where j is a positive inte-
ger such that g, jliw > G;. This motivates us to make

ZZqI/R&IAT

Here ay,, (&;F) is the annihilation (creation) operator of an
atom in the Zeeman component mp = 0, =1 and N is the
total number of atoms in the condensate. The spin-dependent
interaction c¢;(t) is given by

)= —Dg f d’r|y(r, ), (A2)

where ¥ (r, t) is the mean-field Gross-Pitaevskii (GP) spatial
wave function that is assumed to be identical for all Zeeman
components and satisfies the normalization [ d°r|y (r,1)> =
1. The spin-dependent interaction scales with a coupling con-
stant g, that is set by the s-wave scattering lengths of each
spin channel and the mass of sodium [10,25].

In the main text, we considered a driven lattice proto-
col wherein the lattice amplitude is modulated sinusoidally,
ur(t) = U /2)[1 4 cos(wt — ¢)], with angular frequency
w = 2w f. Assuming that the driving period is slow such
that /iw is small compared to the energy scales of the spin-
independent (spatial) dynamics of the BEC, we expect the
BEC density profile |y (r, ¢)|? to change adiabatically with the
lattice and thus be modulated periodically. Noting the depen-
dence of Eq. (A2) on the BEC density, we are then motivated
to adopt the ansatz for the spin-dependent interaction

er(t) = Go+ Y, Gi cos(keot — ),

k=1

(A3)

where G; > 0 are the amplitudes of each frequency contri-
bution to the modulation interaction and ¢y depends on the
initial phase of the lattice ¢, i.e., whether the lattice is initiated
at a minimum (U -driven) or maximum (D-driven) amplitude,
as well as the detailed relationship between the lattice depth
and the effective spin-dependent interaction. For our system,
¢1 = ¢ and ¢, = 2¢ + 7 (see Appendix C). We assume that
Girzo < Go in the following.

Substituting the ansatz (A3) into the DSMA Hamiltonian
(A1), we obtain a set of simplified time-independent effective
Hamiltonians ﬁeff’ j» which are valid when the Zeeman energy
is close to half-integer multiples of the driving energy /iw. We
begin by transforming Hpsma (¢) into the interaction picture
with respect to the Zeeman energy ¢, yielding

a’aoao + agao(aja +a'a_)l

00
Zg_[ —i(kw+2q/R)t+idy +e i(kw—2q /)t — "W)AT”ala l+(el(kw+2q/ﬁ)t iy +e —i(kw— 2q/h)t+l¢k)a a' ﬁoao

(A4)

(

a rotating-wave approximation in H;(r) wherein we omit
all oscillatory terms except the near-resonant contributions
rotating as 2q/h — jo. Finally, we make a unitary transforma-

tion with U; = e!4/h=je/2x @a+a',2-1) (o obtain the effective
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Hamiltonian
aU;

Aoy = O] A0 — im0

Gi  igintata A i AT AT A
+ j(e Yiajagana . + e®agalaa )

+ qerr j@lay +a" a_y), (A5)

where gefr j = g — jhiw/2 is the effective Zeeman energy.

The form of Eq. (A5) should be contrasted with that ob-
tained for a standard spin-1 BEC in the absence of modulated
potentials [11], i.e., Eq. (A1) with a constant spin-dependent
interaction c;(¢) — c;. Three key features are apparent. First,
the quadratic Zeeman energy is shifted by the driving fre-
quency of the lattice, as captured by the definition of g ;.
Second, the relative strengths of the spin-preserving and spin-
changing interaction terms are now independently controlled
by the amplitudes Gy and G;, respectively. This leads to a
distinct dynamical phase diagram, as shown in Fig. 2(c), as
the interaction strengths are tuned relative to gefr, ;. Third, the
phase ¢; can be used to effectively tune the initial spinor phase
that governs the dynamics, as shown in Appendix B.

APPENDIX B: MEAN-FIELD DYNAMICS
OF THE DSMA MODEL

Assuming that quantum fluctuations are negligible, which
is expected to be true for the initial conditions and observ-
ables discussed in the main text, the dynamics generated
by the effective Hamiltonian (AS5) is conveniently analyzed
in the mean-field (classical) limit. Operationally, we obtain
the mean-field Hamiltonian by replacing operators by c-
numbers in Eq. (AS), a,, = a;, (&;gl — «), and then defining
the canonically conjugate variables py = |ag|?/N and 6 =
arg(og’ara_y), yielding

G
Hpys j = po(l — po)(go + ?’ cos@eff,j> + et ; (1 — po).
B1)

Here we have defined 65, ; = 6 + ¢; to absorb the phase of
the modulated interaction. Note that our mean-field result
(B1) is restricted to M = p; — p_1 = (Ja1]? — |e—1|*)/N =
0, which is a conserved quantity and is zero for all initial states
studied in this work.

An analytic solution of the dynamics of py(#) and O (1)
is obtained following methods similar to those used for the
standard spin-1 Hamiltonian [11]. We use conservation of
energy to eliminate O () from the problem and obtain a
single differential equation of the form (60)> + V(o) =0
that dictates the dynamics of py(z). The resulting solutions for
the conjugate variables are not insightful for the purposes of
this work [37,38] but can be split into two dynamical regimes
(phases): (i) a Zeeman-dominated one where the spin oscilla-
tion period is set by the effective Zeeman energy g.f, ; and (ii)
an interaction-dominated one where the spin oscillation pe-
riod is instead predominantly set by the interaction strengths
Go and G;. In the classical phase space spanned by (oo, Oeir, ;).

these dynamical phases are delineated by a separatrix that is
characterized by a divergent spin oscillation timescale. In the
following we give expressions for the period and amplitude of
spin oscillations and identify the conditions for each dynam-
ical phase to exist as well as the phase boundaries. We split
our results into two cases, defined by the lattice phase ¢; and
assuming an initial condition (,09(0), Oefr, ;(0)) = (1/2, ¢;).

For ¢; = 7 (D-driven lattice when j = 1) the spin oscilla-
tion period is given by

- 2K(k)’ ®2)

Wy

where K (k) is the complete elliptic integral of the first kind
and

_ L ae — P a— o), k= |@De=d)
ws_z\/(4gO G?)a—c)b—d), k= 6=

(B3)

Here a > b > ¢ > d correspond to the ordered roots ,0(()”) of
the potential V (pp), which are given by

1
am_ L
Py = 7
@ _ 1 2qeir,j
P =5 e
2 2G0—G;
| 2 + G+ 2606
PO geft,j eff.j = 7 J
0 2 2Go+9; V226G + G))
2 2 ]
o = l o Geft,j + \/2qeff,j + gj + 260, (B4)
2 26+ V2(2Go + G))

The period T diverges when the effective Zeeman energy is
tuned to the value g;y; . = 0 (or equivalently the bare Zeeman
energy ¢* = gy ; + jhw/2 = jhw/2). While this divergence
is associated with the initial condition (00(0), O, ;(0)) =
(1/2, ¢;) lying on a separatrix in the classical phase space, it
does not demarcate a transition between different dynamical
phases. For ¢; = 7 the dynamics always corresponds to the
Zeeman-dominated regime [11]. The oscillation amplitude is
given by

Geir.j n N /2q§t-f>j+g/2-+2gog,'

if gegr j < O
22G0+9)) 2V2(260+6;) eff.j
A= [ (BS)
geff, j _ \/m . ,
2(2Go+G;) 2ﬂ(2g0+gf) if qeff,j > 07

which shows a similar peak when the effective Zeeman energy
is tuned to gy ;.

For ¢; = 0 (U-driven lattice when j = 1) the analytic re-
sults are limited to the regime G; /Gy < 2/3, which is expected
to be applicable for the experimental observations. The spin
oscillation period is given by

EE i |gern | < gl |

T =
2K (k :
KO i |gerr i > gk -

(B6)
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FIG. 5. Analytic predictions for the (a) period, (b) amplitude, and (c) center of spin-mixing oscillations. We use parameters and initial
conditions matching the results of Figs. 2 and 3: Go/h = 30Hz, G,/h = 5Hz, and (y(0), Bet.1(0)) = (1/2, ¢) with phases ¢; = 0 (black

solid lines) and 7 (red dotted lines).

For |gesr, j| < |q il the roots d = ¢* are complex and

w:\/(4gg_gf)|((l—6)(b—c)|,
— (a—b)* —(la—c|—|b—c|)?

k , (B7)
4l(a —c)(b— o)l
while for |ges ;| > |q j| all four roots are real and
1 (a—b)(c—d)
= =462 -GN a—c)b—d), k= |—2" "7
o, =5/ (4G3 - @)@ — o) — ) Co6=d
(B8)

The critical Zeeman energy g ; = £./(290 —G;)G;/2
marks a dynamical phase transition between the Zeeman-
dominated  (|gefr j| > |5, D and interaction-dominated
(Igett,j| < |geg ;1) regimes, at which the period T' diverges
[11]. The oscillation amplitude is given by

R /2q§“-ﬂj+g/272gogj

qeff,j

if Geft,j < _|q:ffyj|

2260=9)) 2/2(260-9))
A = geff, j A/ 2q§ff,j+gjz_2g0gj . o %
2260-G) ~  2v2260-G;) if getr j > |qeff,j|
Geff,j .
zgor-fi-/gj' if |Qeff,j| < |q>ekff’j|

(B9)

and also features a distinguishable peak at g ;.

For reference and a comparison to the data presented in
Figs. 2 and 3, we plot examples of the expressions (B2),
(BS), (B6), and (B9) in Fig. 5. We use parameters and ini-
tial conditions matching those of the experiment of the main
text: Go/h = 30Hz, G;/h = 5Hz (obtained from an average
of the estimated ¢, in free space and at u;, = 5Eg for our
data), and (00(0), Ber,1(0)) = (1/2, ¢1) with the phase set
to ¢; = 0 (black lines) and 7 (red dotted lines). The cen-
ter of oscillations is obtained by the time average (o) =
lim7 o % foT po(t)dt.

While these analytic expressions capture the observations
near the first harmonic fairly well, the DSMA model cannot
explain the experimental observations near the second reso-
nance at ¢/h = 400 Hz. A number of factors may contribute
to this. For example, our DSMA model assumes well-defined
contributions to c,(t) at integer multiples of the lattice driv-
ing frequency, but damping of the modulated interaction,

particularly expected at long hold times in the lattice, should
lead to a broader distribution of frequency components. These
corrections should contribute more strongly for data taken
near g/h = 400 Hz as the second harmonic is expected to
have a weak contribution to ¢, (z).

APPENDIX C: RELATION BETWEEN LATTICE DEPTH
AND INTERACTION STRENGTH

The spin-dependent interaction is implicitly a function of
the lattice depth as the latter specifies the spatial density
profile of the BEC that arises in Eq. (A2). Thus, one may in
principle express the spin-dependent interaction as a power
series about the mean lattice depth u;** /2,

max

exlur(1)] = c2<”L2 ) + 2:; %(”Lz

where
B 4y
n= |5 ¢C
du L 2

Based on a calculation of ¢, (u; ) obtained from 3D GP simu-
lations (see Ref. [20]) of the ground state of a lattice-confined
scalar BEC equivalent to that used in the experiment (see
Ref. [20]), we expect that the modulation of the interaction
approximately follows the sinusoidal behavior of the lattice.
This implies that we may truncate our expansion (C1) at order
n=2.

We use the GP simulations to then make two qualitative
statements about the expansion coefficients. First, we have
that B; > 0, which is consistent with the expectation that
the mean-field energy of the condensate [related to the inte-
gral [ d’r|y(r)|* that also appears in the definition of ¢, in
Eq. (A2)] should increase as the amplitude of the lattice is
raised. Second, for our experimental conditions we find 8, <
0. These insights are used to rewrite the truncated interaction

max max 2
exlug (1] ~ [Cz(uLT) + %}

Brupf™

) cos"(wt — ¢),
(CD)

(C2)

up=uy™ /2

+

cos(wt — @)

,32 (uz‘lax 2

+ T ) cosQwt — 2¢). (C3)
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This expression is compared with Eq. (A3) to identify

2
() Bl
Go = Cz( 5 ) + T

g, = —ﬂluZL ,
max 2
G, = —’%(Z—%), (C4)

as well as ¢y =¢ and ¢, =2¢ + w. The latter results
are consistent with our prior assumption that G; > 0 (see
Appendix A).

APPENDIX D: DATA ANALYSIS

As mentioned in the main text, we extract the character-
istics of the spin dynamics from fitting the observed time
evolution of the spin components. The majority of the ob-
served time traces can be well fit by a simple sinusoidal
function py = Asin(2zt/T + B) + a. There are three types of
exceptions that require modifications to the fitting function.
The first exception occurs when ¢ is sufficiently close to a
dynamical critical point located at ¢*, such as the time traces

shown in the following figures of the main text: Fig. 1(d), the
upper panel of Fig. 2(b), and Fig. 4(b). In these cases, we ob-
serve that the value of py saturates after the initial dynamics.
Therefore, we fit these sets with a sigmoidal function py =
d+2A/{1 +exp[—(t — T/4)/7]}. The second exception is
that some data sets display a drifting center of oscillation.
These sets are fitted by a modified sinusoidal function py =
Asin(2zt/T 4 B) + a + bt that includes a linear drift of the
center of oscillation. The final exception occurs when time
traces are taken with a small enough step size. These time
traces often display spin oscillations that are governed by
multiple characteristic frequencies associated with different
geir,; and thus can be fitted by a sum of multiple sinusoidal
functions.

Although the DSMA model explains many of our obser-
vations at the critical regions near g/h = f/2 = 200 Hz and
predicts a sequence of critical regions at higher harmonics
due to the lattice modulation, the quantitative predictions
of the model disagree with some experimental observations,
e.g., the narrow width of the resonance at ¢g/h = f = 400 Hz
generated by the second harmonic. A number of factors may
contribute to this discrepancy (see the discussion at the end
of Appendix B). We therefore use a Lorentzian fit to the
data in Fig. 4 to estimate the location and width of the
resonance.
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