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In binary superfluid counterflow systems, vortex nucleation arises as a consequence of hydrodynamic insta-
bilities when the coupling coefficient and counterflow velocity exceed the critical value. When dealing with
two identical components, one might naturally anticipate that the number of vortices generated would remain
equal. However, through the numerical experiments of the holographic model and the Gross-Pitaevskii equation,
our investigation has unveiled a remarkable phenomenon: in alternating current counterflow systems, once the
coupling coefficient and frequency exceed certain critical values, a surprising symmetry-breaking phenomenon
occurs. This results in an asymmetry in the number of vortices in the two components. We establish that this
phenomenon represents a continuous phase transition, which, as indicated by the phase diagram, is exclusively
observable in alternating current counterflow. We provide an explanation for this intriguing phenomenon through
soliton structures, thereby uncovering the complex and unique characteristics of quantum fluid instabilities and
their rich phenomena.
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I. INTRODUCTION

The complexity of fluid dynamics stems from its inherent
instability, providing valuable insights into a wide range of
phenomena, including pattern formation [1–3], vortex and
soliton emergence [4–6], and turbulence [7–9]. These insta-
bilities bridge the dynamics of classical and quantum fluids,
revealing commonalities [10–12], with examples like Kelvin-
Helmholtz [13,14] and Rayleigh-Taylor instabilities [15,16]
seen in both. However, unlike the complexity of classical
fluids, quantum fluids are characterized by the presence of
ideal quantized vortices [17,18], offering a unique opportu-
nity to study turbulent dynamics in a primitive environment.
Thus, they provide a key platform for exploring the nexus of
instabilities and complex flow phenomena.

In quantum fluids, such as superfluid helium and Bose-
Einstein condensates, a significant consequence of instability
manifests as the emergence of quantum turbulence [18–20].
This phenomenon has garnered substantial attention as an ide-
alized prototype of classical turbulence. Quantum turbulence
is generated primarily through two counterflow methods: ther-
mal counterflow involving normal and superfluids [21–24],
and countersuperflow between two superfluids, causing tur-
bulence in both [25–29]. Our primary emphasis is directed
towards the latter counterflow scenario due to its readily
controllable attributes, which yield a wealth of observable
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phenomena. Experimentally, countersuperflow instability is
induced in two-component Bose-Einstein condensates us-
ing magnetic-field gradients, leading to opposing velocities
[26,27]. This instability in quasi-one-dimensional systems
initiates dark-bright solitons, which in higher dimensions nu-
cleate quantized vortices, crucial for quantum turbulence [28].

Numerical and theoretical studies on countersuperflow
instability reveal similar findings [29]. Furthermore, linear
instability analysis using the Gross-Pitaevskii equation and
Bogoliubov–de Gennes model helps precisely define insta-
bility conditions [28]. By analyzing the Bogoliubov energy
spectrum’s dispersion relation, we can determine the require-
ments for momentum exchange and instability leading to
excitation:

δJ1 = δJ2 �= 0,

U12 > U−. (1)

Here, in the context of momentum conservation, Ji represents
the momentum of component i, and δJi is the exchanged
momentum. Momentum exchange between components must
be equal. Instability and subsequent excitation occur when the
relative velocity U12 = |U1 − U2| exceeds the critical velocity
U−.

Previous investigations of countersuperflow instability
have primarily focused on direct current (DC) counterflow,
where vortices fully nucleate due to evolution over a suffi-
ciently long period to present an equal number of vortices in
two components [28]. However, when the analysis shifts to
alternating current (AC) counterflow, the complexity increases
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significantly due to the system’s immersion in continuous
excitation processes. As a result, fully understanding these
systems may require a more holistic approach that goes be-
yond just examining the statistical behavior of vortices.

II. AC COUNTERSUPERFLOW SIMULATION
OF HOLOGRAPHIC MODEL

In our simulation, we initially employ the holographic
superfluid model. This model utilizes the duality between
high-dimensional gravitational fields and low-dimensional
gauge fields to explore superfluid dynamics at the boundary
[30]. This approach has been widely used in the study of
superfluid vortices and quantum turbulence, especially for
strongly correlated systems [31–33], and enables us to make
meaningful comparisons with real-world physical systems
[34,35]. Here we adopt a bottom-up holographic model, where
(2 + 1)-dimensional superfluid behavior is characterized by
an Abelian-Higgs model existing in a (3 + 1)-dimensional
asymptotically anti–de Sitter black hole spacetime [33]. The
action is formulated as follows:

S =
∫

d4x
√−g

⎡
⎣−

2∑
j=1

(
1

4
F 2

j − |Dj� j |2−m2
j |� j |2

)
+ V

⎤
⎦,

V (�1, �2) = η|�1|2|�2|2. (2)

Here Fj = ∂αAjβ − ∂βAjα represents the Maxwell field
strength with vector potential Ajα , which is coupled minimally
to the scalar involving the charge q with the covariant deriva-
tive Dj = ∂ jα − iqA jα . The complex scalar field � j has mass
mj and η is the intercomponent coupling constant.

When the chemical potential At |z=0 = μ exceeds the criti-
cal value μc = 4.07, the system cools down into the superfluid
phase. We prepare two identical and static initial superfluid
components by setting μ1 = μ2 = 9. To investigate AC coun-
terflow, we activate the spatial gauge field component Ajx to
induce completely opposite and oscillating flow fields in the
two components:

v jx(t ) = Ajx(t, z = 0) = (−1) j−1U cos(�t ). (3)

Here v jx(t ) represents the velocity of jth component. U stands
for the amplitude, while � denotes the frequency of the ap-
plied velocity field. It is worth noting that we set U = 3, which
exceeds half of the critical counterflow velocity U−/2 when η

is less than the phase separation critical value ηps = 7.05 [36].
Anticipated are that, owing to the identical characteristics

of the two superfluid components and their symmetrical posi-
tioning in the Lagrangian, the number of vortices generated by
counterflow should also persist in equality (see the Appendix).
Figures 1(a) and 1(b) depict the evolution of vortices in the
counterflow under two distinct coupling conditions η = 4.5
and η = 6 with � = 0.1 µc. The number of vortices presented
in the figure has undergone temporal averaging, resulting
in a smoother and more easily interpretable representation
that eliminates oscillations. In cases characterized by small
coupling coefficients, as anticipated, the vortex counts for
both components consistently remain equal, with no special
behaviors emerging. However, under conditions of large cou-
pling, the vortex counts in the two components gradually

FIG. 1. (a) The vortex evolution with coupling constant η = 4.5;
vortex number exhibits completely symmetrical behavior. (b) The
vortex evolution with coupling constant η = 6; symmetry breaking
occurs in a number of vortices. (c) The dynamic evolution diagram
of the densities corresponding to (b). The upper and lower rows refer
to components �1 and �2.

diverging, ultimately reaching a nonequilibrium steady state
characterized by a stable difference in the number of vortices,
denoted as |N1 − N2|. We have verified that it is completely
random and one of the two components will have the domi-
nant number of vortices. It is noteworthy that the total vortex
count, denoted as N = N1 + N2, remains constant despite the
deviation in the number of vortices. This constitutes an in-
triguing phenomenon, wherein asymmetric outcomes arise
from perfectly symmetric systems. We posit that this repre-
sents a unique occurrence of symmetry breaking in vortex
statistical systems. Figure 1(c) shows the dynamic process of
vortex number symmetry breaking, and the related movie can
be found in the Supplemental Material [37].

III. PHASE DIAGRAM OF VORTEX NUMBER
SYMMETRY BREAKING

At a fixed frequency of � = 0.1 µc, we conduct an exhaus-
tive exploration of the symmetry breaking as a function of the
coupling coefficient. Here the order parameter is defined as
the ratio of the difference in vortex numbers to their sum:

�N (η,�) = |N1 − N2|/N. (4)

As observed in Fig. 2, the order parameter is entirely con-
tinuous. The fitting results indicate that in the vicinity of the
critical point, the variations in the order parameters conform
to a mean-field phase transition, with the critical exponent
ν = 0.5.

Furthermore, our observations reveal that the symmetry
breaking of vortex numbers is also influenced by the os-
cillation frequency �. There exists a critical frequency �c

as a function of η, above which a breakdown of vortex
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FIG. 2. Order parameter � as a function of η for � = 0.1 µc,
� = (1.542 ± 0.11)(η/5.445 − 1)0.507±0.027. The black line is the fit
curve, and the inset magnifies the critical region. The spacing of the
selected points in the main figure is 
η = 0.1, while in the inset it is

η = 0.01.

number symmetry occurs. Conversely, below this critical
frequency, the vortex numbers remain equal. Figure 3 presents
the complete phase diagram encompassing both the coupling
coefficient and the oscillation frequency. The left region of
the diagram corresponds to scenarios where the coupling
coefficient is too low η < ηv = 3.2 to nucleate vortices. It
is noteworthy to mention that, since the vortex number is
an average over time, its definition becomes less precise
in the low-frequency region. Nevertheless, this does not
substantially impact the overall discussion of the phase
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FIG. 3. Comprehensive phase diagram, delineated by oscillation
frequency � and coupling coefficient η, where the sampling points
are spaced 0.1, partitioned into three distinct regions: the left phase
represents the absence of vortex, the lower-right phase signifies a
phase with symmetric vortex numbers, and the upper-right phase
designates a phase with broken vortex symmetry. The dotted line on
ηps = 7.05 is the critical boundary between miscible and immiscible
phase, above which the two components are phase separated.

diagram. When η exceeds the critical value, the total vortex
number increases linearly with coupling like N = k(η − ηv );
see the Appendix. In the lower-right region, where neither
the oscillation frequency nor the coupling coefficient is suf-
ficiently high, complete symmetry is maintained with equal
numbers of vortices. As the oscillation frequency and cou-
pling coefficient gradually increase, the system traverses the
critical curve, leading to symmetry breaking. This transition
ushers the system into a phase characterized by differing
vortex numbers. It is important to emphasize that even with a
sufficiently large coupling coefficient, the symmetry breaking
of vortex numbers necessitates a finite oscillation frequency.
As a result, this symmetry-breaking behavior cannot be ob-
served in DC counterflow, where DC counterflow corresponds
to the case of � = 0.

IV. AC COUNTERSUPERFLOW SIMULATION OF
GROSS-PITAEVSKII EQUATION

As a comparison and generalization supplement, we per-
form the same simulation for the Gross-Pitaevskii model.
Unlike the holographic model, which is suitable for describing
strong correlation and strong dissipation, the Gross-Pitaevskii
equation is powerful for describing weakly correlated sys-
tems. In two dimensions, the two-component Gross-Pitaevskii
equation can be simply written as

ih̄
∂

∂t
� j =

(
− h̄2

2mj
∇2 +

∑
k

g jk|�k|2 − u j · p

)
� j . (5)

To maintain generality and ensure symmetry between the
two components, we use dimensionless parameters: h̄ = m1 =
m2 = μ = 1 and g11 = g22. The time has unit τ = h̄/μ.
The external flow is set by u [38]. We set a counterflow
condition of periodic oscillation v jx(t ) = (−1) j−1U cos(�t ).
As shown in Fig. 4, the simulation of the Gross-Pitaevskii
equation shows similar results to holographic model. With
minimal coupling, the number of vortices remains sym-
metrical; however, increased coupling leads to symmetry
breakdown. Figures 2 and 4(c) show a qualitative consistency
in the order parameters of the two models, a consistency that
is also validated in the vortex lattice phase diagram [36,39],
where g = 1 in the Gross-Pitaevskii equation corresponds to
η = 7 in the holographic model. However, due to intrinsic
differences between the holographic model and the Gross-
Pitaevskii model, they cannot be quantitatively consistent.

V. VELOCITY FIELD ANALYSIS AND SOLITON
STRUCTURE

For more profound understanding of vortex number sym-
metry breaking, we investigate the actual velocity field [10].
The order parameter 〈ψ〉 = √

n exp(iφ) can be separated into
its superfluid density n and phase φ. The actual velocity of the
superfluid can be calculated by the gradient of the phase ∇φ:

v = J
|〈ψ〉|2 = i[〈ψ〉∗∇〈ψ〉 − 〈ψ〉∇〈ψ〉∗]

2|〈ψ〉|2 . (6)

Here J is the current density. To avoid divergence at the vor-
tex core, we primarily use the current density representation.
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FIG. 4. The evolution of vortex numbers in Gross-Pitaevskii
equation. (a) The vortex number maintains symmetry. (b) The vor-
tex number exhibits symmetry breaking. (c) Order parameter � as
a function of coupling coefficient g12 for � = 0.4, � = (2.957 ±
0.383)(g/0.855 − 1)0.475±0.031. The black line is the fit curve, and the
small graph at the bottom right magnifies the critical region.

We decompose the current vector into its respective x and y
components and average each component over the full space:

〈Jx,y〉 =
∫
Jx,y ds∫

ds
. (7)

In Fig. 5 we show the results of the average current den-
sity of the two components in the x and y directions in the
case of vortex number symmetry breaking with parameter
η = 6, � = 0.1 µc. Due to the oscillation of the system’s
background flow, the overall velocities oscillate too. Notably,
the background velocity we have introduced as Eq. (3) op-
erates exclusively in the x direction, resulting in an overall y
direction current density of zero. Importantly, the amplitude of
〈Jy〉 remains constant regardless of the generation or number
of vortices, indicating that vortex count has no bearing on the
〈Jy〉. Conversely, in the x direction, the peak value or ampli-
tude of 〈Jx〉 varies over time. More precisely, the component
with a growing vortex count encounters an escalation in am-
plitude [Fig. 5(a)], whereas the component with a diminishing
vortex count exhibits a reduction in amplitude [Fig. 5(b)]. This
observation, in conjunction with the notion that vortex count
exerts no influence on the mean current density, strongly im-
plies the existence of an additional structural element, separate
from vortices, which affects the overall current.

Additional evidence can be discerned by magnifying the
details in the flow velocity field distribution diagram, as de-
picted in Fig. 6 at tμc = 8000. In this case, Component 1
has a greater number of vortices, while Component 2 has
fewer vortices. The visual representation encompasses the full
image on the left, with the right portion providing an enlarged
perspective. At this juncture, the background flow velocity
for Component 1 is directed from left to right, while for

FIG. 5. In the vortex number unequal phase with η = 6, � =
0.1 µc. In both figures (a, b) the red line symbolizes the averaged ve-
locity in the y direction, whereas the blue line represents the averaged
velocity in the x direction. In Component 1 of (a), the peak value or
amplitude of 〈vx〉 increases with the increase in vortex number, while
in Component 2 of (b), the peak value or amplitude of 〈vx〉 decreases
with the decrease in vortex number.

FIG. 6. At tμc = 8000 where vortex number symmetry is com-
pletely broken. Panels (a) and (b) show the density profile and
velocity field of Component 1 and Component 2, respectively. The
color bar shows the superfluid density corresponding to the colors.
In both panels, the left figure shows the complete diagram and the
right figure shows the local enlarged diagram.

043303-4



SPONTANEOUS SYMMETRY BREAKING OF VORTEX … PHYSICAL REVIEW A 109, 043303 (2024)

Component 2, it flows in the opposite direction. Upon meticu-
lous examination of the locally magnified view in Component
1, it becomes apparent that, despite the presence of numer-
ous vortices, the overall velocity remains congruent with the
background velocity. This observation aligns with prior con-
clusions that vortices do not exert a significant impact on the
overall velocity. Conversely, in the locally magnified view
of Component 2, the flow velocity does not conform to the
background flow velocity, despite the absence of vortices.
Indeed, across numerous regions, the velocity counters the
background velocity. This compelling observation provides
strong evidence that the reduction in the amplitude of 〈Jx2〉
is attributed not to vortices but rather to a distintive structural
element known as the soliton structure. This soliton structure
exhibits a flow pattern that opposes the background flow.
A more detailed and clear diagram of soliton structures is
discussed in the Appendix.

Incorporating the flow velocity field with the phase dia-
gram illustrating vortex symmetry breaking, we can conclude
that vortex symmetry breaking arises from the existence of
soliton structures that do not undergo vortex nucleation. To
generate a vortex pair, a soliton requires a characteristic time
tsoliton. When the characteristic time, as indicated by the os-
cillation frequency �, is shorter than the average tsoliton, the
solitons may not fully decay, resulting in the absence of local
couterflow when the flow velocity reverses: t̂ = π

�
< 〈tsoliton〉.

Simultaneously, since solitons contribute to the momentum
exchange, momentum conservation as described in Eq. (1)
encompasses not only vortex momentum but also soliton mo-
mentum. Therefore, the number of vortices no longer has to
remain symmetric, and the instability condition becomes

δJvortex1 + δJsoliton1 = δJvortex2 + δJsoliton2. (8)

Throughout the process of vortex number symmetry breaking,
the number of solitons decreases in the component with more
vortices, in contrast to the increase in soliton count in the
component with fewer vortices, so that the average velocity
changes. Owing to pronounced nonlinearity, the attainment
of absolute symmetry between the two components at the
outset is unrealistic, inevitably leading to minor deviations.
Based on our validation, as shown in the Appendix, the
component that displays higher velocity in the counterflow
is inclined to generate voritces. In contrast, solitons within
the component characterized by lower velocities experiences
a more gradual and attenuated process of splitting, leading
to a decreased vortice count. Therefore, when solitons are
present and their number varies, the velocity deviation gradu-
ally amplifies. Consequently, these minor deviations gradually
amplify, leading to more pronounced symmetry breaking. The
final nonequilibrium steady state emerges from a balance
between the number of solitons and the rate at which they
split. This complex interplay ultimately defines the dynamic
behavior of the system in its nonequilibrium state.

VI. CONCLUSION

Our research on AC counterflow uncovers a dynamic
phase transition, induced when oscillation frequency and cou-
pling surpass critical values, leading to asymmetry in vortex
numbers. The phase diagram explains the absence of this

symmetry breaking in DC counterflow. Analysis of flow ve-
locities reveals that this transition stems from incompletely
evolved soliton structures within each oscillation period.
These solitons, participating in momentum exchange, disrupt
the expected vortex number symmetry and alter the mean
flow velocity, intensifying the asymmetry. The Appendix in-
cludes additional cases, such as beyond-mean-field models
and nonperiodic systems, supporting our findings’ universal-
ity. Experimentally, we expect that AC counterflow can be
achieved through the Zeeman shift driven by periodic mag-
netic field gradients [26], allowing us to explore the breaking
of vortex number symmetry in practical applications.
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APPENDIX

In this Appendix we begin with a comprehensive intro-
duction to the holographic superfluid model. Following this,
we delve into the results obtained from simulation of the
beyond-mean field system and nonperiodic system, thereby
highlighting the universality of the observed phenomenon
across different models. We then present a detailed visual
representation of the soliton structure. This visual aid is instru-
mental in describing the causes behind the observed variations
in velocity within the soliton. Additionally, through a com-
parison of equal-velocity and nonequal-velocity direct current
(DC) counterflow, we further explore and clarify the mech-
anisms underlying the symmetry breaking observed in these
systems. After that, we show that how the total number of
vortices varies in relation to the coupling coefficient and how
the phase diagram changes for different counterflow velocity
U . Finally, we supplement why and how we use the time-
averaging method to describe the vortex number.

1. Holographic superfluid model

The holographic model provides a powerful tool for solv-
ing superfluid and other condensed matter systems, including
equilibrium and nonequilibrium, through the duality of high-
dimensional gravitational field and low-dimensional quantum
field. Holographic dualities are now employed to study a
wide range of nonequilibrium physical systems, including
strongly coupled and dissipative superfluid. In our holo-
graphic two-component superfluid model, two complex scalar
fleids coupled with two gauge fields are added to the bulk
Einstein-Maxwell action, which is expressed as

S = 1

16πGN

∫
d4x

√−g[LEH − Lmatter], (A1)

LEH = R + 6/L2, (A2)

Lmatter = −
2∑

j=1

(
1

4
F 2

j − |Dj� j |2 − m2
j |� j |2

)

+ η|�1|2|�2|2, (A3)
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where LEH = R + 6/L2 is the Einstein-Hilbert action with
cosmological constant 6/L2 wiring in the asymptotic anti–
de Sitter geometry. Fj = ∂αAjβ − ∂βAjα is the Maxwell field
strength with vector potential Ajα , which is coupled minimally
to the scalar involving the charge q with the covariant deriva-
tive Dj = ∂ jα − iqA jα . � j is the complex scalar field with
mass mj . η is the intercomponent coupling constant.

In this context we can adopt the convention of setting
m2

j = −2 without sacrificing the generality of our analysis. As
per the holographic duality, the behavior of the bulk field near
the boundary is characterized by � j = φ j z + ψ j z2 + O(z3),
while the gauge field Ajα (r, z), which is dual to a conserved
U (1) current, exhibits asymptotic behavior given by Ajα =
a jα + b jαz + O(z2). Here φ j serves as a source term and is
typically set to zero in the context of the spontaneously broken
symmetry phase. On the other hand, ψ j corresponds to the
vacuum expectation value 〈Oj〉 of the dual scalar operator,
which exhibits a nonzero value in the broken phase. The
quantities a jx,y and b jx,y represent the superfluid velocity and
the associated conjugate current, respectively. Additionally,
a jt is identified as the chemical potential μ, while bjt denotes
the charge density ρ of the field theory.

The background metric employed in the Eddington coordi-
nates takes the form of ds2 = L

z2 [− f (z)dt2 − 2dtdz + dx2 +
dy2], where f (z) = 1 − (z/zh)3, and the Hawking temperature
is given by T = 3/(4πzh). We consider a square boundary
with periodic boundary conditions, where x and y denote the
spatial coordinates, while z represents the additional radial di-
mension within the bulk. Notably, the conformal invariance of
the superfluid implies that its thermodynamics are exclusively
governed by the only dimensionless parameter μ/T . Thus,
when the chemical potential exceeds a critical value μ = 4.07,
the temperature cools to the broken phase.

When we disregard backreaction effects and consider the
complete nonequilibrium, dynamic evolution system at the
boundary, we can readily trace the evolution by numerically
solving the remaining equations of motion within the bulk sys-
tem. Within the bulk, the equilibrium geometry is described,
and the equations of motion governing the bulk gauge and
scalar fields can be expressed as follows:

dβFαβ
j = Jα

j = iq(�∗
j Dα

j � j − � jD
α
j �

∗
j ), (A4)(− D2

j + m2
j + η|�k|2

)
� j = 0. (A5)

By imposing the holographic periodic boundary conditions,
these equations can be solved numerically. In particular, we
employed high-order Runge-Kutta methods with time step

t = 0.01. Additionally, the Chebyshev method was applied
in the z direction, while the Fourier method was utilized in the
x and y directions when addressing the boundary conditions
with the number of grid points taken as 20 × 200 × 200(nz ×
nx × ny) and the boundary size taken as 40 × 40(Rx × Ry).
Because the coherent length of a single vortex in our system
is ξ = 0.5, this means we describe a single vortex with a 5 × 5
grid, which is fully adequate.

We measure the number of vortices by calculating the
phase winding number, expressed as N = 1

2π

∮ ∇θ · dr,
where θ is the phase of the wave function which is de-
fined as 〈O〉 = ψ = |ψ |eiθ . We identify the quantum vortices

by using numerical method to judge the end point of the
phase where θ from 0 to 2π . This approach ensures that
multiply-charged vortices are adequately accounted for in our
analysis.

2. Gross-Pitaevskii equation and beyond-mean-field system

In the main text, we conduct simulations using the coupled
Gross-Pitaevskii equations. Bere we introduce the Gross-
Pitaevskii equation setup in detail, and then extend it to the
beyond-mean-field case. The Gross-Pitaevskii Lagrangian and
equation we use in the main text is written as

LGP = ih̄

2

(
�∗

j

∂� j

∂t
− � j

∂�∗
j

∂t

)
− h̄2

2mj
|∇� j |2

− 1

2

∑
k

g jk|�k|2|� j |2 + u j · (p�∗
j )� j, (A6)

ih̄
∂

∂t
� j =

(
− h̄2

2mj
∇2 +

∑
k

g jk|�k|2 − u j · p

)
� j . (A7)

Here we maintain consistency with the main text regarding
the notation and parameters. The masses of both components
are identical, denoted as m1 = m2 for the jth component.
The order parameter is represented as � j = √

n j exp(iφ j ),
corresponding to the complex scalar field or order parameter
as used in the holographic superfluid context.

The coupling coefficient gjk signifies the atom interaction
and is defined as g jk = 2π h̄2a jk/mjk , with m−1

jk = m−1
j + m−1

k
and the s-wave scattering length a jk between the jth and
kth components. We consider g1 = g2. When the product of
g11g22 > g2

12, the two components can be mixed effectively.
Conversely, when the product of g11g22 < g2

12, the mixed state
becomes unstable, leading to phase separation between the
components. The external flow term is u j · p = u j · (−ih̄∇),
where u the flow velocity [38]. Consistent with the text, we
set a convective condition of periodic oscillation

v jx(t ) = (−1) j−1U cos(�t ). (A8)

Similar to holographic simulations, we have employed Fourier
methods to create two-dimensional periodic boundary condi-
tions, with sizes of 40 × 40(Rx × Ry).

However, the Gross-Pitaevskii equation and holographic
model, functioning as a mean-field approximation, has its lim-
itations, particularly concerning the conservation of linear and
angular momentum which is crucial to our discussion [40]. So
here we deal with a relatively convenient beyond-mean-field
model

ih̄
∂

∂t
� j =

(
− h̄2

2mj
∇2 +

∑
k

g jk|�k|2 − u j · p

− m1/2g3/2

π h̄
(|�i|2 + |� j |2)1/2

)
� j . (A9)

The last term within the parentheses represents the beyond-
mean-field correction due to quantum fluctuations from
the Lee-Huang-Yang effect, thus, the equation encompasses
higher-order many-body interactions [41,42].

As shown in Fig. 7, even in the beyond-mean-field systems,
symmetry breaking in the number of vortices occurs in cases
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FIG. 7. Evolution of vortex number as observed in beyond-
mean-field simulations: (a) The vortex number maintains symmetry.
(b) The vortex number exhibits symmetry breaking.

of high coupling constant. However, due to the additional
coupling effects introduced by the beyond-mean-field system,
we anticipate changes in the phase diagram. This suggests
that while the fundamental phenomenon of vortex number
symmetry breaking is preserved, the specific dynamics and
characteristics of the system may change under the influence
of these extended fluctuations. These additional results aim
to demonstrate that the observations made in our study are
not merely mean-field effects and could also be observed in a
many-body system.

3. Vortex symmetry breaking in nonperiodic system

All previous simulations were conducted in systems with
periodic boundary conditions. However, in experimental

FIG. 8. Nonperiodic system simulation. (a) The vortex evolution
with coupling constant η = 4.5; vortex number exhibits completely
symmetrical behavior. (b) The vortex evolution with coupling con-
stant η = 6; symmetry breaking occurs in a number of vortices.
(c) The dynamic evolution diagram of the densities corresponding
to (b). The upper and lower rows refer to components �1 and �2.

FIG. 9. (a) Density and velocity field of soliton structure. (b) The
phase of the soliton.

settings, nonperiodic systems with constrained potential fields
are commonly employed.

In this section, in order to provide additional model ex-
amples and cater to experimental requirements, we conducted
simulations using a nonperiodic model with trapped potential
barriers. Within a square boundary of size 40 × 40, we in-
troduced square potential barriers of size 36 × 36, creating a
nonperiodic system. As indicated by the simulation results in
Fig. 8, vortex number symmetry breaking is not limited to pe-
riodic systems but also occurs in commonly used nonperiodic
systems in experiments.

4. Soliton structure and characteristic time

In this section we supplement our discussion with a more
intuitive representation of the soliton’s structure and phase.
We show the variation of the estimated characteristic time of
soliton with the coupling coefficient.

Figure 9(a) illustrates the distribution of superfluid density
and velocity field in the vicinity and interior of the soliton. It is
understood that in the presence of countersuperflow instabil-
ity, solitons initially form and eventually fragment into vortex
pairs due to this instability. However, in the alternating cur-
rent (AC) case, if the direction of the background superflow
changes before the soliton divides, the flow velocity within
the soliton differs from that outside, as depicted in the figure.
This discrepancy leads to an alteration in the amplitude of the
average velocity when there is asymmetry in the number of
vortices.
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FIG. 10. Variation of the characteristic time for soliton splitting
as a function of the coupling constant.

Figure 9(b) depicts the phase distribution associated with
the soliton, highlighting a significant phase drop of approxi-
mately π at the edge of the soliton.

The lifetime of solitons varies individually, which can be
observed from the fact that in DC counterflow, vortices are
not generated instantaneously. Therefore, in the main text,
we consider the characteristic times of soliton splitting, or
average lifetimes.

In AC counterflow, when solitons cannot completely split
within half a period, differences in flow velocity will appear
in the next half period, thereby causing an imbalance.

Hence, the characteristic time of solitons can be estimated
from the critical frequency. 〈tsoliton〉 = π/�c. This value will
change with the alterations in the coupling constant. As shown
in Fig. 10, the characteristic soliton time increases with the
increase of the coupling constant.

5. DC counterflow with equal and unequal velocities

As a comparative analysis with AC counterflow, and to
illustrate the effect of flow velocity on vortex nucleation,
we present the results of DC counterflow here. Contrary to
AC counterflow, where vortices are continuously generated
and annihilated, in DC counterflow, vortex will nucleate ini-
tially because the disturbance as a seed and then decay to
the equilibrium state that satisfies the solution of the equa-
tion of motion, eventually leaving only irrotational fluid in the
system. Therefore, differing from the AC case, in DC coun-
terflow, all solitons will split into vortices even at sufficiently
high velocities U . This results in no imbalance due to the
symmetry of the two components.

In Fig. 11(a) we observe that the actual superflow velocity
remains entirely consistent with the background velocity, even
in the presence of a soliton-like structure. This consistency is
due to the absence of background velocity switching, which
in turn ensures that the soliton’s flow velocity remains con-
sistently aligned with the background flow. This fundamental
distinction underlies the difference between AC counterflow
and DC counterflow.

FIG. 11. (a) Global density distribution diagram and local en-
larged velocity field diagram of soliton and vortex in DC counterflow.
(b) Left panel shows the vortex number in counterflow with equal
velocity of two components. Right panel shows the vortex number of
two components with different velocity.

In the left panel of Fig. 11(b), we observe that when the two
components of the counterflow share the same velocity, the
vortex count is equal for both. However, the right panel reveals
that when these components possess differing velocities, the
slower component exhibits a reduced rate of vortex genera-
tion. This observation elucidates the expansion of symmetry
breaking in AC counterflow when solitons are introduced.
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FIG. 12. Total vortex number vs coupling coefficient. Black di-
amond dot is the numerical result; red line is the fitting curve as
N = (114 ± 1.6)η − 402.4 ± 7.8.
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FIG. 13. (a) The phase diagram as detailed in the main text. Altered phase diagram with counterflow velocity U = 2.

6. Total vortex number versus coupling constant η

In line with the instability conditions linked to counterflow,
vortex nucleation is initiated when the counterflow velocity
and the coupling coefficient surpass their respective critical
thresholds. As illustrated in Fig. 12, beyond this critical cou-
pling coefficient, there is a clear proportional relationship
between the total number of vortices and the magnitude of
the coupling coefficient. This direct proportionality highlights
the sensitivity of vortex generation to changes in the coupling
strength within the system.

7. Phase diagram with different counterflow velocity

In this section, we demonstrate how the phase diagram
changes with the counterflow velocity. As shown in Fig. 13,
the left image is the phase diagram as described in the main
text, with a counterflow velocity of U = 3, while the right
image is a newly generated phase diagram for U = 2. It can
be observed that when the counterflow velocity decreases,
several changes occur. First, the critical coupling constant
for vortex nucleation increases. This observation aligns with
our theory, as both the counterflow velocity and the coupling
coefficient are positively correlated with the number of vor-
tices, so the reduction of the counterflow velocity means that
greater coupling is needed to nucleate the vortices. Addi-
tionally, we observe that for the same coupling constant, the
critical frequency for symmetry breaking decreases, because a
lower counterflow velocity implies a longer characteristic time
for soliton splitting, resulting in a lower critical frequency
according.

8. Time-averaging method used to deal with vortex number

In the main text, we employed a time-averaging method to
process the vortex number. This was necessary because, due to
the driving force of the periodic potential, the vortex number
also varies periodically, as shown in Fig. 14(a). In order to
clearly distinguish the results of vortex number symmetry
breaking, we performed a time averaging of the vortex number
for each point by considering a neighborhood within a time
interval of δt = 50. This results in the smooth curve shown in
Fig. 14(b).

For the determination of the final vortex number for each
set of parameters, we similarly selected the time average over
a long-duration region of the nonequilibrium steady state,
representing the vortex number at the end of the simulation.
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FIG. 14. Comparison of vortex number before and after time-
averaging treatment, with the left image showing before treatment
and the right image showing after. The inset shows a magnified view
of the vortex changes in the treatment interval δt .
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