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Photoinduced charge-carrier dynamics in a semiconductor-based ion trap investigated via
motion-sensitive qubit transitions
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Ion trap systems built upon microfabricated chips have emerged as a promising platform for quantum
computing to achieve reproducible and scalable structures. However, photoinduced charging of materials in
such chips can generate undesired stray electric fields that disrupt the quantum state of the ion, limiting
high-fidelity quantum control essential for practical quantum computing. While crude understanding of the
phenomena has been gained heuristically over the past years, explanations for the microscopic mechanism
of photogenerated charge carrier dynamics remains largely elusive. Here we present a photoinduced charging
model for semiconductors, whose verification is enabled by a systematic interaction between trapped ions and
photoinduced stray fields from exposed silicon surfaces in our chip. We use motion-sensitive qubit transitions to
directly characterize the stray field and analyze its effect on the quantum dynamics of the trapped ion. In contrast
to incoherent errors arising from the thermal motion of the ion, coherent errors are induced by the stray field,
whose effect is significantly imprinted during the quantum control of the ion. These errors are investigated in
depth, and methods to mitigate them are discussed. Finally, we extend the implications of our study to other
photoinduced charging mechanisms prevalent in ion traps and discuss considerations in fabrication to reduce
semiconductor charging.

DOI: 10.1103/PhysRevA.109.043106

I. INTRODUCTION

Ion trap systems are rapidly scaling up as platforms for uni-
versal quantum computing by incorporating semiconductor
fabrication technologies [1–5]. Compact, miniaturized chips
enable greater ion densities and increased flexibility in ion
configurations via ion transport [6], and serve as test beds for
on-chip integrated optics [7–9].

However, the proximity of the ions with surrounding ma-
terials causes the ions to be significantly susceptible to stray
electric fields. Stray fields can be primarily categorized based
on their underlying sources. First, there is field noise orig-
inating from thermal fluctuation and dissipation of charges
on the material surface, which primarily causes ion heating
and motional dephasing [10–15]. On the other hand, stray
fields may arise from the excitation and subsequent dynam-
ics of unpaired or excess charge carriers in the material, for
instance, through photogeneration by scattered light. These
fields cause ion displacement, leading to phase-modulated in-
teractions with lasers due to excess micromotion [16], drifts in
secular frequencies [9], and fluctuations in the Rabi frequency
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attributed to motion within finite beam widths, which are all
detrimental to the motion-sensitive quantum operations.

Describing photoinduced charging processes at the micro-
scopic level is a nontrivial task. It requires understanding
the optical excitation channel and subsequent carrier dynam-
ics in the chip’s constituent materials, which can be crudely
categorized as conductors, insulators, and semiconductors.
Among these, the most frequently observed form of charg-
ing, commonly termed dielectric charging, typically occurs
in insulators or at insulator-conductor interfaces [9,17–22].
Boundaries defined by the surfaces and interfaces between
materials, along with inhomogeneities within a single mate-
rial, both complicate the dynamics and contribute significantly
to the overall process [17,23]. Moreover, since ions can expe-
rience stray fields from merely 10–1000 elementary charges
on the chip surface [17,22], numerous processes can occur si-
multaneously, making it challenging to identify the dominant
mechanism.

Due to such difficulties, the primary emphasis has been on
mitigating these effects based on phenomenological observa-
tions rather than fully comprehending the carrier dynamics.
Approaches include selecting materials with lower charging
properties [24] or shielding materials prone to charging
with metal coatings [21,25–27]. To scale up ion trap chips
with increasingly sophisticated features, however, a deeper
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FIG. 1. Ion displacement by photoinduced electric field. (a) Simplified scheme of our chip trap structure near trap region with 935-nm
laser. (b) An enlarged view of the trapping region with a schematic description of the photoinduced electric field. (c)–(f) Images of the ion
displaced by the stray field from silicon substrate induced by scattered light as the power of the 935-nm laser was increased. (Color scale for
each image was adjusted for better visibility.)

understanding of these effects is essential as they require
integration of heterogeneous materials into more intricate
structures. Among the least understood phenomena is the car-
rier dynamics in semiconductors, particularly silicon [27–29],
which is increasingly favored as the substrate for these chips.

Our in-house fabricated micro-electromechanical systems
(MEMS) chip and experimental setup serves as an excellent
environment for directly investigating the stray fields gener-
ated from photoinduced charge carriers in silicon. A strong,
systematic interaction between the ions and stray fields was
first encountered with a near-infrared (NIR) laser at a wave-
length of 935 nm. This observation alone sharply contrasts
with numerous experimental reports on charging in ion traps,
where the charging lasers typically lie in the ultraviolet (UV)
or possibly visible (VIS) wavelengths [8,9,17–22], emphasiz-
ing the need for a novel model.

To demonstrate the NIR charging of silicon, we inject
a repumping 935-nm laser (with a maximum power of 1.8
mW and a waist of 45 µm, traveling along x̂ + ẑ) as shown
in Fig. 1(a). We then capture images of the ion while
progressively ramping up the intensity of the laser, which con-
sequently increases the scattered light. The images of the ion
with different injected powers are shown from Figs. 1(c)–1(f),
where defocus of the ion image caused by vertical displace-
ment can be seen, especially between P935 nm = 300 µW and
1 mW. We estimate the ion displacement by translating the
electron-multiplying charge-coupled device (EMCCD) until
the ion is in focus again. For a laser power of 1.8 mW, we
measure an ion displacement of 8 µm. The ion undergoes rapid
displacement synchronized with the switching of the incident
laser and immediately returns to its equilibrium position in the

absence of light, with identical characteristic timescales for
both processes. A comparable observation with blue lasers has
been reported, but its underlying mechanism is unexplained
[30].

In this study, we introduce a photoinduced charging model
for semiconductors and utilize it to assess the surface con-
ditions of the silicon substrate in our chip using a 171Yb+
ion as a quantum sensor. The spectral characteristics, pho-
ton flux dependence, and temporal evolution of the stray
fields are measured and analyzed with motion-sensitive qubit
transitions, and are accurately replicated through numerical
simulations based on the proposed model. Then the effect of
the stray fields on the quantum dynamics of the trapped ion is
analyzed through theoretical calculations using the Lindblad
master equation. Our analysis confirms that stray fields induce
coherent errors in the evolution of the ion, which is distinct
from incoherent errors associated with the ion’s thermal mo-
tion. Quantum control procedures to mitigate this error are
presented. In the Discussion, we extend the insights of our
model to the more commonly reported dielectric charging
phenomena and some studies on silicon charging in ion traps
[8,29,31]. Finally, we discuss implications of the model in
the context of fabrication, concluding that the most effective
approach for minimizing semiconductor charging is to employ
metallic shielding on the exposed semiconductor surface.

II. SEMICONDUCTOR CHARGING MODEL

We present a model for the generation and distribution
of carriers in a semiconductor under illumination, which de-
scribes the stray field experienced by the ion. The model
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FIG. 2. Band diagram representation of the semiconductor charging model. The semiconductor surface is at x = 0, while the layer to the
left of x = 0 represents a native oxide layer. (a)–(c) Charging in the presence of fixed surface charges only (super-bandgap SPV). (a) The system
in thermal equilibrium. The filled (empty) circles represent electrons (holes). (b) Carrier dynamics in (thermal) nonequilibrium. photogenerated
electrons (blue, upper filled circles) are attracted to the surface and holes (red, lower empty circles) are repelled into the bulk. (c) The steady
state of the system in nonequilibrium. A negative SPV is formed as a result of the charge distribution. (d)–(f) Charging in the presence of both
fixed surface charges and interface states (SPV inversion). (d) The system in thermal equilibrium. The blue color bar represents the electron
occupation probability of the interface state. (e) Carrier dynamics in (thermal) nonequilibrium. In addition to the charge distribution process
explained in (b), electrons optically excited from the interface state can diffuse into the bulk and recombine with free holes via bulk defect
states. (f) The steady state of the system in nonequilibrium. A positive SPV is developed as a result of the depletion of holes at the surface. EC

and EV indicate the conduction and valence band edges, Ei and EF the midbandgap and Fermi level, and Eb and Efs the energy levels of the
bulk defect state and the interface state

is established within the framework of surface photovoltage
(SPV) theory [23,32–35], utilizing the semiconductor equa-
tions to analyze the modification of surface potentials induced
by light [36] (see Appendix D). Our model does not assume
local charge neutrality, which allows us to compute the steady-
state distribution of carriers that is responsible for the SPV.

Let us first consider the most common semiconductor
charging mechanism where electrons and holes are photo-
generated in the bulk through band-to-band transitions, and
separated by an electric field set up by fixed surface charges
(also addressed as slow surface states [34]) located at the
exterior of the semiconductor body [see Figs. 2(a)–2(c)]. Lin-
ear bulk photogeneration occurs with the rate Gb(x) = N0αb

exp(−αbx), where N0 is the incident photon flux, αb is the
absorption coefficient, and the illuminated surface is located
at x = 0. Silicon surfaces can easily become oxidized, acting
as sites for hosting fixed oxide charges with a typical surface
density of �ss = +1 × 1011 cm−2 [37,38]. In order to reflect
such realistic surface conditions into our model, a native oxide
layer is presumed to have formed on the exposed surfaces of
our substrate shown in Fig. 1(b) by exposure to the atmo-
sphere. In particular, this produces a surface potential of φ0 ≈
+0.64 V [39] for a p-type doping concentration of 1015 cm−3

[Fig. 2(a)]. When the substrate is illuminated, photogenerated
electrons are attracted to the surface and holes are repelled
into the bulk due to drift under the surface electric field
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[Fig. 2(b)]. Such distribution of charges screens the field (re-
duced downward band bending), leading to a change in SPV
δφ that diminishes the initial surface potential φ0 [Fig. 2(c)].
For p-type silicon, this SPV is usually negative and eventu-
ally saturates at δφ = −φ0 for a sufficiently high photon flux
[23,32]. This is typically referred to as super-bandgap SPV
[23]. However, the SPV observed in our system is positive
and can surpass φ0 in magnitude. Therefore, the described
mechanism is not compatible with the experimental results.

To better account for the observation, we introduce inter-
face states (or fast surface states [34,40]) originating from
surface defects localized near the silicon and oxide interface,
which can act as centers for photoinduced defect-to-band
transitions and surface recombination [41–44] [see Figs. 2(d)–
2(f)]. Unlike typical interface states formed at the Si-SiO2

interface [38], these defect states are presumed to have formed
by a deep reactive ion etching (RIE) process through which
the silicon substrate was etched by bombardment of highly
energetic plasma composed of various chemical gases such as
carbon fluoride, sulfur fluoride, and argon [26]. Such mechan-
ically modified surfaces are known to host numerous surface
states [40]. Moreover, many types of surface defects have been
reported in deep-level transient spectroscopy studies with
samples etched by RIE processes [45,46], and some have been
directly related to SPV effects [47]. The interface state in our
system is assumed to be donor-type (defined in Appendix F)
with a surface density �fs and an effective single energy level
Efs below the Fermi level EF, as shown in Fig. 2(d). The
interface exhibits a charge density of +e(1 − fs)�fs, where fs

is the electron occupation probability of the interface states.
Under illumination, electrons in the interface states are

optically excited to the conduction band to form a highly lo-
calized concentration near the interface. While some electrons
are captured back into the defects (surface recombination),
others diffuse into the bulk due to a large gradient in the
density. In the bulk, they recombine with free holes via bulk
defect states through the Shockley-Read-Hall recombination
process, extending the surface depletion range [see Fig. 2(e)].
The depletion of holes in the bulk is balanced by positive
charging of the surface (enhanced downward band bending).
Given a sufficiently high �fs, the positive charging enhances
with stronger absorption of light and lower recombination of
carriers occurring at these defects. A positively charged steady
state is then established by the balance between the diffusion
of electrons from the surface into the bulk and the screening
behavior of photogenerated bulk electrons. This can result in
a large and positive SPV [denoted as δφ > 0 in Fig. 2(f)] and
is referred to as SPV inversion [23,35,48].

The steady-state value of the occupation probability of
the interface state f̄s is determined by the electron and hole
densities n and p at the surface, and parameters that char-
acterize optical absorption and surface recombination (see
Appendix F) [43,49,50]:

f̄s = n + (sp0/sn0)p1,s

n + n1,s + (sp0/sn0)(p + p1,s ) + N0αn/sn0

∣∣∣∣
x=0

, (1)

where sn0 = σ c
n,s�fsvn and sp0 = σ c

p,s�fsvp are the surface
recombination velocities with the carrier capture cross sec-
tions σ c

n,s, σ c
p,s, and the bulk thermal velocities vn, vp. Also,

n1,s = niexp(Efs/kT ), p1,s = niexp(−Efs/kT ), where ni is
the intrinsic carrier concentration, Efs is the energy level of
the interface state, k is the Boltzmann constant, and T is the
temperature of the system. The most significant parameter is
αn, the surface absorption coefficient, defined as αn = σ o

n �fs.
It is proportional to the optical cross section, σ o

n , whose value
and spectral dependence can result in very different SPV
effects as compared to when only bulk absorption is present.

There are many theories on the microscopic origin of
the optical cross section of impurities in semiconductors
[41,42,51–57]. The common objective is to find a suitable po-
tential for the bound state |i〉 that best reproduces the observed
spectral response through the dipole transition (i.e., electric
field polarized in the z direction)

σ o
n ∝

∣∣∣∣∣∣
∑

f

〈 f |ẑ|i〉
∣∣∣∣∣∣
2

δ(E − Eio ), (2)

where | f 〉’s are the continuum states in the conduction bands,
and Eio = E f − Ei is the ionization energy between the rele-
vant conduction band and the defect level. Here we apply the
Hulthén potential [56,57]

V (r) = − e2

εa

e−λr/a

1 − e−λr/a
, (3)

which is basically a screened Coulomb potential, appropriate
for describing shallow bound states, |i〉. a is the screening pa-
rameter, while λ is an additional parameter that can be tuned to
vary the range and depth of the potential. The quantity a/λ can
be interpreted as the effective screening length. The reason for
choosing this potential will become evident in Sec. III where
fitted values for the parameters Eio, a, and λ are presented
along with experimental data. ε is the dielectric constant of
the material. Note that Eq. (1) describes the optical excitation
of electrons only. For the complete formalism also involving
excitation of holes into the interface state (band-to-defect tran-
sition), see Appendix F.

In the bulk, the dominant bulk recombination process in
indirect semiconductors such as silicon is the Shockley-Read-
Hall type, described by the rate

Rb = np − n2
i

τn0(p + p1,b) + τp0(n + n1,b)
, (4)

where n1,b = ni exp(Eb/kT ), p1,b = ni exp(−Eb/kT ), with
Eb denoting the energy level of the bulk defect. The lifetime
parameters τn0 = (σ c

n,bNbvn)−1 and τp0 = (σ c
p,bNbvp)−1 char-

acterize properties of the bulk defect recombination center.
Here σ c

n,b and σ c
p,b are the capture cross sections of the bulk

defect state for electrons and holes, respectively, and Nb is its
density. The contribution of Rb is significant to the observed
SPV effect, as it determines the degree to which holes are
depleted.

Numerical simulations to verify the proposed charging
mechanism were performed by solving the semiconductor
equations (see Appendix D). Bulk conditions were set in
accordance with our chip substrate, which is p-type sili-
con doped at a concentration of 1015 cm−3. The results are
shown in Fig. 3. A positive SPV occurs as predicted, in-
creasing in magnitude with larger depopulation of electrons
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FIG. 3. Numerical simulation results of the semiconductor charging model. (a)–(c) Spatial profiles of (a) δφ (dark cyan), φ0 (black dashed);
(b) δn (blue, left arrow), δp (red, right arrow); (c) n = n0 + δn (blue, left arrow), p = p0 + δp (red, right arrow), and n0, p0 (black dashed),
for various �fs with fixed photon flux N0 = 1 × 1015 cm−2 s−1. Values of �fs are denoted in the legends in units of 1010 cm−2. Inset in
(a) shows values of δφ at x = 0 for different �fs. From (b)–(c), it can be seen that the distinctive characteristic of a positive (negative) SPV
is the widening (narrowing) of the surface depletion range in comparison to its range in thermal equilibrium. The orange vertical lines at
x = 0.129 µm correspond to the Debye-screening length (defined as r+ in Appendix E 1), which indicates that excess electrons in the bulk
are mostly involved in screening. (d)–(e) Spatial profiles of (d) δφ (dark cyan), φ0 (black dashed); (e) f̄s (circle), f̄s0 ≈ 1 (dashed); and (f) n
(blue, left arrow), p (red, right arrow), for various photon fluxes N0 and fixed �fs = 8 × 1010 cm−2. Inset in (d) shows values of δφ at x = 0 for
different N0. Saturation of SPV and surface depletion range appear as f̄s approaches 0. Dotted horizontal lines in (c) and (f) indicate n0 = 105

cm−3 (inset) and p0 = 1015 cm−3, for the case when surface charges and interface states are absent (flat initial bands). Throughout (a)–(f),
�ss = 1 × 1011 cm−2, while the remaining parameter values were chosen and fixed to best illustrate the described effects.

from the interface state, δ fs = f̄s − f̄s0 < 0, where f̄s0 is the
electron occupation probability in thermal equilibrium. The
carrier densities are decomposed as n = n0 + δn, p = p0 +
δp where n0, p0 are the free or thermal equilibrium densities
and δn, δp are the excess densities. Figures 3(a)–3(c) display
the effect of an increasing interface state density �fs under a
fixed surface charge density �ss = 1 × 1011 cm−2 and con-
stant photon flux. A noticeable inversion in the SPV takes
place as �fs increases, when charging from surface absorption
outweighs that from bulk absorption. Figures 3(d)–3(f) show
the effect of an increasing photon flux while the charge den-
sities were kept constant at �fs = 8 × 1010 cm−2 and �ss =
1 × 1011 cm−2. The correlation between the enhancement in
SPV, depopulation of electrons δ f̄s < 0, and the increasing
depth of surface depletion verifies our charging model.

In the following section, we briefly explain how the
experimental value of the SPV can be determined using the
ion as a quantum sensor for detecting stray fields arising
from the SPV, and then display theoretical results, along with
experimental data.

III. MEASUREMENT OF SPV AND ITS DEPENDENCE
ON OPTICAL POWER AND WAVELENGTH

The magnitude of the SPV at the exposed surface of the
silicon substrate is estimated using a micromotion compensa-
tion scheme. This scheme involves dc scanning [16], through
which the stray field can be directly measured in terms of a

compensation voltage. We can measure the qubit transition
rate with either Raman beams 1 and 2 in Fig. 4(a) where the
relevant energy levels are shown in Fig. 4(b) or the absorption
rate of a weak 935-nm laser injected vertically to the chip.
Both methods utilize motion-sensitive responses of the ion
that display a Bessel-like profile where the maximum occurs
at the compensation voltage that cancels out the stray field in
the scanning direction. The voltages of the inner dc electrode
pair, shown in Fig. 1(b), are scanned to search for the optimal
compensation field (refer to Ref. [26] for more details of the
chip). Since our experimental configuration enables the gen-
eration and compensation of stray fields only in the direction
normal to the chip surface, the theoretical model is greatly
simplified.

First, the dependence of the SPV on the power of illumina-
tion is presented. A 1055-nm laser beam is shone to uniformly
illuminate the backside of the chip, as shown in Fig. 4(a).
The qubit-flipping probabilities p1 are measured with the dc
voltages scanned under various powers of the laser from 0
to 2.1 µW, as shown in Fig. 5(a). The extracted compen-
sation voltages for various laser powers P1055 nm are plotted
in Fig. 5(b). The absolute value of compensation voltage
grows linearly with increasing laser power. To estimate the
internally generated SPV from the measured compensation
voltage, the COMSOL Multiphysics® software is employed
for electrostatic analysis which shows that a compensation
voltage of 
Vdc ≈ −0.1 V is required to cancel the stray field
generated by an SPV of φ ≈ +0.273 V at the silicon surface
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FIG. 4. Experimental configuration. (a) Schematic cross-sectional illustration of the microfabricated chip with parallel and perpendicularly
incident laser beams. (b) Energy level diagram of 171Yb+ with Raman transition for qubit control by pulsed laser beams.

(see Appendix H). The strength of the corresponding field is
288 V m−1 at the position of the ion, which can displace the
ion by 1.6 µm for a harmonic oscillator with a secular fre-
quency of 1.6 MHz. This implies that an SPV of merely sev-
eral mV is strong enough to deteriorate the fidelity of quantum
operations of trapped ions, where coherent displacements typ-
ically employed in Mølmer-Sørensen gates is a few times the
ground-state wave packet width, which is around 4 nm [58].

Next, the general spectral dependence of the SPV is
obtained from the photoinduced response of the exposed sil-
icon surface to six wavelengths: two in the UV range (355,
399 nm), one in the visible range (635 nm), and three in the
NIR range (1055, 1300, and 1550 nm). The lasers are shone
onto the backside of the chip with diameters of 1.9–2.7 mm,
fully illuminating the exposed silicon surface as in Fig. 4(a).
The compensation voltages against the photon fluxes of 355,
399, 635, 1055, and 1300-nm lasers are shown in Fig. 5(c).
Note that no measurable displacement of the ion was observed
up to the maximum power of our 1550-nm laser (1.5 mW).

It can be clearly seen that the SPV is positive as indicated
by the negative sign of the compensation voltage, which im-
plies the occurrence of SPV inversion from a p-type silicon.
Moreover, this behavior persists throughout all wavelengths,
that is, not only at sub-bandgap but also super-bandgap wave-
lengths. To our knowledge, SPV inversion in silicon and
SPV inversion at super-bandgap wavelengths have not been
reported to date. The two phenomena, however, are simultane-
ously reproducible according to our semiconductor charging
model under the hypothesized surface conditions from Sec. II.

In particular, the unique dependence on the wavelength
is largely determined by the optical cross section, as will be
discussed in the following paragraph. The observation range
of the ion displacement is bound from below by the mea-
surement sensitivity of |
Vdc| ≈ 5 mV [from Ref. [16], with
consideration of probe laser intensity fluctuation, indicated by
a dashed horizontal line in Fig. 5(c)], and from above by the
voltage that is required to stably confine the ion within the
trap, which is |
Vdc| ≈ 1 V [shown as a shaded region in
Fig. 5(c)]. The limited available powers of the diode lasers
used in our experiments also set the upper bound for maxi-
mum displacement.

The theoretical curves of the SPV’s fitted to experimental
data are shown as dashed lines in Fig. 5(c). The numerical
values of the parameters used in the computation are listed

in Table I. Typical values reported elsewhere [59–61]
were used for the bulk parameters, while the surface
parameters were fitted to explain the experimental
data. One exception is the fixed surface charge density,
�ss = 1 × 1011 cm−2, which is the typical value observed in
real oxidized silicon surfaces [37]. The parameters μn and
μp are the electron and hole mobilities that are necessary to
solve the semiconductor equations (see Appendix D). The
bulk absorption coefficient values used in simulation are
αb(1300) = 2.7 × 10−5 cm−1, αb(1055) = 1.63 × 101 cm−1,
αb(399) = 9.52 × 104 cm−1 [62].

The optical cross sections are determined from the em-
pirical spectral response of the SPV. The cutoff wavelength
is found to be near 1300 nm (Eio ≈ 0.95 eV). With Ei =
0 eV and the intrinsic bandgap of silicon being 1.12 eV, we
have Efs ≈ −0.39 eV, which lies lower than the Fermi level
EF ≈ −0.3 eV, determined by the doping concentration of our
substrate. Lasers of wavelengths between 1055 and 1300 nm
will allow us to measure the cutoff more accurately, but the
current estimation is sufficient for our purposes.

According to numerical simulations, the magnitude of the
SPV at a particular wavelength is nearly proportional to the
value of the optical cross section at that wavelength. The ex-
perimental values of the relative strengths between the optical
responses at different wavelengths are plotted in Fig. 5(d)
as solid circles. The theoretical optical cross section, whose
analytical expression can be found in Appendix G, is fitted to
these data points and overlaid on them. It is normalized rela-
tive to the peak value that occurs near the bandgap energy of
silicon ∼ 1.12 eV. The fitted values for the Hulthén potential
parameters are a = 6.4 × 10−8 cm and a/λ = 1 × 10−7 cm.
The absolute values of the optical cross section listed in
Table I were obtained from this curve, and then used to nu-
merically compute the theoretical SPV in Fig. 5(c). Note that
the optical cross section at 1300 nm is not exactly zero, but
smaller than the peak value by several orders of magnitudes.

The effectiveness of the semiconductor charging model in
explaining the observed spectral dependence of the SPV is
mainly enabled by the Hulthén potential, which is suitable
for describing shallow defects. A characteristic feature of the
optical response of shallow defects in semiconductors is a nar-
row absorption spectra near the bandgap energy [63], which
is indeed in agreement with experiment. The sharp contrast in
the optical cross section between wavelengths in the NIR/VIS
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FIG. 5. Measurement for laser power and wavelength dependence of the laser-induced field magnitude. (a) Raman transition probabilities
vs inner dc voltage shift for a range of 1055-nm laser power. (b) Inner dc compensation voltage vs 1055-nm laser power. (c) Spectral response
of laser-induced electric fields with respect to the compensation voltage (left) and the SPV (right). The shaded region indicates the unstable
trapping condition of the ion. (d) Normalized optical cross section vs. photon energy. The solid circles are the values used to fit the experimental
data in (c), with each color corresponding to the respective wavelength. The solid line corresponds to the fitted curve for the Hulthén potential in
Eq. (3) while the dashed lines indicate the two limiting cases from the quantum defect model [42,52]. The vertical error bars in (a)–(c) indicate
the 95% confidence intervals of the fit and the horizontal error bars indicate ±50% of the photon flux values, which reflects their overall
uncertainties.
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TABLE I. Parameter values used in the numerical simulation.

�fs σ c
n,s = σ c

p,s = σ c
s Efs �ss σ o

n (1300) σ o
n (1055) σ o

n (635) σ o
n (399) σ o

n (355)
Surface [cm−2 ] [cm2 ] [eV] [cm−2 ] [cm−2 ] [cm2 ] [cm2 ] [cm2 ] [cm2 ]

2.7×1011 4.94×10−24 − 0.39 1.0×1011 8.23×10−20 2.47×10−15 3.53×10−16 2.72×10−17 1.48×10−17

Nb σ c
n,b σ c

p,b Eb ni vn = vp = vth μn μp

Bulk [cm−3 ] [cm2 ] [cm2 ] [eV] [cm−3 ] [cm s−1 ] [cm2 V−1 s−1 ] [cm2 V−1 s−1 ]

1.0×1013 1.0×10−15 1.0×10−15 0.0 1.0×1010 1.0×107 1340 284

and UV ranges cannot be reproduced by the more common
quantum defect models [42,52]. The normalized optical cross
section of two limiting cases in the quantum defect model, the
delta function and hydrogenic defects, is shown in Fig. 5(d)
for comparison. Also, for a fixed set of parameters, the optical
cross section tends to become larger for shallower defects. In
particular, the peak value of the optical cross section derived
from the Hulthén potential is larger than that predicted by the
quantum defect models by one to two orders in magnitude.

The density and carrier capture cross sections of the in-
terface state can then be determined as the set of values that
best reproduce both the observed magnitude and slope of the
SPV for a broad range of incident photon flux. Conditions
for SPV inversion are found to favor identical or comparable
values for the capture cross sections of electrons and holes,
hence, σ c

n,s = σ c
p,s = σ c

s . Under this condition, the last term in
the denominator of Eq. (1) becomes proportional to σ o

n /σ c
s vth.

This ratio determines the sensitivity of the optical response,
i.e., σ o

n (1055)/σ c
s vth = 50 cm−1 s. Given the optical cross

section values, the capture cross section is fitted to the very
small value listed in Table I, which is also a property con-
sistent with shallow defects [64]. The large sensitivity is the
primary reason for the peculiar SPV inversion observed in our
system [65].

The experimental data can also be fitted well to the model
in which an oxide layer is absent at the surface (�ss = 0), with
minor corrections to the parameter values. This condition is
actually more favorable to the proposed surface charging pro-
cess since bulk screening effects arising from carrier drift are
reduced in the absence of positive fixed oxide charges. There-
fore, the model’s capability to effectively account for the two
distinct surface conditions with relatively small adjustments to
the parameter values demonstrates that the overall mechanism
remains applicable to a broad range of uncertainties in the
surface conditions.

IV. TIME-RESOLVED DOPPLER SHIFT

The characteristic timescale of the semiconductor charging
is investigated by measuring the velocity of the ion driven by
the photoinduced stray field originating from the scattering
of the Raman beams used for quantum operations. As a stray
field develops following laser injection, the ion has a time-
dependent displacement by the field, or a net velocity, which
is the rate of displacement change. This velocity would cause
a measurable Doppler shift, while the Doppler shift from the
secular motion and the micromotion would be averaged out.
In particular, the time-resolved Doppler shift of the resonant
frequency of the Raman transition caused by Raman beam 3

(global) is measured. A schematic of the sequence is shown
in Fig. 6(a). After state initialization, we turn on only Raman
beam 3, which has a power of 360 mW (pre-turn-on as we
call) and wait for varying time intervals 
T . Then we turn
on Raman beam 1, whose power is 12 mW, to drive the
Raman transition along with Raman beam 3, for a fixed time
of 80 µs, which is close to the π -pulse duration. Finally, the
qubit state of the ion is detected, and the average transition
probability from repeated sequences is recorded. The Doppler
shift between the ion and the Raman lasers is monitored by
repetitions of the experiment for a range of detuning values δ

of Raman beam 1 (by varying the rf frequency applied to the
acousto-optic modulator).

The result of pre-turn-on measurement (for Raman beam
3) is shown in Fig. 6(b). It clearly reveals a continuous change
of the resonance frequency of the transition in time and satu-
ration after frequency shift of roughly 13 kHz. The gradual
change in the qubit frequency implies that it is caused by
the Doppler shift due to the movement of the ion. Assuming
the following form of Doppler shift, 
ωo = 
�k · �v, where

�k is the momentum difference of the two Raman beams
and �v is the ion velocity, the velocity is estimated to be
3.3 nm/µs, which is significant considering that the width of
the zero-point wave function is 4.3 nm for a secular frequency
of 1.6 MHz of our trap and the wavelength of the Raman

(a)

(b) (c)

Beam 3 (global)

Beam 1 (individual)

FIG. 6. Raman beam pre-turn-on measurement. (a) Operation
sequence of pre-turn-on measurement for Raman beam 3. After state
initialization, the global beam is first turned on, and then the individ-
ual beam is turned on after a time interval of 
T . Raman transition is
driven for 80 µs, followed by state detection. (b) Result of pre-turn-on
measurement for Raman beam 3. Transition probability is plotted
with varying 
T and the laser detuning δ. (c) Result of pre-turn-on
measurement for Raman beam 1. The orange dashed lines serve as
guides for the maximum values at each time interval.
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beat note is 251 nm. In contrast, when Raman beam 1 is
pre-turned on instead of Raman beam 3, a nearly constant
qubit frequency is observed as depicted in Fig. 6(c). The
different results can be explained by the relatively low power
of Raman beam 1 and the fact that it does not irradiate the
exposed silicon directly. Although not presented in this work,
a frequency shift by the individual beam was observed when
it reached significantly high power levels. Note that the actual
direction of the ion’s velocity can be deviated from the chip’s
perpendicular direction, depending on the spatial profile of
the SPV. Therefore, only the order of the speed was our
consideration.

Both the rise and fall time of the stray fields lie within
the order of 1–100 µs, with slight variations depending on
the laser alignment and power conditions. These timescales
are comparable to that of the time evolution of the ion, capable
of causing significant infidelity in operations involving mo-
tional quantum states. In uniform materials, the characteristic
timescale of neutralization is determined by the dielectric
relaxation time τ+ which is estimated to be on the order of
several picoseconds for our substrate given the doping con-
centration of 1015 cm−3 (see Appendix E 2). The measured
timescales clearly do not agree with this value, but are in-
stead on the order of carrier lifetimes associated with defects
in semiconductors [66]. This strongly supports our assertion
that the observed SPV originates from charging processes
associated with impurities throughout the surface and bulk of
the semiconductor (see Appendix E 2). We will also use the
dielectric relaxation time to interpret dielectric charging and
other silicon charging phenomena in Sec. VI.

V. EFFECTS ON QUANTUM CONTROL

The motion of the ion in the presence of a rapidly devel-
oping stray field significantly modifies the motion-sensitive
Rabi oscillation. According to our simulations, the main effect
of the stray field is to induce coherent errors during quantum
control. The error is coherent because the qubit state retains its
purity but undergoes unintended unitary evolution, differing
from the more common incoherent error originating from the
thermal motion of the ion [11]. We use the term thermal
decoherence in a broad sense, involving dephasing arising
from the thermal distribution of phonons, and heating from
the environment.

The Rabi oscillation and trajectory of evolution on the
Bloch sphere are simulated by solving the Lindblad master
equation (see Appendix J 1) whose system Hamiltonian is
given as [67]

Hsys(t ) = h̄

2
(ei
kx(t )e−iδtσ † + e−i
kx(t )eiδtσ ), (5)

where  is the Rabi frequency, and σ †(σ ) is the two-level
system raising (lowering) operator. The Lindblad operator
for amplitude damping L = �a is used where � is the ion
heating rate, a†(a) the raising(lowering) operator of the oscil-
lator, with the temperature of the environment assumed to be
T = 300 K. The one-dimensional Hamiltonian is consistent
with the experimental configuration of the counterpropagating
beam setup in Fig. 4.

Assuming a stray field with an exponential temporal profile
Estr[1 − exp(−t/τstr )] and a static compensation field Ecom,
we can define the force exerted on the ion as

F (t ) = e[Estr (1 − e−(tpre+t )/τstr ) − Ecom], (6)

where tpre is a pre-turn-on time that can be adjusted to control
the initiation of the evolution. This stray field originates from
the scattered light from Raman beam 2 (global) in the coun-
terpropagating configuration. The effect of these fields have
been absorbed into the position operator x(t ) as [68,69] (see
Appendix J 2)

x(t ) ≈ x0(eiωxt a† + e−iωxt a) + 2x0Re[α(t )], (7)

where

α(t ) ≈ e−iωxtα(0) + i

h̄

∫ t

0
dt ′e−iωx (t−t ′ )

×
(

1 + qx

2 cos(ωrft ′)
1 + qx

2

)
x0F (t ′). (8)

Here x0 is the size of the ground state, ωx, ωrf indicate
the secular and rf trap frequencies, respectively, and qx is
the q-parameter associated with the trap stability [67]. This
expression results from directly solving the quantum equa-
tions of motion for the time-dependent oscillator in the
presence of external fields [69]. In particular, Eq. (8) rep-
resents the excess micromotion. The approximations in the
above equations result from omitting a squeezing factor that
describes intrinsic micromotion, which does not compromise
the generality of the results.

The Rabi frequency and heating rate of our system are  =
2π × 78 kHz and � ≈ 104 quanta/s [26]. The detuning is set
to δ = 0, so that the carrier transition is driven. Also, ωrf =
2π × 22.21 MHz and ωx = 2π × 1.6 MHz, from which we
obtain qx ≈ 0.2. The Lamb-Dicke factor is 
kx0 ≈ 0.152. In
the Doppler limit, the mean phonon number n̄0 is calculated
to be n̄0 ≈ 10. This value may vary depending on the com-
pensation of the stray field, due to modification of the cooling
efficiency in the presence of excess micromotion [70], as is
also observed in our experiments. Simulations are performed
by treating τstr, Estr, Ecom, and n̄0 as fitting parameters, while
the experimental parameters , �, ωx and qx are fixed.

In Fig. 7 experimental data and numerical results are
shown for cases with different levels of compensation of
the stray fields. Compensation methods include the pre-turn-
on sequence and field compensation through dc scans [16],
along with precise alignment of the control lasers to minimize
semiconductor charging (see Appendix B). The simulated tra-
jectories of the evolution is drawn on the Bloch sphere for
each case, and the purity of the state is plotted along with the
Rabi oscillation. The purity γpur is defined as

γpur = Tr
(
ρ2

qubit

)
, (9)

where ρqubit is the reduced density matrix describing the qubit
state of the trapped ion (see Appendix J 1).

The simulation data displayed in Fig. 7(a) serve as a ref-
erence case where there are no background fields and only
thermal decoherence is present, for various values of n̄0.
Figure 7(b) shows the case where both pre-turn-on (tpre 	
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FIG. 7. Rabi oscillation and Bloch sphere trajectory under the influence of coherent errors induced by semiconductor charging and
incoherent errors due to thermal decoherence. (a) Simulated Rabi oscillations for thermal states with the average phonon number n̄0 = 0
(light gray, dashed), 10 (gray, dotted), and 20 (black, solid). The trajectory on the Bloch sphere and the purity of the qubit state for each case is
depicted, with the color map representing the flow of time (blue to red or dark to light gray). Traces of the purity and their corresponding Rabi
oscillations for identical n̄0 are represented using the same line styles. (b) Pre-turn-on applied, fully compensated (tpre 	 τstr , Ecom = Estr).
The initial mean phonon number is fitted to n̄0 = 6. Comparing with the simulation for n̄0 = 0, the main source of damping occurs from
motional decoherence. (c) Pre-turn-on applied, uncompensated (tpre 	 τstr , Ecom − Estr = 47 V m−1). The initial mean phonon number is fitted
to n̄0 = 14. (d) Pre-turn-on not applied, uncompensated (tpre = 0, τstr = 6 µs, Estr = 9 V m−1, Ecom = 34 V m−1). The initial mean phonon
number is fitted to n̄0 = 11. (e) Pre-turn-on not applied, uncompensated (tpre = 0, τstr = 19 µs, Estr = 27 V m−1, Ecom = 57 V m−1). The initial
mean phonon number is fitted to n̄0 = 13. (f) Sideband spectra depending on the application of the pre-turn-on sequence. The top (bottom)
plot is obtained when pre-turn-on is utilized (not utilized). Throughout (b)–(e), the dark solid lines are fitted to data, while the gray dashed
(solid) lines indicate simulation results corresponding n̄0 = 0 in (b)–(c) [(d)–(e)]. The purity is represented in solid (dashed) lines for the fitted
(n̄0 = 0) data. The experimental Rabi frequency and heating rate are  = 2π × 78 kHz and � ≈ 104 quanta/s, respectively, for all cases. The
simulated ion displacements are on the order of 10 nm – 100 nm, comparable to the wavelength of the driving laser.

τs) and complete compensation (Ec = Es) have been applied.
Resolved sideband cooling has been utilized to cool the ion
below the Doppler limit, n̄0 ≈ 6 < 10. Note that the relatively
large heating rate of our system (� ≈ 104 quanta/s) prevented
us from reaching the motional ground state. Moreover, for
the cases where the stray fields were not compensated, corre-
sponding to Figs. 7(c)–7(e), sideband cooling was completely
ineffective.

In Fig. 7(c) pre-turn-on is applied but the stray field is not
compensated. Despite using the same laser parameters as in
Fig. 7(b), the observed Rabi frequency is reduced by nearly a
factor of 2.5. Note that this reduction cannot be attributed to
thermal decoherence. For instance, as shown in Fig. 7(a), the
simulated Rabi frequency is only slightly reduced even with
n̄0 = 20, and increasing n̄0 further will result in a decreased
visibility before a substantial reduction in the Rabi frequency

occurs. On the other hand, our simulations confirm that this
phenomenon directly results from the effective modulation of
the Raman transition in the presence of excess micromotion
[16], with thermal decoherence mostly being responsible for
the decay of the oscillation and purity. Note that the rotational
axis of the Rabi oscillation is also modified due to this effec-
tive phase modulation.

Figures 7(d) and 7(e) show the situations where neither
pre-turn-on nor compensation is utilized. The temporal devel-
opment of the field drastically modifies the Rabi oscillation,
giving an impression of substantial thermal decoherence tak-
ing place. Again, we emphasize that such patterns in the
Rabi oscillation cannot be reproduced by merely adding more
phonons or increasing the heating rate. Instead, simulation
results show that the apparent decay in the Rabi oscillation
is actually a consequence of coherent rotational errors in the
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FIG. 8. Geometric interpretation of thermal decoherence on the
Bloch sphere. An initial state |i〉 that undergoes thermally damped
Rabi oscillation around a rotational axis on the equator of the Bloch
sphere will spiral in towards the center of the circle C with radius
rc (the rotational axis, quantum state, and radius rc are colored in
purple, orange, and red, respectively). This is because components of
the state with different Rabi frequencies originating from the phonon
distribution will spread, adding up incoherently during the evolution.
This process is schematically depicted in the left figure, where carrier
Rabi frequencies for the oscillator states |n〉 and |m〉 are denoted
as n,n and m,m, respectively. The vector in orange represents the
quantum state losing purity within a time interval 
t . The extent of
the spread is proportional to the radius rc = cosθ , thus, resulting in
a greater loss of purity as rc increases. In the right figure, the vector
in orange represents the qubit state with the lowest purity given by
γpur,min = 0.5 + sinθ , assuming |i〉 and the specified rotational axis.

Bloch sphere rather than incoherent dephasing or damping.
Indeed, these errors are pronounced even when the ion is in
its motional ground state (n̄0 = 0). Interpretation of the Bloch
sphere trajectory is given as follows. The motion of the ion
causes a continuous transformation of the rotational axis of
the Rabi oscillation, through the time-dependent spatial phase

kx(t ). Once F (t ) in Eq. (6) converges to F (t 	 τstr ) =
e(Estr − Ecom ), Rabi oscillation proceeds around the axis on
the equator of the Bloch sphere, as determined by this value.

Despite the distinct Rabi oscillation patterns shown in
Figs. 7(d) and 7(e), in both cases, the purity decreases only
during the rise time of the stray field (τstr), and shows little
sign of decoherence afterwards. To understand this, it is help-
ful to picture the thermally damped Rabi oscillation on the
Bloch sphere. In Fig. 8 a cross-sectional view of the Bloch
sphere is shown where an initial state |i〉 undergoes within
Rabi oscillation around the rotation axis (purple). The circle
C is the trajectory that an ideal coherent quantum state would
traverse at the Rabi frequency. In the presence of thermal
decoherence, however, the state (orange) will spiral into the
circle C , eventually reaching the center of the circle. The state
becomes a mixed state as it evolves into the interior of the
Bloch sphere. The purity, however, does not simply fall to
0.5, but has a lower bound given by γpur,min = 0.5(1 + sinθ ).
The geometrical representation for the term sinθ is provided in
Fig. 8. The larger the radius of the circle C , rc = cosθ (red),
the larger the decoherence, with γpur,min = 0.5 for |i〉 = |0〉
(θ = 0). This is because the incoherent sum of Rabi frequen-
cies arising to the phonon distribution is largest when the
radius rc is at its maximum (see the captions of Fig. 8).

This explains the traces of the purity simulated in Figs. 7(d)
and 7(e). In both cases, the purity is significantly reduced
as the state |i〉 = |0〉 is initially rotated about an axis on the

equator of the Bloch sphere, due to the maximal radius rc =
1 (θ = 0). During the rise time of the stray field, the rotational
axis transforms as well, eventually reaching a new orientation
on the equator. If the state is near the new rotational axis by
the time that F (t ) converges, the subsequent trajectory will
be confined within a smaller circle C . This prevents the qubit
state from moving further into the interior of the Bloch sphere.
Ironically, although their Rabi oscillations seems to occur in
an incoherent manner, the states are actually more coherent
than those in Figs. 7(b) and 7(c), where the dynamical effects
of the stray field have been compensated. These observations
demonstrate that photoinduced stray fields and excess micro-
motion mainly induce coherent errors, and do not necessarily
increase thermal decoherence.

The effect of the pre-turn-on sequence on the sideband
spectra is shown in Fig. 7(e). When the evolution is initiated
only after the stray field reaches its steady state, the sideband
spectrum exhibits just the carrier and secular motion transition
peaks. On the other hand, when the pre-turn-on sequence is
not applied, we observe numerous transition peaks due to the
convolution of the ion oscillation at the motional frequency
with the trap frequency and the temporal profile of the stray
field [see Eq. (8)]. Again, such a spectrum cannot be obtained
by merely heating up the ion as only transitions at higher order
motional frequencies will occur with a decaying profile.

VI. DISCUSSION

Our model provides insight into previous studies on dielec-
tric charging [9,17–22] and reported issues on silicon charging
[8,29,31]. The conventional explanation for the charging of
insulators in ion traps is attributed to the photoelectric effect,
encompassing direct photoemission from insulators or the
capturing of photoelectrons emitted from interfacing conduc-
tors into insulators [17]. On the other hand, internal carrier
dynamics or phenomena that arise due to boundaries or in-
homogeneities have largely been neglected. According to
our study, such factors can have significant impact in the
overall response of the system. Here we enumerate potential
mechanisms that can enhance our understanding of dielec-
tric charging, aiming to shed light on previously unexplained
observations, such as the wide range of timescales manifest
in the relaxation process and irregularities in the spectral
response [9,17–19,22].

Considering that the lasers commonly used in ion traps
operate within an energy range of 1–4 eV, and typical solids
have work functions ranging from 4 to 6 eV [71] (also see
Table II, where insulators are characterized by the bandgap
energy Eg and electron affinity χ , while conductors are
specified by the work function φm, respectively), external
photoemission should mainly occur through nonlinear pro-
cesses involving multiphoton absorption. Note that there are
exceptional cases in which a linear photoelectric response is
observed below 4 eV from aluminum [82], or when certain
lasers used for photoionization exceed 5 eV, such as in 9Be+
systems. In photoemission spectroscopy studies, multiphoton
photoemission has been primarily demonstrated for conduc-
tors where the free carrier concentration is large, mostly using
pulsed lasers [83,84], and rarely with continuous-wave lasers
[85]. However, this has been accepted as the main cause for
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TABLE II. Properties of commonly occurring insulators and con-
ductors in ion trap chips.

Insulator Conductor

Material SiO2 Al2O3 Si3N4 Cu Au
Eg [eV] 9 7 5.3 — —
χ, φm [eV] 1.1 2 2.1 4.6 5.5
ε 3.9 9 7 — —
σ [−1 s−1] 10−15 10−14 10−14 107 107

τ+ 9.6 h 2.2 h 1.7 h 10−15 s 10−15 s
References [72,73] [73–75] [73,76] [77,78] [79–81]

dielectric charging in ion trap systems, even with weak con-
tinuous lasers, due to the extreme sensitivity of ions to sense
sources as small as 10–1000 elementary charges and the
enhancement of charging correlated with UV light. Never-
theless, this assumption is simplified and requires careful
examination.

Let us consider the dielectric relaxation times τ+ of com-
monly used insulators in ion trap chips listed in Table II
(see Appendix E 2). They typically fall within the order of
hours, which is compatible with long-term charging measured
in Ref. [19], but distinct to transient responses on the or-
der of 10–100 s reported in Refs. [9,17,22]. Characteristic
timescales significantly distinct from the dielectric relaxation
time indicate the existence of underlying carrier dynamics
in the presence of inhomogeneities throughout the bulk and
boundaries (see Appendix E 2).

Specifically, internal carrier dynamics induced by linear or
nonlinear absorption of light in such solids [86–88], associ-
ated with microscopic bond and defect structures [89,90], has
been largely overlooked in the context of dielectric charging.
Considering that photoinduced response from localized elec-
tronic states in silica has been observed, where the associated
timescales are on the order of 10–100 s [91], it may not be
reasonable to neglect this phenomenon. Moreover, even pho-
toemission involves carrier dynamics as energetic electrons
experience inelastic scattering as a function of kinetic energy
during their transport to the surface [92], in conjunction with
the relaxation and recombination of holes.

Boundaries in a system, such as the surfaces or interfaces
between materials, are particularly important because defects
and barriers form at the boundaries [93], which can introduce
various types of carrier emission and capturing mechanisms
[94–96]. Indeed, certain reports on dielectric charging pertain
to insulator-conductor interfaces [17,18,22], where the net
effect actually arises as a joint process involving the two mate-
rials. In fact, multiphoton photoemission has been utilized to
investigate surface states on conductors [97], interface states
of insulator-conductor interfaces [98–102], and transfer of
electrons from conductors into insulators [103]. These are all
probable microscopic processes that have been grouped into a
single mechanism in the context of dielectric charging.

In contrast to the relatively fast response time of our silicon
substrate, a slower charging process on the order of 1–10 s
has been reported in a cryogenic silicon-based chip [29]. This
is intriguing because a chip fabricated earlier under similar
conditions showed no such issues [31]. This implies that
fabrication conditions have significant impact on the surface

quality of the chip. Both chips used the deep RIE procedure,
which is suspected to be the cause of the defect states on the
surface of our substrate. A difference between our chip and
the one discussed in Ref. [29] is that the latter operates at
cryogenic temperatures, utilizes intrinsic silicon, and creates
a thermal dioxide layer on the silicon surface, which presum-
ably results in different surface conditions that are responsible
for the different characteristic timescale.

Based on the simulation results of our semiconductor
charging model, we list some implications for the develop-
ment of semiconductor-based ion trap chip fabrication. First,
increasing the bandgap or bulk doping concentration may
not necessarily reduce SPV effects significantly as long as
the influence of surface defects or interface states cannot be
controlled. SPV can be drastically reduced only when the
substrate behaves like an insulator (low free carrier density,
low mobility) or a conductor (high free carrier density, high
mobility) [104].

Second, the charging mechanism introduced in our study is
not likely to disappear by merely changing the substrate to n-
type silicon. For example, if the surface is oxidized so that the
electron density is high at the surface in thermal equilibrium
(accumulation layer), optical excitation from defect states into
the conduction band may be suppressed. Even if this is the
case, there can exist more defect states within the bandgap due
to the elevated Fermi level. The net effect of these mechanisms
must be scrutinized carefully in order to predict the resultant
SPV. On the other hand, intrinsic silicon is also problematic
because screening behavior is weakened when the free carrier
density is reduced, resulting in an enhanced bulk response (see
Appendix E). Even in the intrinsic regime, the free carrier den-
sity of silicon is many orders of magnitude larger than typical
insulators, giving rise to significant semiconductor charging
driven by carrier dynamics.

Third, decreasing the substrate temperature is not necessar-
ily beneficial unless the temperature is lowered to sub-Kelvin
levels. This is because the diffusion of carriers, which is
proportional to the product of the temperature and carrier
mobility (see Appendix D), may not be greatly reduced as
the mobility actually increases by orders of magnitude [105].
Also, even when the temperature of the surface is substan-
tially low, generation-recombination noise at the illuminated
surface may lead to residual heating of the ion.

Finally, while techniques such as surface passivation can be
employed to mitigate undesired surface states [106,107], this
is not always feasible. Additionally, fabrication of undercut or
overhang structures, commonly used to hide the line of sight
of exposed insulator surfaces to the ion, may be ineffective
to structures such as slots when lasers are incident from both
sides. Therefore, for ion trap systems, it is strongly suggested
that the best strategy is to optically block the exposed surfaces
completely using reflective metal layers [27].

A categorization of the stray fields that have been reported
in ion traps is presented in Table III. Our study is summarized
in the column for semiconductor charging. As mentioned
in Sec. I, field noise mainly contributes to ion heating. The
reported heating rates of the ion in microfabricated ion traps
so far mostly follow the distance scaling of ∼d−4, frequency
scaling of ∼ω−2 and temperature scaling of ∼T 1.2 [108,109],
but there exists some inconsistency in their absolute levels.
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TABLE III. Categorization of stray electric fields in ion trap chips.

Electric-field noise Photoinduced electric field

Electrode noise Thin layer on metal Patch potential,
two-level fluctuators,

adatoms, etc.

Dielectric charging Semiconductor
charging

Mechanisms Noise from
resistance

Thermal noise from
dissipation

Phonon-induced
fluctuation of charges

Photoemission
Charge capture

Internal dynamics

Surface photovoltage
Bulk response

(Dember effect)
Material Electrode

conductor or
semiconductor

Insulating layer on
conductor

Conductor surface
(also semiconductor

for two-level
fluctuators)

Insulator (including
boundaries)

Semiconductor
(including boundaries)

Effect on ion Heating, motional dephasing, incoherent errors Displacement, coherent errors

References [10] [14,15] [10,12,13,15] [9,17–19] This work, [8,29]

When comparing heating rates measured in silicon-based
traps and glass-based traps [15,27,29–31,108–112], the latter
typically appears to reach lower heating rates for all relevant
scaling factors, although the trend is not perfectly clear. We
speculate that the difference may be partially ascribed to an
unexplored aspect of photoinduced charging, involving the
fluctuation or generation-recombination noise of unpaired
or excess charges at the exposed surfaces, which may act as
additional noise sources. It remains intriguing to validate this
conjecture through a more controlled measurement assessing
the dependence of the heating rate on the substrate material.

VII. CONCLUSION

We have observed and analyzed the photoinduced charging
process of the silicon substrate in a microfabricated chip by
direct measurement of the stray field through motion-sensitive
transitions of a trapped ion. A semiconductor charging model
based on the SPV theory has been presented. The domi-
nant charging mechanism is identified as SPV inversion in
silicon, which occurs irrespective of incident wavelength,
primarily attributed to surface defects introduced during the
microfabrication process. We have characterized the stray
field in multiple ways, including direct imaging, measure-
ment of micromotion-modified transition probability [16],
and the time-resolved Doppler shift measurement. Analysis
of motion-sensitive qubit transitions revealed that coherent
errors are induced by stray fields, which could be mitigated us-
ing well-tuned control procedures. Finally, the implications of
our model with respect to other photoinduced charging mech-
anisms and the fabrication of semiconductor-based chips have
been discussed. Limitations of our semiconductor charging
model and possible alternatives are discussed in Appendix I.
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APPENDIX A: EXPERIMENTAL SYSTEM

A schematic cross-sectional illustration of the trap chip and
incident laser beams is shown in Fig. 4. (More detailed de-
scriptions of the chip architecture can be found in Ref. [26].)
The trap chip was fabricated on a silicon substrate which
is boron-doped with a concentration of 1015 cm−3, through
MEMS technology. The electrodes are made of aluminum
alloy with 1% copper, and they are extended to the sidewalls
of the underneath pillars to prevent the charging effect of
dielectrics induced by lasers. The electrodes near the trapping
region are additionally coated by gold to avoid oxidation.
There is also a loading slot with a width of 80 µm in the middle
of the trap chip running along the trap axis (ẑ) direction,
originally made for the purpose of backside loading of atoms.

171Yb+ ions are trapped on the chip at a height of 80 µm
in an ultrahigh vacuum of <1 × 10−10 mbar. A trapped ion
is tightly confined along the transverse directions (x̂, ŷ) in a
pseudo-potential generated by rf voltages with a frequency of
22.21 MHz, and loosely confined along the trap axial direction
(ẑ) in a static potential generated by a set of dc voltages. The
trap secular frequencies are 1.6 MHz, 1.5 MHz, and 450 kHz
for the three principal axes.

A 369-nm cooling beam and a 935-nm repumping beam
are injected in a counter-propagating configuration, 45◦ to the
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trap axis and parallel to the trap chip surface (x̂ + ẑ). The
powers of these lasers are 3 µW and 30 µW, and the beam
waists of the lasers at the ion position are 15 µm and 45 µm,
respectively. The fluorescence of the trapped ion is imaged by
a high-NA imaging lens (Photon Gear 15470-S, NA 0.6) and
detected by an EMCCD or a photomultiplier tube (PMT).

For Raman transition between |0〉 = |2S1/2, F = 0,

mF = 0〉 and |1〉 = |2S1/2, F = 1, mF = 1〉, a 355-nm
picosecond pulse laser with a repetition rate of 120.127 MHz
is split into two beams and separately modulated with AOMs
to become a pair of beat-note-locked Raman beams (beam
1 and 2, or beam 1 and 3), for control of the qubit and
motional states of the ions. Raman beam 1 is assigned for
individual addressing of ions, so it is tightly focused by the
imaging lens to a waist of 2 µm and is directed to the ions in
a direction perpendicular to the chip. Raman beam 2 (or 3)
is assigned for global addressing of the entire ion chain and
had two alternative configurations. For the diagnosis of the
laser-induced field in out-of-plane direction to the trap chip as
described in Sec. III, and for later mitigation of laser-induced
field, the global beam (Raman beam 2) was incident from the
backside of the trap chip, in counterpropagating configuration
with Raman beam 1, with a waist of 15 µm. On the other
hand, for the measurement of frequency shift described in
Sec. IV, the global beam (Raman beam 3) was incident on the
ion in a direction perpendicular both to the trap axis and to
Raman beam 1 (x̂). The waist was 41 µm along the trap axis
direction and 26 µm along the out-of-plane direction.

The alternative 935-nm probe laser used for measurement
in Sec. III was vertically injected from the backside of the chip
to penetrate through the loading slot with a diameter of 60 µm.
The intensity of the laser beam at the ion position was fixed at
around 50 mW/cm2.

APPENDIX B: SCHEME FOR OPTIMIZATION
OF QUANTUM CONTROL UNDER EFFECTS OF

SEMICONDUCTOR CHARGING

Several treatments have been applied to suppress the effect
of the photoinduced stray field. The first was minimization of
the excess micromotion, by means of the described compensa-
tion voltage measurement. The maximum Rabi frequency of
the Raman transition guarantees that the excess micromotion
was truly minimized. Second, we employed the pre-turn-
on scheme, as described in Sec. IV, in our actual quantum
control sequences as well. One of the beams, which causes
the largest stray field (usually the global Raman beam), was
turned on tens of milliseconds prior to the control of the
qubit. This mitigates the rapid drift of the resonance frequency
at laser turn-on, by delaying the actual evolution from the
initial transient drift. This reduced the change in the frequency
of the ion qubit and improved its coherence, although not
to a sufficiently high level, probably due to abundance of
thermal charge carriers generated and heated by long irradi-
ation. Third, the direction of the global Raman laser injection
was changed from side injection (perpendicular) to back in-
jection (counter-propagating), as we discovered it improves
the coherence (increase in the peak probability of the Rabi
oscillation by around 0.1). Additionally, the alignment was
further optimized to minimize the stray field effect in the

quantum control as much as possible. The Raman beams
passing through the chip slot were kept as far as possible from
the both inner sides of the substrate, and exactly perpendicular
to the chip surface. The global Raman beam from the backside
was aligned with this criterion by imaging the beam when at
the edges of the chip slot and then positioning the beam at the
exact center of the slot, while maintaining the maximum Rabi
frequency.

APPENDIX C: THEORETICAL BACKGROUND
OF THE SEMICONDUCTOR CHARGING MODEL

The dynamics of the charge density and potentials in semi-
conductors is completely described by simultaneously solving
the continuity and Poisson equations, also known as the semi-
conductor equations [36]. Obtaining analytical solutions to
these equations is a formidable task due to the highly coupled
nature of the equations and nonlinearity present in numerous
terms.

Three types of approximations are often applied to circum-
vent this problem [113,114]. The first is to limit the analysis to
doped or extrinsic semiconductors which partially decouples
the equations, i.e., the minority and majority carrier equa-
tions. The second is to consider the low excitation regime
where the system is not very far from thermal equilibrium
so that nonlinear terms are negligible. Finally, local charge
neutrality or quasineutrality is assumed in order to fully lin-
earize and decouple the equations. As will be explained in
the following Appendix, local charge neutrality, despite its
practicality in limiting cases, is problematic in general sit-
uations. Therefore, it will be replaced by the global charge
neutrality condition [115], which is the physically correct
constraint with respect to total charge conservation. Note that
external static fields and lattice heating effects are assumed to
be negligible throughout the analysis.

We consider a semiconductor slab of thickness l across
whose surfaces (x = 0, l) flow of charge carriers is inhib-
ited. Light is shone on surface x = 0 while surface x = l is
electrically grounded. The semiconductor charging model can
be classified into two cases depending on (1) the absence
of surface charges (the uniform bulk) and (2) the presence
of surface charges. It is important to understand (1) because
the bulk response of an illuminated semiconductor contains
valuable information about the natural dynamics of carriers
in nonequilibrium. Analytical solutions for the full spatiotem-
poral structure of the charge density and potential can be
obtained by using only the low excitation regime approx-
imation. In real semiconductor surfaces, (2) is usually the
dominant source of photovoltage, whose exact treatment is
often challenging and hence requires a numerical approach.

APPENDIX D: SEMICONDUCTOR EQUATIONS
WITHOUT LOCAL CHARGE NEUTRALITY

The semiconductor equations describe the dynamics of
three quantities: the electron (n) and hole (p) densities, and
the electrostatic potential φ. We use a dimensionless quantity,
u = βφ, where β−1 = kT/e is the thermal energy evaluated
in volts. It can be interpreted as the potential evaluated in
units of β−1 or equivalently, as the energy measured in units
of kT . The electron and hole carrier flux, jn and jp, are defined
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through the relations

jn
Dn

= −∂n

∂x
+ n

∂u

∂x
,

jp
Dp

= −∂ p

∂x
− p

∂u

∂x
. (D1)

Here Dn = μnβ
−1, Dp = μpβ

−1 are the diffusion coefficients
where μn, μp are the carrier mobilities. We adopt definitions
for the carrier densities from Refs. [33,34],

n = n0 + δn = nie
u−uFn , p = p0 + δp = nie

uFp −u, (D2)

where n0, p0 are the carrier densities in thermal equilib-
rium, δn, δp the excess carrier densities in nonequilibrium,
and ni is the intrinsic carrier concentration. We have used
uFn = βφFn , uFp = βφFp where φFn , φFp are the quasi-Fermi
potentials of electrons and holes. Unless stated otherwise, the
subscript 0 stands for a quantity evaluated in thermal equi-
librium (δn = δp = 0), where the equilibrium temperature is
assumed as T = 300 K. Note that uFn,0 = uFp,0 = uF = βφF

where φF is the Fermi potential of the semiconductor that

is determined by the bulk doping concentration which is
assumed to be uniform. This implies the following expres-
sions for uFn , uFp , which can in turn be interpreted as their
definitions

uFn = uF + δu − ln

(
1 + δn

n0

)
,

uFp = uF + δu + ln

(
1 + δp

p0

)
. (D3)

The quantity δu = u − u0 = β(φ − φ0) represents the dif-
ference between potentials in nonequilibrium and thermal
equilibrium. Conversely, u = u0 + δu. We will call u0 (δu)
the equilibrium (excess) potential. A graphical representation
of the potentials is provided in the energy band diagrams in
Fig. 9. Scaling the intrinsic Fermi potential to zero, uFi =
βφFi = 0, the sign convention is that the value of a potential
is positive when it lies below uFi = 0, and negative when
it is above. Provided the definitions listed above, the set of
semiconductor equations is obtained as [36,39]

− 1

Dn

∂n

∂t
= ∂

∂x

(
jn

Dn

)
+ Rb − Gb

Dn
→ 1

Dn

∂n

∂t
= ∂2δn

∂x2
− ∂u

∂x

∂δn

∂x
− ∂2u

∂x2
δn − n0

(
∂u0

∂x

∂δu

∂x
+ ∂2δu

∂x2

)
− Rb − Gb

Dn

− 1

Dp

∂ p

∂t
= ∂

∂x

(
jp

Dp

)
+ Rb − Gb

Dp
→ 1

Dp

∂ p

∂t
= ∂2δp

∂x2
+ ∂u

∂x

∂δp

∂x
+ ∂2u

∂x2
δp − p0

(
∂u0

∂x

∂δu

∂x
− ∂2δu

∂x2

)
− Rb − Gb

Dp
,

∂2u

∂x2
= −β

e

ε0ε
(p − n − pb + nb) →

⎧⎪⎨
⎪⎩

∂2u0
∂x2 = 2

λ2
Di

[sinh(u0 − uF) + sinh(uF)]

∂2δu
∂x2 = −β e

ε0ε
(δp − δn) = − 1

λ2
DX

δp−δn
nXb

, (D4)

where Rb and Gb are the net recombination and gener-
ation rates of charge carriers occurring within the bulk,
0 < x < l . ε0, ε are the permittivity of free space and
the dielectric constant of the semiconductor, and nb =
nie−uF , pb = nieuF the carrier densities in thermal equilibrium
when u0 = 0. Finally, λDi = (ε0ε/βeni )1/2 is the intrinsic
Debye length, and λDX = (ε0ε/βenXb )1/2 the Debye length
associated with density nXb . We can use nXb = ni for an
intrinsic type or nXb = pb (nb) for extrinsic p-type (n-type)
semiconductors.

The local charge neutrality assumption identifies the ex-
cess electron and hole densities throughout the body of
the semiconductor (δn = δp), hence, ∂2δu/∂x2 = 0. Since
the total charge density is defined as ρ = δp − δn, this
amounts to removing the Poisson equation from the semi-
conductor equations, and nulling any effects occurring
from the total charge distribution. This hinders one from
evaluating the exact solution for δu, which is the focus
of our study.

Therefore, the global charge neutrality condition, which
states that the total charge be conserved within the semi-
conductor as a whole, is introduced. In order to express this
statement quantitatively, we present the appropriate bound-
ary conditions for the free surfaces of a semiconductor. The
boundary conditions at the surfaces are determined by the

charge carrier flux across the surfaces

jn
−Dn

∣∣∣∣
x=0,l

=
(

∂δn

∂x
− ∂u0

∂x
δn − ∂δu

∂x
n

)∣∣∣∣
x=0,l

= Us,n

Dn
,

jp
−Dp

∣∣∣∣
x=0,l

=
(

∂δp

∂x
+ ∂u0

∂x
δp + ∂δu

∂x
p

)∣∣∣∣
x=0,l

= Us,p

Dp
. (D5)

These equations determine the gradients of δn and δp, or
equivalently, the diffusion of excess electrons and holes,
at the boundaries. The potential gradients, ∂u0/∂x|x=0,l and
∂δu/∂x|x=0,l , are nonzero only in the presence of surface
charges or equivalently, surface states. In particular, the excess
potential gradient is determined from the general relation

∂δu

∂x

∣∣∣∣
x=a

= ∂δu

∂x

∣∣∣∣
x=0

− β
e

ε0ε

∫ a

0
dx′[p(x′, t ) − n(x′, t )]

(D6)

for 0 � a � l . Then the global charge neutrality condi-
tion is stated as ∂δu/∂x|x=l = 0. In the absence of surface
charges at x = 0, we have ∂δu/∂x|x=0 = ∂δu/∂x|x=l = 0.
Also, Us,n = Rs,n − Gs,n, Us,p = Rs,p − Gs,p are the net re-
combination and generation rates of charge carriers occurring
at the surface due to certain surface states, if any exist. We
discuss the meaning of these terms thoroughly in Appendix F.
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FIG. 9. Band diagram of a semiconductor in thermal equilib-
rium. Note that the energy level is defined as E = −βφ for the
corresponding potentials φ. EC and EV indicate the conduction and
valence band edges, respectively.

Throughout the report, surface charges are assumed to exist
only at x = 0.

APPENDIX E: THE UNIFORM BULK

Assuming no surface effects, the following conditions
hold:

u0 = ∂u0

∂x
→ n0 = nb, p0 = pb,

∂u0

∂x

∣∣∣∣
x=0

= 0, Us,n = Us,p = 0. (E1)

We define the bulk recombination rate suitable for the low
excitation regime, Rb = Beff (np − n2

i ) = Beff (nbδp + pbδn +
δnδp), where Beff = (niτeff )−1 is the recombination coef-
ficient for the semiconductor in its intrinsic state. τeff is
interpreted as the effective intrinsic lifetime of charge carriers
(in the sense that it is the net effect of the band-to-band, Auger,
and Shockley-Read-Hall-type recombination processes) and
can be treated as a constant for low excitations. Though
not completely accurate, this is a good approximation for
cases where surface effects are absent, and it can pro-
vide sufficient information about how bulk properties of the
semiconductor are modified under different effective recombi-
nation rates without having to resort to numerical evaluation.
The bulk (photo)generation process is assumed to be of
Beer-Lambert type, Gb = N0αbexp(−αbx), with the incident
photon flux N0 and wavelength-dependent bulk absorption
coefficient αb.

In the low excitation regime, the homogeneous semicon-
ductor equations (Gb = 0) for the uniform bulk are reduced

TABLE IV. Definition of the length parameters in the low exci-
tation regime for different types of semiconductors.

Parameter General Intrinsic p-type n-type
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n
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+ 1
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to
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∂δn
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Dn

≈ ∂2δn
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,
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∂x

∂δp

∂x
+ ∂2δu

∂x2
δp + pb

∂2δu

∂x2
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∂x2
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S2
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K2
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(E2)

with the new length parameters introduced in the final equa-
tions defined in Table IV.

The semiconductor type is determined according to the
following relation: intrinsic: O(δn, δp) � nb = pb = ni and
p (n)-type: nb (pb) � O(δn, δp) � pb (nb) where the big-O
notation denotes the order of magnitude of the excess carrier
densities. The definition for the intrinsic diffusion lengths
is ln = (Dnτeff )1/2, lp = (Dpτeff )1/2. The extrinsic diffusion
lengths l ′

n, l ′
p are defined as

l ′
n = [Dn(χnτeff )]1/2, l ′

p = [Dp(χpτeff )]1/2, (E3)

where χn = ni/nb, χp = ni/pb may be interpreted as weight
factors that modify the intrinsic diffusion lengths to their
extrinsic values in doped cases. Note that the Poisson equa-
tion has not been removed, but rather absorbed into the
continuity equations. Therefore, the equations fully account
for charge distribution effects.

The solutions of Eq. (E2) can be solved using separation
of variables with respect to space and time. Using the ansatz,
δn(x, t ) = δnxδnt , δp(x, t ) = δpxδpt , we get

1

Dn

1

δnt

∂δnt

∂t
= 1

δnx

∂2δnx

∂x2
− 1

S2
n

+ 1

K2
n

δpx

δnx

δpt

δnt
,

1

Dp

1

δpt

∂δpt

∂t
= 1

δpx

∂2δpx

∂x2
− 1

S2
p

+ 1

K2
p

δnx

δpx

δnt

δpt
. (E4)

Now we substitute nt = pt = exp(−γ t ) into the above equa-
tion. Then δpt/δnt = δnt/δpt = 1. Defining En, Ep as the
constants associated to the separated variables, we obtain a
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set of equations:

∂δnt

∂t
= −DnEnδnt ,

∂δpt

∂t
= −DpEpδpt ,

∂2δnx

∂x2
−
(

1

S2
n

− En

)
δnx = −δpx

K2
n

,

∂2δpx

∂x2
−
(

1

S2
p

− Ep

)
δpx = −δnx

K2
p

,

En = γ

Dn
, Ep = γ

Dp
. (E5)

Let us consider two limiting cases where we can develop
intuition about the general solutions that are to be derived
shortly.

1. Temporally stationary case

The stationary spatial density of charge carriers may be ob-
tained under the condition ∂δnt/∂t = ∂δpt/∂t = 0 ⇔ γ = 0.

Recovering Gb = N0αbexp(−αbx) in the right-hand side of
the equations, we obtain

∂2δnx

∂x2
− δnx

S2
n

= −δpx

K2
n

+ Gb

Dn
,

∂2δpx

∂x2
− δpx

S2
p

= −δnx

K2
p

+ Gb

Dp
. (E6)

The homogeneous solutions are found with the ansatz, δnx,h =
δnx(0)exp(−x/r), δpx,h = δpx(0)exp(−x/r), while the par-
ticular solutions can be calculated with the ansatz, δnx,p =
Cnexp(−αbx), δpx,p = Cpexp(−αbx). The boundary condi-
tions used to determine the coefficients in the homogeneous
solution are

∂δn

∂x

∣∣∣
x=0

= ∂δp

∂x

∣∣∣
x=0

= ∂δn

∂x
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∣∣∣
x=l

= 0, (E7)

where global charge neutrality ∂δu/∂x|x=0 = ∂δu/∂x|x=l = 0
is implicit in the above expression. Through some algebra, the
total solution is obtained as

[
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(
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]
, (E8)

A+ = N0

W
(u1Cp − u2Cn)

r+αb

sinh
(

l
r+

)[cosh

(
l

r+

)
− e−αbl

]
, B+ = −N0

W
(u1Cp − u2Cn)r+αb,

A− = −N0

W
(v1Cp − v2Cn)

r−αb

sinh
(

l
r−

)[cosh

(
l

r−

)
− e−αbl

]
, B− = N0

W
(v1Cp − v2Cn)r−αb,

Cn = Y

DnDp

[
1

K2
n

Dn +
(

1

S2
p

− α2
b

)
Dp

]
, Cp = Y

DnDp

[(
1

S2
n

− α2
b

)
Dn + 1

K2
p

Dp

]
,

W = v1u2 − v2u1, Y = N0αb

[(
1

S2
n

− α2
b

)(
1

S2
p

− α2
b

)
− 1

K2
n K2

p

]−1

,
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and v+ = [v1 v2]T, u− = [u1 u2]T are the corresponding
eigenvectors. These spatial modes are inherent bulk proper-
ties of the semiconductor with distinct physical significance.
Borrowing terminologies from Ref. [115], where such spatial
densities have been studied in the context of the Dember effect
[23], r+ corresponds to the Debye-screening mode and r−
the diffusion-recombination mode. Note that the total charge
density δpx − δnx is nonzero, which cannot be derived from
local charge neutrality. This implies that even in the absence
of externally applied fields, illumination of light can charge
a semiconductor. In general, this bulk charging increases with
larger absorption coefficients αb and varies as a function of the
material properties such as the intrinsic carrier concentration,
carrier mobility, and doping concentration.

2. Spatially flat case

The temporal evolution of a spatially flat density can be
solved under the condition ∂2δnx/∂x2 = ∂2δpx/∂x2 = 0. We
consider the case where Gb = 0 with initially finite carrier
densities, δnt , δpt . The solutions can be solved for in a
similar fashion as the temporally stationary case, which are
obtained as [

δnt

δpt

]
=
[
η1 σ1

η2 σ2

][
T+e−γ+t

T−e−γ−t

]
, (E10)

where γ± are the temporal mode eigenvalues,

γ± = 1

2

⎡
⎢⎣
(

Dn

S2
n

+ Dp

S2
p

)
±

√√√√(
Dn

S2
n

− Dp

S2
p

)2

+ 4DnDp

K2
n K2

p

⎤
⎥⎦

(E11)

and η+ = [η1 η2]T, σ− = [σ1 σ2]T are the corresponding
eigenvectors. The total charge density can then be expressed
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FIG. 10. Plot of τ+ and τ− for varying ni. The horizontal dashed
line is set by τeff = 1 s, while the vertical dashed line indicates the
near-degenerate point of τ+ and τ−.

as

δpt − δnt = (η2 − η1)T+e−γ+t + (σ2 − σ1)T−e−γ−t . (E12)

Again, such an expression cannot be derived under the local
charge neutrality condition. As in the temporally stationary
case, the time constants associated with the eigenvalues
τ± = 1/γ± have distinct physical meanings, τ+ being the
dielectric relaxation time, and τ− the carrier lifetime [116].
This is because the total charge density δpt − δnt relaxes
to zero in a characteristic time τ+, whereas the individual
charge carrier densities δnt , δpt diminish through diffusion
and recombination over the characteristic time τ−. It can
be interpreted that local charge neutrality (δnt = δpt ) is
achieved in time τ+, and that the system returns to thermal
equilibrium (δnt = δpt = 0) in time τ−. Given the relation
(D6), the electric field reaches a constant value after τ+.
In the absence of surface charges, the field is exactly zero,
which means that the system completely neutralizes in the
dielectric relaxation time. This is not true in the presence
of surface charges. Nonuniform carrier trapping sites in the
bulk can also complicate the dynamics. The additional
charge equilibration processes introduced by material

inhomogeneities or discontinuities of the material can
modify the neutralization time from that of a uniform bulk.

Figure 10 shows a plot of τ+ and τ− defined in Eq. (E11)
for a hypothetical material as a function of the intrinsic
carrier concentration ni, with the effective carrier lifetime
and carrier mobility values set to τeff = 1 s and μn (μp) =
1000 (300) cm2 V−1 s−1, respectively. The left and right
regions of the plot correspond to the insulator (small ni) and
conductor (large ni), while the middle region is indicative of
the semiconductor (intermediate ni). The maximum value of
τ+ is set by τeff , indicated as the horizontal dashed line. Values
of μn and μp determine the location of the crossing point (or
degenerate point) between τ+ and τ−, shifting the location of
the vertical line.

Note that the dielectric relaxation of an unpaired charge
density ρu in conductors and insulators is described by the
equation

∂ρu

∂t
+ ρu

ε0ε/σ
= ∂φ

∂x

(
∂σ

∂x
− σ

ε

∂ε

∂x

)
, (E13)

which is basically the continuity equation for inhomogeneous
ohmic materials [117]. When the dielectric constant ε and
conductivity σ are homogeneous throughout the material, the
right-hand side of the equation vanishes and the dielectric
relaxation time is obtained as τ+ = ε0ε/σ . In these systems,
there are no dynamics of mobile carriers, in the sense that an
initial density relaxes to the boundary without generating a net
charge density beyond the initially occupied volume [117].

3. General spatiotemporal solutions

Solving the coupled homogeneous equations (E5) for both
space and time, it can be shown that the spatial and temporal
modes, (1) the Debye-screening mode (r+) and the dielec-
tric relaxation time (τ+), and (2) the diffusion-recombination
mode (r−) and the carrier lifetime (τ−), are directly coupled.
This presents a consistent framework for the bulk response of
a semiconductor in nonequilibrium. The general solutions are
obtained as

[
δn(x, t )

δp(x, t )

]
=
∑

m+,m−

[
v1,m+ u1,m−

v2,m+ u2,m−

][
e−γ+t

[
Am+cosh

(m+π

l

) + Bm+sinh
(m+π

l

)]
e−γ−t

[
Am−cosh

(m−π

l

) + Bm−sinh
(m−π

l

)]
]
, (E14)

γ± =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

γ+ = 1
2

{[(
Dn
S2

n
+ Dp

S2
p

)
+ (m+π

l

)2
(Dn + Dp)

]
+
√[(

Dn
S2

n
− Dp

S2
p

)
+ (m+π

l

)2
(Dn − Dp)

]2
+ 4DnDp

K2
n K2

p

}

γ− = 1
2

{[(
Dn
S2

n
+ Dp

S2
p

)
+ (m−π

l

)2
(Dn + Dp)

]
−
√[(

Dn
S2

n
− Dp

S2
p

)
+ (m−π

l

)2
(Dn − Dp)

]2
+ 4DnDp

K2
n K2

p

},

where m± ∈ Z. This expression is a generalization of
the limiting case solutions presented in the previous
sections. The spatial modes are split into the Debye-
screening (m+) and diffusion-recombination (m−) modes
to which are associated the characteristic time constants
τ+ = 1/γm+ (generalized dielectric relaxation time) and

τ− = 1/γm− (generalized carrier lifetime), respectively. In
order to describe the most general charge carrier dy-
namics, including a generation process Gb, we can use
the Fourier series analysis using the homogeneous solu-
tions [δn(x, t ), δp(x, t )]T and determine the coefficients,
A±, B±.
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APPENDIX F: THE PRESENCE OF SURFACE CHARGES

Analytical solutions are not obtainable in the presence of
surface charges because space charge quantities in thermal
equilibrium are not constant, i.e., u0, ∂u0/∂x �= 0, hence
rendering the semiconductor equations nonlinear even in the
low excitation regime. Therefore, the semiconductor equa-
tions (D4) must be solved numerically.

Surface charges typically originate from surface states
and can largely be classified into two categories [33,34].
The first is fixed surface charge, which is long-term fixed
charge that remains stationary during the dynamics of ex-
cess charge carriers in nonequilibrium, commonly associated
with the slow surface state. The second is charge that orig-
inates from the interface state (or fast surface state), which
is basically a Shockley-Read-Hall type defect state within
the bandgap of the semiconductor localized at the surface
that can be exchanged with the bulk. We denote the charge
densities associated with the fixed surface charge and inter-
face state as �ss and �fs, respectively. Since nonzero surface
charge density gives rise to a potential gradient at the surface,
boundary condition values [see Eq. (D5)] that were nulled in
the uniform bulk problem must be recovered. The potential
gradient can be decomposed into the equilibrium and excess
potential gradients, and then into the contributions from the
fixed surface charge and interface state as

∂u

∂x

∣∣∣∣
x=0

= ∂u0

∂x

∣∣∣
x=0

+ ∂δu

∂x

∣∣∣∣
x=0

,

∂u0

∂x

∣∣∣∣
x=0

= ∂uss

∂x

∣∣∣∣
x=0

+ ∂ufs,0

∂x

∣∣∣∣
x=0

,

∂δu

∂x

∣∣∣∣
x=0

= ∂δufs

∂x

∣∣∣∣
x=0

, (F1)

where we used uss = uss,0, and δufs = ufs − ufs,0. A fixed
surface charge of ±e�ss results in the equilibrium potential
gradient

∂uss

∂x

∣∣∣∣
x=0

= ∓β
e

εε0
�ss. (F2)

On the other hand, the interface state is characterized by
numerous parameters. Let us consider two types of dis-
crete interface states: an acceptor-type and a donor-type. The
acceptor-type is negative (neutral) when occupied by an elec-
tron (a hole), whereas the donor-type is neutral (positive)
when occupied by an electron (a hole). The potential gradient
is given as

∂ufs

∂x

∣∣∣∣
x=0

= ±β
e

εε0
�fs ×

{
fs acceptor-type

1 − fs donor-type
, (F3)

where ffs is the electron occupation probability of the interface
state. We focus on two processes that may occur through
these states, (1) surface recombination and (2) surface ab-
sorption (also known as photoionization), in the presence of
which the general rate equation associated with fs is given

as [43,49,50]

∂ fs

∂t
= Us,n−Us,p, Us,n = Rs,n − Gs,n, Us,p = Rs,p−Gs,p,

Rs,n = sn0n(1 − fs), Gs,n = (sn0n1 + no) fs,

Rs,p = sp0 p fs, Gs,p = (sp0 p1 + po)(1 − fs). (F4)

Recall Us,n, Us,p from Appendix D. The trap parameters
sn0 = σ c

n �fsvn, sp0 = σ c
p �fsvp are the electron and hole

surface recombination velocities with dimensions [sn0] =
[sp0] = cm s−1. σ c

n , σ c
p and vn, vp are the capture cross

sections and thermal velocities of electrons and holes whose
dimensions are [σ c

n ] = [σ c
p ] = cm2 and [vn] = [vp] = cm s−1,

respectively. The concentrations n1 = niexp(−ufs ), p1 =
niexp(ufs ) are determined by the energy level of the defect
ufs = βφfs within the bandgap. Introducing the dimension-
less surface absorption coefficients αo

n = σ o
n �fs, αo

p = σ o
p �fs

where σ o
n , σ o

p are the optical cross sections for electrons and
holes, we define the corresponding surface flux quantities,
no = αo

nN0, po = αo
pN0 where N0 is the incident photon flux

used previously in the bulk generation process Gb. The theory
of optical cross sections is presented in the next Appendix.
The terms Rs,n, Rs,p describe surface recombination, or cap-
turing of free charge carriers from the bulk into the interface
states, whereas Gs,n, Gs,p denote the release of captured
charge carriers into the bulk. In particular, the first and second
terms in Gs,n, Gs,p indicate thermal emission and optical
generation rates, respectively, where the latter corresponds
to surface absorption or photoionization [43]. Here we limit
our analysis to steady-state solutions, ∂δn/∂t = ∂δp/∂t =
∂ fs/t = 0, which results in a steady-state value for the elec-
tron occupation probability f̄s and net charge carrier flow rate
Us,n = Us,p = Us as

f̄s =
(

n
sp0

+ p∗
1

sn0

)
1

sp0
(n + n∗

1 ) + 1
sn0

(p + p∗
1)

∣∣∣∣∣
x=0

,

Us = (np − n∗
1 p∗

1)
1

sp0
(n + n∗

1 ) + 1
sn0

(p + p∗
1)

∣∣∣∣∣
x=0

, (F5)

where n∗
1 = n1 + no/sn0, p∗

1 = p1 + po/sp0. In the presence
of the interface states, then, the boundary value of the excess
potential gradient is modified as

∂δu

∂x

∣∣∣∣
x=0

= β
e

εε0
�fsδ fs (F6)

with δ fs = f̄s − f̄s0. Fixed surface charges do not contribute
to this quantity since they are stationary and thus cancel out.
Global charge neutrality ∂δu/∂x|x=l = 0 must apply in order
to balance charge transfer between the surface and bulk. This
is naturally embedded in the relation

∂δu

∂x

∣∣∣∣
x=a

= β
e

ε0ε

{
�fsδ fs −

∫ a

0
dx′[p(x′, t ) − n(x′, t )]

}
,

(F7)

which is just Eq. (D6) expressed in terms of Eq. (F6).
Equipped with the extended boundary conditions for
∂u0/∂x|x=0 and ∂δu/∂x|x=0, the steady-state solutions of the
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semiconductor equations can be readily obtained using nu-
merical methods.

APPENDIX G: SURFACE ABSORPTION
AND THE OPTICAL CROSS SECTION

Here we briefly summarize the theoretical results presented
in Ref. [56,57]. The ground-state wave function of the Hulthén
potential Eq. (3) is

〈r|i〉 =
(

4 − λ2

4πλ2a

)1/2

e−r/a eλr/2a − e−λr/2a

r
. (G1)

The photoionization cross section, in terms of the photon
energy h̄ω, is obtained as

σ (h̄ω) =
[(

Eeff

E0

)2 n(h̄ω)

ε

]
16πα

3

h̄ω

Eio

(
h̄ω

Eio
− 1

)3/2

a2

× c5/2a5 4 − λ2

λ2

{[(
1 − λ

2

)2

+ ca2

(
h̄ω

Eio
−1

)]−2

−
[(

1 + λ

2

)2

+ ca2

(
h̄ω

Eio
− 1

)]−2}2

, (G2)

where Eeff/E0 is the effective field ratio, n(h̄ω) the frequency-
dependent refractive index, ε the dielectric constant of the
material, α the fine structure constant, and Eio the ionization
energy between the defect level and the conduction band edge.
We assume Eeff/E0 ∼ 1.5 for relatively diffuse wave functions
[52], and replace n(h̄ω) with an approximate average value of
4 for the experimental wavelengths [118,119]. The parameter
c is defined as c = 2m∗Eio/h̄2 where m∗ is the effective mass
of the optically excited particle, which in our case is the
electron, m0. In our calculations, we use m∗ = 0.26m0 [60].

APPENDIX H: THE SIMULATION GEOMETRY
AND ESTIMATION OF THE SPV

In order to estimate the magnitude and sign of the stray
field generated at the position of the trapped ion due to the
SPV, an electrostatic analysis was performed using the COM-
SOL software by imposing voltages on the inclined surfaces
of the exposed silicon substrate of the ion trap [see Fig. 11(b)].
The geometry for COMSOL simulations was extracted from
the scanning-electron-microscope (SEM) image shown in
Fig. 11(a). A voltage of +1 V at the silicon surface generated
an electric field of +1055 V m−1 at the position of the ion. On
the other hand, +1 V applied to the inner dc electrode pairs
produced an electric field of +2880 V m−1 at the ion posi-
tion. The experimental values of the SPV could be estimated
systematically by multiplying this ratio, 2880/1055 ≈ 2.73,
to the absolute value of the compensation voltages.

APPENDIX I: ALTERNATIVE MECHANISM
FOR THE OBSERVED ION DISPLACEMENT

AND LIMITATIONS OF THE MODEL

Here we discuss an (1) alternative mechanism for the ion
displacement and (2) the limitations of our semiconductor
charging model.

FIG. 11. SEM image and COMSOL geometry for numerical
simulations. (a) An SEM image of the cross section of the ion
trap near the trapping region. (b) COMSOL simulation geometry
corresponding to (a) with equipotential lines plotted when a voltage
of +1 V is formed on the inclined surface of the silicon substrate (in
red). Yellow arrows represent incident light and l the semiconductor
slab thickness.

1. Alternative mechanism

We consider an additional SPV mechanism that can pro-
duce a positive stray field at the position of the ion. Positive
photovoltage can be induced by a purely bulk response of
the semiconductor (see Appendix E). In particular, when the
carrier mobilities satisfy μn > μp, which is true for silicon,
the underlying charge density resembles that of a dipole
with the positive side facing the surface of illumination (the
Dember effect). The magnitude of the photovoltage, however,
is small and decreases with increasing doping concentration
due to enhanced screening (reduction in the Debye-screening
length). In addition, the dielectric relaxation time, which is
the characteristic time at which the semiconductor bulk neu-
tralizes when light is turned off, is much shorter than the
observed timescale at which the ion returns to its equilibrium
position (1 to 100 µs). For p-type silicon doped with a con-
centration of 1015 cm−3, the magnitude and relaxation time
of the photovoltage are on the order of 10 mV and 10 ps,
respectively.

Moreover, numerical simulations show that any mecha-
nism dominated by bulk absorption predicts larger magnitudes
of SPV at shorter wavelengths in accordance with the bulk
absorption spectrum of silicon, failing to explain the spectral
response of the observed SPV. Only in the presence of the
proposed interface states can the magnitude, sign, and wave-
length dependence of the SPV be comprehended consistently.
Although this effect is small in our system, the photovoltage
may still be problematic in others depending on doping con-
centration and the proximity of the trapped ion to the charged
volume.

2. Limitations of the semiconductor charging model

The following list states some limitations of our semicon-
ductor charging model:

(1) Interface states have been assumed to occupy a single
discrete energy level, while in more realistic systems, they
would more likely form a distribution within the bandgap, in
which case the observations would be more of a collective
response. Although the former assumption allows for an ef-
fective explanation and a more tractable computation, future
work may be devoted to studying more generalized surface
conditions involving a distribution of interface states.
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(2) The theory of photoionization from bulk defects has
been applied to surface defects. Although a complete the-
ory for the optical excitation of surface defects is lacking
[23], the optical cross section of a delta-function defect as
a function of the distance from a surface has been studied
in Ref. [120], showing a tendency in the optical cross sec-
tion spectrum to broaden, while its peak value is shifted to
larger photon energies, as the defect becomes closer to the
surface. The fitted values of a and λ in the Hulthén poten-
tial may be slightly modified if such effects are included
in the model. Since the overall spectral dependence of the
SPV observed in our experiments are explained well by that
derived for bulk defects, we suspect the optically respon-
sive interface states to have originated from RIE-induced
defects that penetrated deep enough into the substrate to
have spectral properties resembling that of the bulk defect,
but sufficiently localized at the surface (i.e., within a few
atomic layers to several nanometers, which is much smaller
than the Debye-screening length and the absorption depth
of any incident light) so that their effects are manifest as
boundary conditions in the context of the semiconductor
equations.

(3) We have assumed a slab model, but this may not be
able to fully describe the real exposed surface of the sili-
con substrate, which is a more complicated three-dimensional
structure. One justification for using the slab model was based
on the numerical simulation results that were insensitive to a
variation of the slab thickness l as long as it was much larger
than the initial surface depletion layer (∼1 µm). However,
even in this case, edge effects or diffusion and drift in spatial
dimensions other than in the direction of incidence of light
were neglected.

(4) External field effects have been neglected from the
model. This was justified by the experimental fact that the sign
and magnitude of the SPV were independent of the changes
in voltages applied to the dc electrodes in the vicinity of the
exposed semiconductor surface.

APPENDIX J: SIMULATION OF THE QUANTUM
DYNAMICS

Here the theory used for simulations of the Rabi oscillation
and Bloch sphere trajectory is presented.

1. Lindblad master equation

The trapped ion is a composite system, involving the qubit
and oscillator degrees of freedom. Its density matrix can be
expressed as ρ(t ) = ∑

m,nρ
(m,n)(t ) ⊗ |m〉〈n| where ρ (m,n)(t )

is the qubit state corresponding to the subspace formed by
the oscillator eigenstates |m〉 and |n〉. When the oscillator is
coupled to a phonon bath via an amplitude damping channel
described by the Lindblad operator, L = �a, the Lindblad
master equation can be formulated as [121]

dρ (m,n) = − i

h̄

(∑
r

Hsysm,rρ
(r,n) −

∑
l

ρ (m,l )Hsysl,n

)

− �

2
((2n̄T + 1)(m + n) + 2n̄T)ρ (m,n)

+ �(n̄T + 1)
√

(m + 1)(n + 1)ρ (m+1,n+1)

+ �
√

mnρ (m−1,n−1), (J1)

where Hsys is the system Hamiltonian, � is the heating rate,
and n̄T is the mean phonon number of the phonon bath
evaluated in terms of the oscillator states. We set the initial
condition as ρ(0) = |0〉〈0| ⊗ ∑

nPn(n̄0)|n〉〈n| where the qubit
state is initialized to |0〉 and the oscillator state has a thermal
distribution Pn(n̄0) = n̄n

0/(1 + n̄0)n+1 about the mean phonon
number n̄0. We propagate the state through time using the
update rule, ρ (m,n)(t + dt ) = ρ (m,n)(t ) + dρ (m,n)(t ), and ob-
tain the reduced density matrix describing the qubit state by
taking the partial trace over the oscillator states, ρqubit (t ) =∑

nρ
(n,n)(t ).

2. Position operator of the time-dependent oscillator

The theory of forced time-dependent oscillators presented
in Refs. [68,69] is applied to the linear Paul trap. The Hamil-
tonian for the oscillator degree of freedom of the trapped ion
is given as

H (t ) = H0(t ) + V (t ),

H0(t ) = p2

2M
+ 1

2
MW 2(t )x2,

V (t ) = −F (t )x, (J2)

where H0(t ) describes the dynamically trapped ion, and F (t )
is an externally driven force. M is the mass of the ion. In the
subsequent derivations, the Planck constant is set to h̄ = 1, but
recovered in the final expressions. In this system, the position
operator in the Heisenberg picture is obtained as

x(t ) =
√

g−(t )

2ωI
{eiω(t )a† + e−iω(t )a + 2Re[α(t )]}, (J3)

where a†(a) are the raising(lowering) operators of a reference
oscillator defined at t = 0, and ωI is an invariant of motion,
defined as

ωI =
√

g+(t )g−(t ) − g2
0(t ). (J4)

The parameters g±(t ), g0(t ) are determined from the coupled
first-order differential equations

ġ− = − 2

M
g0, ġ0 = −MW 2(t )g− − g+

M
,

ġ+ = 2MW 2(t )g0. (J5)

The time-dependent frequency ω(t ) is obtained as

ω(t ) =
∫ t

0
dt ′ ωI

Mg−(t ′)
, (J6)

while the displacement α(t ) is derived as

α(t ) = e−iω(t )α(0) + i
∫ t

0
dt ′e−i(ω(t )−ω(t ′ ))

√
g−(t ′)
2ωI

F (t ′).

(J7)
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With the definition of W 2(t ) for the linear Paul trap

W 2(t ) = ω2
rf

4
[ax + 2qxcos(ωrft )], (J8)

where ax, qx are Mathieu equation parameters [67], we obtain
the solutions for g±(t ), g0(t ) in terms of a single function f
as

g−(t ) = | f |2
M

, g0(t ) = −| ḟ |2
2

, g+(t ) = M| ḟ |2. (J9)

The function f1 = f and its conjugate f2 = f ∗ are solutions
to the Mathieu equation

f̈i + ω2
rf

4
[ax + 2qxcos(ωrft )] fi = 0 (J10)

subject to the initial conditions f (0) = 1 and ḟ (0) = iωx

[122]. It follows that ωI = ωx, which is interpreted as the
secular frequency of the trapped ion. The lowest order solution
(|ax|, q2

x � 1) is found to be

f ≈ eiωxt 1 + qx

2 cos(ωrft )

1 + qx

2

, (J11)

which can be substituted into Eq. (J9) to obtain

g−(t ) = 1

M

(
1 + qx

2 cos(ωrft )

1 + qx

2

)2

. (J12)

Recovering h̄, we obtain

x(t ) =
(

1 + qx

2 cos(ωrft )

1 + qx

2

)
x0(eiω(t )a† + e−iω(t )a)

+
(

1 + qx

2 cos(ωrft )

1 + qx

2

)
2x0Re[α(t )] (J13)

with

ω(t ) = ωx

∫ t

0
dt ′

(
1 + qx

2 cos(ωrft ′)
1 + qx

2

)2

(J14)

and

α(t ) = e−iω(t )α(0) + i

h̄

∫ t

0
dt ′e−i(ω(t )−ω(t ′ ))

×
(

1 + qx

2 cos(ωrft ′)
1 + qx

2

)
x0F (t ′). (J15)

Finally, we neglect the squeezing factor linked to intrinsic
micromotion by making the approximation(

1 + qx

2 cos(ωrft )

1 + qx

2

)
≈ 1 (J16)

in Eqs. (J13) and (J14). This cannot be applied to the factor
in the integral in Eq. (J15) since it would amount to removing
the effects of excess micromotion as well.
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