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An approximate quantum state preparation method is introduced, called the Walsh series loader (WSL).
The WSL approximates quantum states defined by real-value functions of single real variables with a depth
independent of the number n of qubits. Two approaches are presented. The first one approximates the target
quantum state by a Walsh series truncated at O(1/./€), where € is the precision of the approximation in terms
of infidelity. The circuit depth is also O(1/4/€), the size is O(n + 1//€), and only one ancilla qubit is needed.
The second method accurately represents quantum states with sparse Walsh series. The WSL loads s-sparse
Walsh series into n qubits with a depth doubly sparse in s and k, the maximum number of bits with value 1
in the binary decomposition of the Walsh function indices. The associated quantum circuit approximates the
sparse Walsh series up to an error € with a depth O(sk), a size O(n + sk), and one ancilla qubit. In both cases,
the protocol is a repeat-until-success procedure with a probability of success P = ©(¢), giving an averaged
total time of O(1/€%/?) for the WSL and O(sk/¢) for the sparse WSL. Amplitude amplification can be used
to reach a probability of success P = ©(1), modifying the quantum circuit size to O((n + 1/./€)//€) and
O((n+ sk)/+/€) and the depth to O([log(n)* + 1/4/€1/+/€) and O([log(n)* + sk]/4/€), respectively. Amplitude
amplification reduces by a factor O(1/./€) the total time dependence on € but increases the size and depth of
the associated quantum circuits, making them linearly dependent on n. These protocols give overall efficient
algorithms with no exponential scaling in any parameter. They can be generalized to any complex-value,
multivariate, almost-everywhere-differentiable function. The repeat-until-success Walsh series loader is so far
the only method that prepares a quantum state with a circuit depth and an averaged total time independent of the

number of qubits.
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I. INTRODUCTION

The second quantum revolution relies on the manipulation
of individual quantum systems. One of the key technologies
promised by this revolution is quantum computing, which is
made possible by the manipulation of individual quantum bits
(qubits). Because they can use quantum superposition and
entanglement, quantum computers (QCs) will perform some
computations faster than classical computers and mapping
computationally demanding problems into a form tractable by
a QC has become an active area of research.

Loading classical data into an n-qubit state is called quan-
tum state preparation (QSP) and is a fundamental subroutine
in many prevalent quantum algorithms. For instance, quantum
machine learning uses classical training data sets as input
[1-3] and the quantum Monte Carlo method uses QSP to
achieve a quadratic speedup in reaching hitting time and com-
puting expectation values of functions [4-8]. Also, addressing
the electronic structure problem on a quantum computer in-
volves initializing the qubits to a well-chosen state, typically
an approximation of the system’s ground state [9], Hamil-
tonian simulation using qubitization has its computational
cost estimated in the number of calls to a QSP oracle [10],
and solving linear system of equations Ax = b using quan-
tum computers relies on preparing a qubit state |b) encoding
the vector b [11,12]. In particular, the problem of solving
partial differential equations (PDEs) on QCs has recently at-
tracted a great deal of attention, with publications discussing
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digital quantum algorithms [13-26], hybrid and variational
quantum-classical methods [26-33], and adiabatic and an-
nealing quantum algorithms [34—40]. To solve the Cauchy
problems for differential equations on any digital computer,
be it classical or quantum, one needs to (i) discretize space
and time and (ii) load the initial condition onto the computer.
For these different problems, the set of classical data can
always be represented by a function f of a certain variable x,
where both x and f are possibly multidimensional with some
smoothness properties.

Encoding classical data into an n-qubit state may cost an
exponential number of primitive operations because the space
of all n-qubit states has dimension 2". Thus, exact methods for
QSP have an exponential scaling with » in size, i.e., the total
number of primitive quantum gates, in depth, i.e., the number
of layers of primitive quantum gates, or in the number of
ancilla qubits [41-47]. It has been suggested that these issues
can be overcome by using quantum generative adversarial
networks and variational methods with low depth and size
trained quantum circuits [48,49]. However, these methods suf-
fer from usual optimization problems such as barren plateaus,
local minima, and scalability [50,51]. This has prompted the
introduction of new schemes exploiting the structure of the
classical data (sparsity, smoothness, etc.) to achieve efficient
complexities scaling at most as O(poly(n, 1/¢€)), avoiding in
particular exponential scalings [52-54].

In this article we present a simple quantum algorithm
for QSP based on Walsh functions: the Walsh series loader

©2024 American Physical Society
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TABLE 1. Scaling laws of the depth, size, probability of success, and averaged total time for the WSL and for the sparse WSL with
repeat-until-success and amplitude amplification protocols. The number of qubits is n, the sparsity of the Walsh series is s, and k < n is the
maximum Hamming weight of the indices of the Walsh functions appearing in the sparse Walsh series. For the WSL (sparse WSL), € is the
error in terms of infidelity between the implemented state and a target quantum state |f) (| f;)) associated with a differentiable function f (a

sparse Walsh series f;). The notation O is defined as O notation up to a polylogarithmic factor log(n)*.

Method Depth Size Probability of success Averaged total time
repeat until success WSL O(1//€) O(n+ 1/4/€) B(e) O(1/€3?)
repeat until success sparse WSL O(sk) O(n + sk) B(e) O(sk/¢€)
amplitude amplification WSL O([log(n)® + 1/ /€l/J€) O((n+1//€)//€) 0(1) O([log(n)* + 1//€1//€)
amplitude amplification sparse WSL  O([log(n)? + sk]//€) O((n + sk)//€) 0(1) O([log(n)? + sk1//€)

(WSL). The set of Walsh functions was first introduced by
Walsh [55], who showed that every continuous function of
bounded variations defined on [0,1] can be expanded into a
series of Walsh functions. Consider, for example, a set of
classical data corresponding to a real-value function f of
a single real variable. Starting from the Walsh series of f,
also called the Walsh-Hadamard series, one can implement
a quantum state e-close to the target quantum state using only
one ancilla qubit, with a quantum circuit of depth O(1//€) in-
dependent of the number of qubits 7 and of size O(n + 1/4/¢€).
The efficiency of the algorithm is guaranteed for any function
with a bounded first derivative. The algorithm also applies to
complex-value functions and/or functions of d real variables
loaded into nd qubits. More generally, the WSL can load any
Walsh series of s terms up to an error € > 0 with a quantum
circuit of depth O(sk) and size O(n + sk), where k is the max-
imum number of bits with value 1 in the binary decomposition
of the Walsh function indices (maximum Hamming weight of
the Walsh function indices). The protocol is presented as a
repeat-until-success procedure with a probability of success
P = ®(¢) and an averaged time for success given by T =
D/P, where D denotes depth. Amplitude amplification can be
performed to increase the probability of success to P = O(1)
and decrease the averaged total time by a factor O(1/./€), all
at the cost of increasing the quantum circuit size and depth.
All complexity scalings are summarized in Table I.

This article is organized as follows. Section II defines
Walsh functions, Walsh series, and their associated operators.
Section III introduces the Walsh series loader, its features, and
complexities. Section IV illustrates the efficiency of the WSL
with numerical examples. Section V discusses and compares
the WSL with other QSP algorithms for smooth functions. We
briefly summarize in Sec. VI.

II. PRELIMINARIES ON WALSH FUNCTIONS
AND WALSH OPERATORS

Walsh functions form a set of orthogonal functions defined
on [0,1] by

w;(x) = (_I)ZL Jixit 1

where j is the order of the Walsh function, j; is the ith bit
in the binary expansion j =Y 7 ji2'"!, and x; is the ith
bit in the dyadic expansion x = ) o x;/2'*!. Walsh func-
tions are ideal in the general context of binary logic and
binary arithmetic and in particular in quantum information.

Indeed, the operator i; associated with the Walsh function
w; can be written as a tensor product of Pauli Z gates o; =
(Z)Y'® --- ® (Z,)", where j; is the ith coefficient in the
binary expansion of j = >, ji271. Given a function f of
the variable x € [0, 1], one can expand it in terms of Walsh
functions f =} 72, a;jw;." On a finite set of M points, one
can exactly expand the restricted function f as a series of M
Walsh functions. On [0,1], the M Walsh series approximate
the function f up to an error €;. More precisely, choosing
M = 2" with m = [log,(1/€;)] gives an error | f'||~€1 be-
tween f and its M Walsh series

M(ep)—1

=3y dw; )
j=0

such that || f — f'lco < |lf'loc€1 (see Lemma 2 in Ap-
pendix B). The jth Walsh coefficient af associated with the
function f is defined by

1 M—1
aj =+ 3 Fk/Myw;(k/M). 3)
k=0

Walsh series play a crucial role in the efficient implemen-
tation of diagonal unitaries on a set of n qubits. Bullock and
Markov [56] proved that implementing an exponential of the
Walsh operator Wj = ¢%"i is optimal by considering the set
of Walsh coefficients a; associated with the phases {6;} of a
diagonal unitary ¢ = )" ; €| j)(j|. Each operator W; is then
implemented using two controlled-NOT (CNOT) stairs and one
RZ = /%% gate (more details in Appendix A 1). Then Welsh
et al. [57] introduced the first efficient quantum circuit for
diagonal unitaries based on M Walsh series. The Walsh se-
ries loader exploits these constructions and introduces sparse
Walsh series to achieve quantum state preparation.

III. WALSH SERIES LOADER

Assume for the time being that f is a real-value function of
the single real variable x € [0, 1]. The QSP algorithm consists

'In other words, Walsh functions can be used to perform harmonic
analysis.
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in preparing the qubit state

4
1) ”f” Zf<>|> )

where the kets |x) are eigenstates of the operator representing
the classical variable x. Also, X, = {0, 1/N, ..., (N — 1)/N},
Ifllan =~329 f(i/N)*, and N = 2", with n the number
of qubits.

The quantum algorithm for QSP that we propose is based
on two key ingredients. The first one is an efficient implemen-
tation of diagonal unitary operators through Walsh operators:
Consider, for any given f, the operator f =) x, JO)lx) (x|

and the unitary operator U e = € /%, where € is an arbi-
trary strictly positive real number. Both operators are diagonal
in the x basis. At a given €, the operator U t.¢, contains all the
information present in the state f. So encoding U f.¢ in an effi-
cient way is tantamount to encoding the information present in
| f) in an efficient way. This is possible by first approximating
f with an M Walsh series (or a sparse Walsh series with only
a number s of Walsh functions) and then implementing the
corresponding exponential of Walsh operators.

The second ingredient in the algorithm is a repeat-until-
success method which transforms the unitary Uy ., = e~/
into an operator proportional to f and ultimately into the
desired quantum state | f). This is achieved by an interference
scheme where an ancilla qubit is manipulated to generate
the operator [ — e~/ which, for small enough €y, coincides
with i feo. It turns out that measuring the ancilla qubit delivers,
at leading order in €, the desired state | f). This is so because
measurement introduces an extra normalization factor N
€p which, at leadipg order in €y, cancels the €y dependence
present in [ — e~/<0,

Let us now give some details about the way the ancilla
qubit is used. Suppose that the n-qubit register for the po-
sition x is initially in the state |0, ..., 0). We apply to the
register a Hadamard tower to get from that state the uniform
superposition

Is) = H®" 0, ...,0)

Z Ix) . )

xEX,l

with N = 2" and n the number of qubits We then add an
ancillary qubit in state |g4) = H |0) = [(|0) + [1)), so the
f(|s)|0) + |s)]1)). We now
let the ancilla control the action of Uy , by introducing a new
controlled-U_ f.¢, Operator whose action on |/;) gives

state of the total system is |¢) =

[¥2) = %(mm + e o)1), (6)

Technically, a quantum circuit for controlled—U ., Opera-
tion can be obtained from a quantum circuit for U r.e0 DY
letting every gate be controlled by the ancilla qubit, chang-
ing CNOT gates into Toffoli gates and single-qubit rotations
into controlled rotations. The Hadamard gate A and the gate

P= ((l) Bi) can then be used to mix components and get the

3
I

4
|
iHPHA |
|
|
|
|
|
|
|
|
|
|
|
|
|

Ancilla ~
qubit l24) =10) _E
o

I

Position . :
register : :
I
I
[

o —

- ———F -

1
I
|
I
I
I
I
I

=
S
Il
|
L
5,
P
g
=
=

FIG. 1. Quantum circuit for the preparation of an initial quantum
state | f) = G f"2 > f(x)lx) associated with a real-value function f.
At each red dashed line, the quantum state corresponds to Egs. (5),
(2), (3), and (4), respectively.

state

[+ eife [—eife

[V3) = ————Is)0) —i ). (D

We then measure the ancilla qubit (in the computational ba-

sis). If |ga) = |0), the protocol starts again. If |g4) = |1), the
output state is
N
V) = —i——————|s) = |f) + O(e0),  (8)

F_e=ifeo
2[1=5—Is)ll2,n

which, at leading order in €, is identical to the desired state.
Note that the very act of measuring the ancilla introduces
the correct renormalization, which makes it possible to obtain
the desired state. The part of the algorithm that we have just
described, which involves the ancilla qubit, is represented in
Fig. 1.

The probability of success of the protocol, i.e., the proba-
bility P(1) to measure |g4) = |1), scales as

f—eife

P(1) = .

€\ o2
|s) Z”f”z,[o,l]'

9)

In the case of interest where f is a continuous function
on [0 1], f is also in L, ([0, 1]), so the quantity 11/”/[”%1\/ =

Z f(J/N)z/N is bounded and tends to ||f||2|0”—

fo f(x)*dx, giving a probability of success asymptotically
independent of N. In some other particular cases, for instance,
with a Dirac distribution f(x) = §(x — 0.5), the probability
of success is exponentially small with N, leading to an inef-
ficient method.? Note that the probability P(1) is controlled
by the L?-norm of f, not by the derivative f’. The derivative,
however, controls how well the Walsh series represent f.

The repeat-until-success procedure does not increase the
size or the depth of the quantum circuit. On average, the time
T required to achieve success equals the depth of the quantum
circuit D divided by the probability of success T = D/P(1).
Once success is reached, the QSP has been performed. Fur-
thermore, one could perform amplitude amplification to reach

2
- €0 2
~ N 1f N2y =

2,N

2For sparse functions defined as the sum of Dirac functions, effi-
cient QSP exists [9].
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P(1) = ©(1). Amplitude amplification reduces quadratically
the total time T with respect to the number of trials in the
repeat-until-success procedure, i.e., T = D’//P(1l), with D’
the depth of the quantum circuit performing one reflection
of the amplitude amplification (more details in Appendix C).
Therefore, the total time is reduced by a factor 1/¢q (or 1//€
in Table I) but at the cost of increasing the size and the depth of
the WSL, making them dependent of n with a polylogarithmic
factor. This quadratic improvement with respect to P(1) is
similar to the quadratic advantage of the Grover algorithm.

This procedures works for real-value functions f, but it ob-
viously fails if f is complex valued, because a complex-value
f makes the operator U,qeo nonunitary. The way to handle
complex-value functions is to add a layer to the algorithm.
One introduces the modulus | f| and the phase ¢ . One carries
out the above procedure for |f| (instead of f) and then im-
plements efficiently the unitary operator exp(i¢p;) separately
using again Walsh functions as developed in [57], adding an
additional O(1/4/€) in terms of size and depth (more details
in Appendix A 2).

Error analysis. The discrepancy between the target quan-
tum state and the implemented quantum state has two distinct
origins. The first one is the error €; introduced by computing
the finite Walsh series of f on a set of M (e) points. The sec-
ond one is the error ¢ introduced by the interference scheme.

Let us be a bit more specific about the first source of error.
The diagonal unitary operator U r is implemented efficiently
using the scheme introduced by Welsh et al. in [57]. The
differentiable real function f defined on [0,1] is expanded
into a Walsh series f€'. The Walsh series of f corresponds
to a piecewise constant function which coincides with f on
a finite number of points and the error associated with the
Walsh series can be bounded by the maximum value of the
first derivative of f on [0,1]: ||/ (x) — f" ) oo < €11 loos
where || flloo = Supycpo.17 |/ (x)|. These two errors result in an
infidelity 1 — F = O((eo + €111 llo0)*), emphasizing the fact
that the method is efficient for slowly varying functions, i.e.,
when the space step of the discretization of the continuous
problem is small compared to the characteristic length of
variations of the PDE problem.

The results of this article can be summarized in two theo-
rems. First, consider a state defined by a real-value function
f defined on [0, 1] and suppose one wants to load that state
ton = Zle n; qubits with errors € = (€, ..., €4). Then we
have the following theorem.

Theorem 1. There is an efficient quantum circuit of size
Ony+---+ng+1/(e; X ... x€4)) and depth O(1/(e; x
-+ X €4)), which, using one ancillary qubit, implements the
quantum state | /) with a probability of success P(1) = @(eg)
and infidelity 1 — F = O((eo + 30, €ill0if lloo.0.110)%)-

The proof of this theorem can be found in Appendix B.
If one wants to quantify the infidelity by a single small pa-
rameter € > 0, one can choose €y & /€ and € & /€. In
the particular one-dimensional case, Theorem 1 ensures that
there is a quantum circuit of size O(n + 1/,/€) and depth
O(1/4/¢€), which uses only one ancillary qubit and imple-
ments the quantum state |f) with a probability of success
P(1) = ®(¢) and infidelity 1 — F < €. Also, note that the size

is affine inn; + - - - 4+ ny (or n) because of the Hadamard gates
applied on each qubit at the first step of the QSP algorithm.

Additionally, real-value functions which are accurately
represented by a sparse Walsh series of s terms can be
efficiently loaded to n qubits. Let us consider f =~ f; :=
ZjeS a;w; with S € {0, 1,...,2" — 1}, where the afjs can be
chosen to minimize the difference between f; and f. The
problem of finding the best set S and the best coefficients
{aj, j € S} to approximate a function f is called the minimax
series problem [58]. A simple but efficient way to find a sparse
Walsh series approximating a given function f is to keep in
the Walsh series of f the terms with the largest |a;|. The
complexity of implementing a given s-sparse Walsh series
depends directly on s and k, the maximum Hamming weight
of the binary decomposition of the Walsh coefficient indices:
k = maxjes(Y 1L, i), with j = Y0 ji2k.

Theorem 2. For a given set S C {0, 1,...,2" — 1} and real
Walsh coefficients {a;, j € S} there is an efficient quantum
circuit of size O(n + sk) and depth O(sk) which, using one
ancillary qubit, implements the quantum state |f;) with a
probability of success P(1) = ®(¢) and infidelity 1 — F < €.

A corollary of Theorem 2 concerns the case of a func-
tion f approximated by a sparse Walsh series f; such that
Ilf — filloo < +/€. Then there is an efficient quantum circuit
of size O(n + sk) and depth O(sk) which, using one ancillary
qubit, implements the quantum state | f) with a probability of
success P(1) = ®(¢) and infidelity 1 — F < €. On n qubits,
the parameter k is necessarily smaller than or equal to n. So
in the worst-case scenario the sparse WSL method has depth
O(sn) and size O(sn). The proof of this theorem and corollary
can be found in Appendix B.

IV. NUMERICAL RESULTS

The scaling laws stated in Theorem 1 can be illustrated by
numerical examples. Figure 2 displays, for various functions,
how the infidelity 1 — F scales with € = eg = 612 [Fig. 2(a)]
and with n [Fig. 2(b)]. Figure 2(a) confirms the linear scaling
with € while Fig. 2(b) clearly illustrates the fact that, for a
given target state, the infidelity admits an n-independent (but
e-dependent) upper bound. Note that the optimal infidelity is
given for M = N and ¢y = €; = 1/N, but this case needs an
exponential amount of resources to be implemented.

Furthermore, the WSL offers two ways of arranging the
Walsh operators. The first one is to use a Gray code which
cancels a maximum number of CNOT gates: Out of two CNOT
stairs, only one CNOT remains, reaching optimality in terms
of size [56,57]. The second method consists in implementing
a sparse Walsh series by listing the M Walsh coefficients of
f in decreasing order, keeping then only the first, dominant
coefficients. One can thus obtain surprisingly accurate ap-
proximations of the targeted state with a very small number
of Walsh operators. Numerical results show that, at a given
infidelity, the second method has a depth smaller than the first
method (see Fig. 3). The dominant Walsh coefficients actually
do not depend on the total number of qubits n. The procedure
thus delivers another QSP method with depth independent of
n. The number of classical computations needed to implement
the Gray code or the decreasing order method depends only
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FIG. 2. Infidelity 1 — F (a) as a function of € with ¢ = /€
and €; = /€ for n = 20 qubits and (b) as a function of n for ¢y =
€; = 1/27 for different probability distributions: Gaussian g,, , (x) =
exp[—(x — 1)?/202]/o with 4 =0.5 and o = 1; bimodal Gaus-
sian gu, o1.10.09.5(X) = 581,00 (X) + (1 — $)guy.0, (x) with 11 = 0.25,
n2 =0.75, 01 = 0.3, 0, = 0.04, and s = 0.1; Lorentzian L, r(x) =
[[4+4(x—w)?/T]™" with u=0.5 and '=1; and sinc(x) =
sin(6mrx)/6mx.

on M and not n. More details on the WSL for complex and
nondifferentiable functions can be found in Appendix A.

V. DISCUSSION AND COMPARISON
WITH OTHER METHODS

Our method needs n + 1 Hadamard gates to initialize the
state into a full superposition of all possible ket vectors.
The control diagonal unitary which is applied afterward can
be implemented with M controlled-Z rotations (CRZ) and
M — 1 Toffoli gates, where M depends on €, which is the
error made in representing the function f by its Walsh se-
ries f'. To be precise, M = 2" with m = [log,(1/€;1)] + 1.
Now each Toffoli gate can be decomposed into six CNOT
gates, two Hadamard gates, and seven T and T° gates,
without using ancilla qubits [59], and each two-qubit gate
CRZ(A) can be decomposed into two CNOT gates and three
RZ gates with the formula CRZ(0) = [/, ® Rz(6)]cNOT[, ®

01 o —— M-Walsh Series
) : ;
~ === Sparse Walsh Series

4 6 8 10 12 14 16
log,(depth)

FIG. 3. Infidelity 1 — F as a function of the depth of the quantum
circuits associated with the Gray code order (solid lines) and the
decreasing order (dashed lines) for the functions defined in Fig. 2
and the parameters n = 16 and ¢, = 10~3. Each symbol corresponds
to a number of Walsh operators 2" going from 2! to 2!°. For the Gray
code order, the 2" Walsh series is computed for each point. For the
decreasing order method, 2'° Walsh coefficients are computed and
only the 2™ largest are implemented.

RZ(—6/2)]cNOT[/, ® RZ(—6/2)] [60]. Finally, a Hadamard
gate and an optional phase gate P = ((1) g.) =87, with § =

((l) (l.)), are performed on the ancilla qubit, giving a total count
of 8M — 6 CNOT gates, n + 2M Hadamard gates, 3M RZ gates,
7M —7 T and T' gates, and optional Z and S gates. This
leads to a size scaling as O(n + 1/€;) and a depth O(1/¢;).
Note that the complexity scalings are given as a function of
€] because € is linked to the target error, which is an input
parameter of the problem, while M is not an input parameter
of the problem. Nevertheless, the scalings with m or M are
equivalent to the one stated here.

In the case of loading an s-sparse Walsh series of the
parameter k, the controlled—Wj,éo operator is implementable
for each of the s Walsh operators with a quantum circuit com-
posed of two Toffoli stairs of H(j) Toffoli gates, with H(j)
the Hamming weight of the binary decomposition of j such
that k = maxes H(j) < n, and one CRZ rotation. The number
of Toffoli gates is bounded by 2ks and the number of CRZ is s.
In the worst-case scenario, this gives a total of 12k + 25 CNOT
gates, 4ks + n + 2 Hadamard gates, 14ks T and T gates, 3s
RZ gates, and optional § and Z gates. In many particular cases,
the number of Toffoli gates can be reduced by choosing the
order of implementation of the Walsh operators which cancel
a maximum number of Toffoli gates in two successive Toffoli
stairs. Several algorithms minimize the number of gates in
a quantum circuit composed only of CNOT, Toffoli, and RZ
gates using phase polynomial synthesis for fully connected
hardware and hardware with constrained connectivity [61].
As expected, the Gray code ordering appears as the optimal
solution in the case of a dense Walsh series with s = 2" and
k = m and it reduces the gate complexity up to a factor 2m.
These results can be compared to other approximate QSP
algorithms preparing quantum states associated with contin-
uous functions.
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The recent Fourier series loader [53] makes it possible
to prepare continuous functions with a depth linear in the
number of Fourier components and in the number of qubits.
The idea behind this method is to first load the 2™ Fourier
components of the target f on the quantum computer and
then apply an inverse quantum Fourier transform to get the
function f in real space. This result can be compared to ours
since the number of Fourier components in the Fourier series
of a function can be directly related to the error one makes
in the truncation, leading to a gate complexity scaling at most
as O(1/€'/?) for p-differentiable functions. Nevertheless, the
inverse QFT leads to a final quantum circuit of size O(n*> +
2™) and depth O(n 4+ 2™), while the Walsh series loader has
only size O(n + 2™) and depth O(2™) [and a probability of
success P(1) = @(65)]. This difference mainly comes from
the fact that Walsh series can be loaded directly in real
space.

In [54], quantum state preparation for continuous real func-
tions f; is achieved going adiabatically from the Hamiltonian
Hy = |f){f], with |f) = H®"|0), to the target Hamiltonian
H; = |f1){f1]. The adiabatic evolution is implemented via
small Trotterization steps. To thus prepare the target quantum
state with error €, the query complexity is O(F?/€?), where
F is a constant depending on f;, and the number of necessary
ancilla qubits scales as O(n + d), where d is the number of
digits used in the discretized encoding of f. Even if the
WSL is a repeat-until-success procedure, it offers a quadratic
advantage in terms of size and depth due to the fact that the
complexity scales with the L2 error € (é instead of Elz) and
necessitates only one ancilla qubit.

Another method [62] suggests the approximation of
quantum states associated with smooth, differentiable, and
real-value (SDR) functions using matrix product state (MPS)
methods. Approximating SDR functions as polynomials
admitting the MPS representation, one can use MPS compres-
sions and mappings from MPS representations to quantum
circuits. The presented quantum circuits are linear in n (depth
and size) and are obtained with a linear number of classi-
cal computations. However, Ref. [62] offers only empirical
arguments in favor of the method’s efficiency and does
not produce analytically proven scaling laws involving the
error €.

Another approximate QSP method [52] makes use of a
modified version of the Grover-Rudolph algorithm [41]. To
load a real-value, positive, and twice-differentiable function
on n qubits with infidelity less than €, Marin-Sanchez et al.
implement only 2¥¢ — 1 multicontrolled rotations (instead
of 2") with k(e, n) asymptotically independent of n. For other
functions, Marin-Sanchez ef al. use a variational general-
ization of the original algorithm. Even if the Walsh series
loader presented above is a repeat-until-success procedure, it
does not involve variational steps and it can be used for any
once- (as opposed to twice-) differentiable functions, includ-
ing real-value but nonpositive functions, complex functions,
or even multivariate ones. Also, the depth of the WSL is not
only asymptotically but exactly independent of the number of
qubits n.

VI. CONCLUSION

The WSL algorithms approximate quantum states effi-
ciently with a depth independent of the number of qubits.
This remarkable property brings us one step closer to quantum
supremacy for all algorithms needing a QSP step. This work
should be extended by investigating other alternative meth-
ods to compute finite Walsh series approximations. Possible
candidates include threshold sampling, data compression [58],
or efficient estimation of the number M of best Walsh coeffi-
cients [63].
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APPENDIX A: TECHNICAL DETAILS ABOUT THE
IMPLEMENTATION OF THE WALSH SERIES LOADER

1. Loading of real-value functions

Following the scheme of Welsh ef al. [57], loading a
real-value function f defined on [0,1] to an n-qubit state
starts with the discretization of the interval [0,1] into N =
2" discrete points &, = {0, 1/N,2/N,3/N,...,(N — 1)/N}.
The second step consists in computing classically the Walsh
coefficients of the function f. The Walsh function of order
je{0,1,...,N — 1} is defined by

wj(x) = (= 1)k i, (A1)
where j; is the ith bit in the binary expansion j = > 1, ;2™
and x; is the ith bit in the dyadic expansion x = ) .- x;/2/*1.

The M Walsh series €' approximating a function f up to

an error € is

M(ep)-1

f€] = Z a;wj,
Jj=0

where m(e;) = [log,(1/€;)] +1 and M(e;) = 2™ with

< €1. The jth Walsh coefficient a{ associated with the

(A2)

1
M(ep)
function f is defined by

M—1

1
af = Z fOw;(x),

XEX,

(A3)

where &, = {0, 1/M,2/M,3/M, ...,(M — 1)/M}.
The last step consists in performing the WSL quantum
circuit by implementing the controlled diagonal unitary Uy«

associated with the computed aJ; coefficients. Note that the
decomposition into one-qubit gates and two-qubit gates of
the controlled-Uy ¢, operator is given by controlling all the

gates coming from the decomposition of U t.,- Thus, in the
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FIG. 4. Equivalent quantum circuit for a tower of p Pauli Z
quantum gates.

following we focus only on the decomposition of Uy ¢,

M-1
A _ifel . A
Upei ey = e = exp | —i E a]fw_ieo
=0

<

—1
. fa
e lajwi€o

I
e

<
L

Wie (A4)

<
Il
S

A . f oA
where Wj ,, = ¢™""/* and the Walsh operators are defined as
W =(Z)'®- - (Z,)", where j; is the ith coefficient in
the binary expansion of j = Y " j2~!. Using the fact that
a tensor product of Pauli Z gates can be rewritten using CNOT
staircases as (see Fig. 4)

200 - ®Zy 1 =A,(lop2®Z, DA, (AS5)

where Z; is the Pauli Z gate acting on qubit i, Iy, p—2 is the
identity operator acting on qubits O, ..., p — 2, and Ap =
cnot,'enort C/N\OT';:;, with CNOT, the CNOT quantum
gate controlled by qubit i and applied on qubit j. Therefore,
the operator Wj,eo acting on p qubits can be simply written in
term of quantum gates as (see Fig. 5)

i A (7 N A
Wi = pllop @0 (AG)

Then the ijO commute with each other, allowing us to
optimize the order of implementation of the W, ,. The first
method consists in canceling a maximum number of CNOT
gates coming from the operators Aq of two consecutive Wj,EU
and Wj/,eo. This is done using a Gray code [66]: Only one bit
changes in the binary decomposition of the indices j and j’
of two consecutive operators. The second method consists in

qo — —

Wieo

p—2 — —
qp—1 — — eiaZ

FIG. 5. Quantum circuit for the operator Wj(a) acting on p dif-
ferent qubits using CNOT and RZ quantum gates.

0.0014 A
0.0012 1

__0.0010 1

(x

02,5

€ 0.0008

= 0.0006 -

0.0004 A

q#l 12,01

0.0002 - === Target state
—— Implemented state

0.0000 ! T T T T

0.004 A === Target state

Implemented state

0.003 A

0.002 1

sinc(z)

0.001 A

0.000 1

—0.001 A

0 0.|25 ().I5 0.|75 1
T

FIG. 6. (a) Quantum state preparation on n = 20 qubits of
a bimodal Gaussian g, o,,uy.0,,5(*) = (1 = 8)&pu,.0, (X) + 581,05, (X),
with  g,.,(x) = exp[—(x — w)?/20%1/0, w1 =0.25, wu, =0.75,
o1 =0.3,0, = 0.04,and s = 0.1 with infidelity 1 — F = 1.5 x 10~*
using the parameters €, = 0.01 and €, = 1/27 and (b) quantum
state preparation of sinc(x) = sin(6rx)/6mx with infidelity 1 — F =
6.0 x 1073 using the parameters €y = 0.1 and ¢, = 1/27.

sorting the M Walsh coefficients af in order to implement
only a finite number M’ < M of operators W;,, associated
with the largest la’|. The two methods are compared not in
terms of infidelity scaling with the number of Walsh opera-
tors but in terms of infidelity scaling with the depth of the
associated quantum circuits (Fig. 3). While the first method
has theoretical guarantees, the second one seems numerically
more efficient since it does not implement all the smallest
coefficients of the M Walsh series of f. Other methods exist to
compute finite Walsh series approximating a given function f
using threshold sampling, data compression [58], or efficient
estimation of a number M’ of the best Walsh coefficients [63],
which could be used for quantum state preparation.

Figure 6 illustrates the Gray ordered WSL method on a
bimodal Gaussian function and a sinc function on n = 20
qubits, with fidelity larger than 0.999 and 0.99, respectively.

2. Loading of complex-value functions

Complex-value functions are especially useful in contexts
involving wave propagation. Associated PDEs include the
Maxwell equations and the Klein-Gordon, the Dirac, and
the Schrodinger equations. Note that complex-value functions
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FIG. 7. Quantum circuit for the preparation of an initial quantum
state |f) = m > cex, S(0)|x) associated with a complex-value

function f = |f]|e™s.

Position U —ilfleo
register pr=e

are also useful in studying hydrodynamical potential flows
[26,67]. The WSL is an efficient method to load the complex-
value initial condition for PDEs. Loading of a complex-value
function f defined in [0,1] is carried out by first loading
the modulus |f| of f and then loading the phase ¢ of f.
The modulus is loaded with the scheme presented in Fig. 1.
The phase ¢, is implemented as a diagonal unitary through
a Walsh series of ¢, using the scheme proposed by Welch
et al. [57]. The resulting quantum circuit is illustrated Fig. 7.
In terms of accuracy, the error one makes in the implementa-
tion of f is bounded by the sum of errors one makes in the

implementation of |f] and ¢'%.

3. Loading of non-differentiable functions

Applying the WSL on nondifferentiable functions is pos-
sible with significant results even if no theoretical guarantees
have been proven. In the particular case of real-value functions
defined on [0,1] and differentiable almost everywhere but on
a finite set of points with a bounded first derivative, Theorem
1 generalizes using the fact that in the proof of Lemma 2
the difference between the function and its Walsh series can
be bounded by the maximum of |f’| on each interval where
f’ is well defined. The WSL is performed for the real-value
functions defined on [0,1],

fi(x) = sin[27 (x — §)]wa(x),
folx) = |x —0.25] — [x — 0.5| + |]x — 0.75],

f3(x) =+/Ix = 0.5],
falx) =

(AT)

1—x’
where w, is the Walsh function of order 4.

Numerical results in Fig. 8 show scaling laws 1 — F o €
for continuous nondifferentiable functions such as f, and
also for noncontinuous functions such as fj. The scalings are
similar to the ones of differentiable functions in Fig. 3. The
case of f3 is particularly interesting since its first derivative
is unbounded but the WSL method still provides an accurate
QSP method. It could be explained by the fact that f3 itself
is bounded, suggesting that the WSL could converge also
for some bounded functions almost everywhere differentiable
with an unbounded first derivative. However, in the particular
case of a diverging function with a singularity point such as f;,
the WSL fails to accurately prepare the target state due to the
diverging values taken by the function in the neighborhood
of the singularity. The quantum state preparation of f; is
presented in Fig. 9 with fidelity larger than 0.99.

01 L 4 L 4 4 L 4 4 ®

712 4

—14 1

-2 —4 —6 -8 —10 —-12 —14
log; (€)

FIG. 8. Scaling laws of the infidelity 1 — F with € = €2 = € for
n = 20 qubits for some nondifferentiable functions fi, f2, f3, and fy
defined in Eq. (A7).

APPENDIX B: THEOREMS AND PROOFS

In this Appendix the theorems are stated and proven for
the one-dimensional case (Appendixes B 1-B 3), the multi-
dimensional case (Appendixes B 4-B 6), and the sparse case
(Appendix B 7).

1. Definitions: One-dimensional case

In the following, working on n qubits with an M Walsh
series defined on M points associated with a continuous func-
tion f defined on [0,1], we must take into account the discrete
space X, = {0, 1/N,..., (N —1)/N}, with N = 2", and the
continuous space [0,1] with the following norms. For any

vector [f) = " x Y (X)|x) € HE",

o = D @R, (B1)
xeX,
(B2)

Y loon = géggjlw(X)l-

/"‘N

0.0006 -
0.0004
0.0002 A

Z0.0000

g

—0.0002 A

—0.0004 1

=== Target state
—0.0006

N

0 0.25 0.5 0.75 1
T

Implemented state

FIG. 9. Quantum state preparation of the nondifferentiable func-
tion f; defined in Eq. (A7) on n = 22 qubits with infidelity 1 — F =
2.1 x 1073 with the parameters €y = 0.1 and ¢, = 1/27.
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Form <nand M = 2™,

o = [ D @I (B3)
xeXx,

The fidelity between two states |¢y) € HS" and |[y)
€ HY" is
2

= [>_ ¥ (B4)

xeX,

= (Y1 ]¥)]?

and the infidelity is defined as 1 — F. For any function f
defined on [0,1],

| floo,to,11 = max |f(x)], (BS)
xe[0.1]

1F ooy = max | f(x)], (B6)

Iflow = | D 1F0P, (B7)
XEX,
1

1fll2.t0.11 =/ /0 () Pdx. (B8)

We note the following properties:

) ooy < ¥ oy < VNI loows  (BY)

If oo < Nf 2w < VNIl flloons (B10)

I oo < 1 lloo 0,115 (B11)

Tnfum S | flhon Y f €Co0, 1), (B12)
Y1) — [¥a) oy <€ =1 —F < €2 (B13)

2. Theorems: One-dimensional case

Let us consider n qubits, a differentiable function f defined
on [0,1] such that || floo,10,11 # 0, €0 €10, 7 /|| f Il x.10,11], and
€1 > 0 such that || f“|lc.j0.1] # 0, where f' is the Walsh
series of f defined in Eq. (A2).

Theorem 3. There is an efficient quantum circuit of size
O(n+ 1/€;) and depth O(1/€;), using one ancillary qubit, to
implement a quantum state approximating the target state | f)
up to an infidelity 1 — F = O((€p + €1]|f']lo0)?) and with a
probability of success P(1) = @(63).

In the particular case of €; = €), we can show the follow-
ing.

Corollary 1. There is an efficient quantum circuit of size
O(n + 1/4/€) and depth O(1/./€), using one ancillary qubit,
to implement a quantum state approximating the target state
|f) up to an infidelity 1 — F' < € with a probability of success
P(1) = O(e).

For any function f with values f(x) calculable in time
Ty, the number of classical computations needed to find
the quantum circuit is O(Tf/elz) (Theorem 3) or O(Ty/€)
(Corollary 1).

3. Proofs: One-dimensional case

The proof is based on the six following lemmas.

a. Lemmas

Lemma 1. For any function f continuously defined on [0,1]
such that || f]lcc.i0.17 # O, there exists an ng such that for all

n > ng and for all €y €]0 e |9) |l # O with
= 2"
Proof. First, || f |loo.[0.11 7 O implies that there exists anxp €
[0, 1] such that f(x) = || flloc.;0,17 7 O. The continuity of f
implies that there exists a neighborhood V of xy such that for

allx e V, f(x) # 0. We note the following equality:

’ HfH 10.1] L

I— e—i.ffo

sin®[f (x)eo/2]
) e

|s) I

(B14)

2,N xekX,

The ensemble X, = {O, N NT’l}, with N = 2", is a set of
dyadic rationals, i.e., numbers with a denominator that can
be expressed as a power of 2. Using the fact that dyadic
numbers restricted to [0,1] are dense in [0,1], there exist
two integers p and g such that p <29 and p/27 € V. Fur—
thermore, p/2¢ € X, = {0, ..., &
g. Note that X, € X, Vq' > q. Notmg ny = q, we have that
there exists an x; € V such that for all n > ny, x; € A, and
f(x1) # 0. Furthermore, 0 < €y < HfHZxﬁ implies that 0 <

|f(x1)|€0/2 < 7 and therefore sin?[f(x;)ep/2] # 0. Finally,
as a sum of positive numbers with at least one nonvanish-
—ifey

ing number, || =5 |s)|l2,v # 0V n > no, which achieves the
proof of Lemma 1. |

Lemma 2. For any differentiable function f € C'([0, 1])
and €; > 0, the M Walsh series f¢' defined in Eq. (A2) ap-
proximates the function f up to an error O(e):

If = f M Nosto0.11 <

Proof. The function f¢' is a sum of M Walsh functions
of order j € {0,...,M — 1}. The Walsh function of order
j is a piecewise function taking values 41 and —1 on at
most 27 different intervals I,f = [k/2P, (k + 1)/2P[ with k €
{0, ...,27 — 1}. The p first terms of the dyadic expansion of
all x € I are equal. Therefore, the function f€' is a piece-
wise function which is constant on each of the M = 2"
intervals I}":

< €1l f Moo, 0.11- (B15)

@) = fO%k/M)Vk €{0,... .M —1}, Vx € I". (B16)

Then, from the definitions of f€' and the Walsh coefficients

a’; and using the orthonormality of the Walsh functions

i Zp o wi(p/M)w;(p/M) = 5, we have
fk/M) = f(k/M). (B17)

If we let x be a real number in [;", then f(x) — f€(x) =
f(x) — f(k/M). The mean value theorem implies that there
exists a y € IJ" such that f(x) — f(k/M) = f'(y)(x — k/M).
Using |x —k/M| < 1/M < € and |f'(0)] < [1f'lo.10.17, We
have

1f(x) = O < N1f loo,0,17€1 VX € [0, 1] (B18)

[ |
Lemma 3. For any function f continuous on [0,1] such that
| £ llso,t0,17 7 O there exist ngp 2> 0 and a constant C; > 0 such
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that

Ifllon = Civ/NYn > ng, (B19)

with N = 2",

Proof. The function f is continuous on [0,1] with a
nonzero value. The continuity of f and the fact that the
dyadic rational numbers are dense in [0,1] imply that there
exists an ng such that there exists an x € [0, 1] N &},, such
that f(x) #0, ie., for all n > ny, x € &, and therefore
for all n>no, ||fllon #0 with N =2". The sequence
(\/LN” Sfll2n)n can be rewritten using the Riemann sum of

P (Gellf ) = Sv(f ) = 33, (= SHIf @l =
Zivzl % which converges toward || f ||§’[0’1]. Therefore,
(\/LNHsz,N)N converges toward [ = || f|l2.j0.1 > O and there
exists an n; such that for all n > ny, \/#27||f||2,2n > [/2. By
defining Cy = min (mina<e<n (75 1fll2,2), 1/2), we have
Ifllay = CiW/NYn = no. u

Lemma 4. For any function f defined and continuous on
[0,1] with || fllco.f0.1] # O, there exists an ng such that for

all n > ng and for all €y €]0, 77 /|| fllc0,[0,1;] the normalization
factor ——L can be bounded as

1=0 ) o
2+4/N 1 2/ N
VN S <G VN , (B20)
olfllan 1= s) o n €oll fllz.v
which is equivalent to
€
oll fll2,n G ®21)

= 2|sin(feo/2)lon

with N = 2" and Cy = 7 /2.
Proof. Lemma 1 implies that there exists an ny such
that for all n>ny and for all €y €]0, 27 /|| flloo 0,17,

1=¢"2 |5 lo,w # 0, with N = 2", ensuring that the quantity

1/ % |s) |25 is well defined. The left inequality is trivial
using the fact that for all x > 0, sin(x) < x. For the right
inequality, consider & €]0, ] and € €]0, H?ﬁ:{‘;z]]. Then, due
to the fact that the function x +— sin (x)/x is decreasing on

[0, ],

eoll fll2.n
2|Isin(feo/2)ll2,n

< 1/ ll2,n -
Tty "
n 0,[0,1]
T -«
= sin(r —a)’
Therefore, for « = 7w /2, Lemma 4 is proved. ]

Lemma 5. For any function f differentiable on [0,1] with
I flloo.i0.1] 7 O and €; > O such that || /€' |lc.[0.1] # 0, Where
f€" is the Walsh series defined by Eq. (A2), there exists an n
such that for all n > ng and for all €y €]0, 7w /|| f | 0o.[0.17],

1 _ 1
e A I
< gZNGI 1" Nl s0.10.1] (B23)

€ Nflanlfellan’

with N = 2" and Cy = 7 /2.

Proof. First, Lemma 1 imp]ies that there exists an 7
such that for all n > ny, 2572 [s)on # 0, with N = 2"
Then f€' is a function defined on [0,1] taking 2™ different
values of f on the interval [[" = [k/2", (k + 1)/2"[ for k €
{0,...,2" — 1}, with m = [log,(1/€;)] + 1. Therefore, the
fact that || f!||o0.j0.1] 7 O implies that there exists an x € X,
such that f€'(x) # 0 gind by setting nop = max(np, m), one has,
forall n > no, [ Z5— 5) oy # 0 and 2572 15) |y # 0.

Using the subadditivity of the || - ||, y-norm, we can show
that

1 1

‘ J—eifleg

D) A =

5 Is) ”2,N

I (e—ifeo _

e i) s) oy
N feifle [ oife
ZHI 2 = s) ||2,N||[ 2 = s) ”2,N
Isin[(f — £)eo/2)ll2.n
= U |Isin(feo/2)llan Il sin(f€ren/2)llan

= ||oo,[o,ue_o(@>2
AR YA

(B24)

X

where || fllan < VNI fllsow < VNI flloo 0.1 and Lemma 4
have been used for the last inequality. Lemma 2 achieves the
proof:

If = " llos.i0.1) 2C3 ,2Ne;
T 0

fl2nllf lan € €0

£ lso,10, 11
If 2wl ferllzn

(B25)

|

Lemma 6. For any function f defined and continuous on

[0,1] with || f]leo # O there exists an integer ny such that for
all n > ng and for all €y € [0, 7T/||f||oo’[0’]]],

Coed 1312
24 1If 12,

€0 1

2N ES 1 ], 2w

. (B26)

~

with N = 2" and Cy = 7 /2.
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Proof. Using the subadditivity of the || - ||, y-norm, the
inequality for all x real, x — sin(x) < %3, and Lemma 3,

€0 _ 1
2IN| =510 1s) |y Wl2y

_ €0 1
2l sin(feo/2)lan N fllan
< leof /2 = sineof /2) oy
= Isin(feo/lanl fllan
& £ 2
=48 | sin(feo/2) ol fllon
< Coed 13 o
X 50 ir2
24 |I113 5

B27)

]

Lemma 7. For any function f continuous on [0,1] such that

Il f1loo.10.1] 7 O and for any €; > 0 such that || f'||cc[0.1] # O,

where f€' is the Walsh series defined by Eq. (A2), there exists
a C; > 0 and there exists an ng such that for all n > ng,

£ lan = CIV/N,

where N = 2" and f¢ is the Walsh series of f defined in
Eq. (A2).

Proof. Let us define m = |log,(1/€;)] + 1and M = 2".1In
addition, || £ [leo.0.1] 7 O implies that there exists an x € X},
such that f(x) = f(x) # 0. Then [ £ ||z = [l fll2.nr # O.
Note that ng = min({n, || f||22» # 0}) < m. Lemma 3 on f
states that there exists a C; > 0 such that for all n > ny,
N fllon = VNC. Letting n be an integer larger than ny, if
m=n, [ fll2n = Iflln = Civ/N, and if m < n, f€ takes
only M different values of f, implying that \/LN” [N =

(B28)

\/;M I fll2.0 = C) since m = nyg. We conclude that there exists
a C; > 0 and there exists an ng such that for all n > ng,

17 lx = CiV/N. [

b. Proof of Theorem 3

Let us consider a differentiable function f defined on [0,1]
such that || fllco,i0.11 # 0, €0 €10, /|| fllco.10.11], and € > 0
such that || f!|lo0,10,17 7 0, where f' is the Walsh series of
f defined in Eq. (A2). The implemented quantum state after
measuring |1) for the ancillary qubit |g,) is

[— e ifte

Vg ),, = —i

! f_o—iffle
2| =52 0s) [,

where f€' is the Walsh series approximating f up to an error
€1llf'loo (Lemma 2).

(i) Distance between the target state and the implemented
state. Let us bound the infinite norm of the difference between
the implemented quantum state | < deo and the target quan-

tum state | f) = m D vex, SOOI,

Wrade, = M loon < Mg ), — 1Wp) e, lloov
+11¥s)e, — 1 oo

Is) (B29)

(B30)

Let us start to bound the first term by making the difference of
the normalization factors appear,

IWp)e, = 1Wp)e ooy

[—eif1a [—eife

= — -— |s)
AT Ly 255 ) e )|
< 1 1
X s iffle - F_—ife
1519 oy 1552190
[ — eife
ol
oo,N
e*ifglq) _ e*ifé(]
L Dy I5)
=y i
1 _ 1
=519 Ly 1557019 |y
1
X TN max Isin[f! (x)eo/2]]
+ —] L max |sin (—[f€l o) — f(x)]60>
” I—e;ffo Is) ||2,1v /N x€X, 2
< ng/ﬁ||f6”°°’[0’1]”fHOO’[O’l]el LC ||f’||oo,[0,1]€1’

Azl el Il f1l2,n

B31)

where in the last inequality we use [sin(x)| < [x|, | [ loon <
If " loo.i0.1] < I fllco.n, and Lemmas 2, 4, and 5. Lemma 3
and 7 imply that there is a constant B depending only on f
such that

£ oo, 10,17 1 B
VN — +Go <—=. (B3
O N Lo e o Iflony = VN
leading to the following bound on the first term:
B !
rra)e, = W) lloon < ﬁllf llos,10,17€1- (B33)

The second term in inequality (B30) can also be bounded
by using the Taylor expansion of the exponential term

e o = [ —ifeg + Ri(—ifeo), with Ry(x) = Y(55 %7, and
by making the difference of the norms appear:
1¥r)e, = 1) loon
T—[I—ifeo+Ri(—ife)] N
T e T )
2 2.N ' coN
€0 \/N ~
N = T |18
2” 5 Is) ”2,N 2.N
IR (—if€0) I5) oo
— .
2H[ 2 > |s) ||2,N
(B34)
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The Taylor inequality applied on the remainders of the
cosinus and sinus functions implies ||R;(—ife€p)|s)|loony <

[l 0o. 10, llo0.10,17 and using Lemmas 3 and 6,

17 e, = 1M loov

. Coll f*Mloc.10.11
<e—F—"—
2/ fllan

Co £ llan
2 s
€| +5 I lloo.0,17 +
°<48 I3y

Coll f*lloc.10.17
ol fll2.n
(B35)
Using Lemma 3 and the fact that €y < 77 /|| flc0.[0.1], there is
a constant A, depending only f, such that

195, = 1) oo < A

N (B36)

We can rewrite the inequality in terms of the L,-norm, using
I+ ll2v < VNI - [loo,n» to obtain

I¥pa)e, — 1Oy < A€o + Bl flloc 10,1161

Let us define the fidelity between the target state and the
implemented state F' = [{f |/ s ) w | and the infidelity 1 — F
We can show that Eq. (B37) implies

1 — F < (A€o + Bl f lls,0,11€1)% (B38)

which concludes that 1 — F = O((€g + || lloo.[0.11€1)%)-

(ii) Bounds on the probability of success. The probability
of measuring the ancilla qubit |g4) in state |1) with ¢ €
10, 7w /11 f lloo,10,17] and €1 > O is

B37)

[—eif1a
2

“sln (52l

The upper bound is trivial and comes from the inequality
sin(x) < xVx >0,

P(l) = |s)

2,N

(B39)

2,N

[l.fe ”%NGO ”f”oo[Ol] 0
P(1) < J , B40
M 4N 4 ( )
where one has to use [f“lon < VN[foon <

«/N||f||oo,N < \/ITJ||f||oo,[0,1]. The lower bound comes
from the fact the function x +— sinc(x) = sin(x)/x decreases

on [0, 7 /2]:

P(1) = — 2}n<fwm>

xeX

1 (fel(xko)z 2
= ]V Z T sinc

(fe' (X)GO)
2
xeX,

€| 2
> % Z (—f (;C)e()) sincz(%>

xeX,

2
> I 2 (B41)
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FIG. 10. Two-dimensional quantum state preparation of a two-
dimensional Gaussian function f>(x,y) = e~ 0lG—057+0—0571 op
n =20 qubits (n, =n, = 10) and infidelity 1 — F = 6.2 x 1073
with the parameters g = 0.1 and €; , = €;, = 1/25.

Finally, using Lemma 7, there exists a constant D', indepen-
dent of €, such that || ff ||%’ ~ = ND'. Therefore, there exists
a constant D, independent of €, €, and N, such that P(1) >
DeZ, concluding on P(1) = ©(e)).

(iii) Complexities. The protocol starts
Hadamard gates to prepare the state |s) =

With n+1
f Z ek, |)C
Then the controlled—qu,Eo operator has asymptotically the
same size and depth as the unitary U a1, since the controlled
operation only changes CNOT gates into Toffoli gates and
single-qubit rotations into controlled rotations. The number
of single-qubit gates and CNOT gates is O(M ), which is also
O(1/¢€1). The depth for Ufe,,ﬂ) is also O(1/€1) [57]. Finally, a
Hadamard gate and phase gate are applied on |g4) to perform
the right interference giving an approximation of the target
state up to an infidelity O((eo + | f'll€1)?). Therefore, the
total size is O(n + 1/€) while the depth is O(1/€;). For any
function f with values f(x) calculable in time 7, the number
of classical computations to compute the M Walsh coefficients
associated with the Walsh series of f is O(Tsz), which is
also O(Ty/e?).

4. Multidimensional quantum state preparation

Multidimensional QSP is crucial for many PDEs mod-
eling phenomena appearing in several dimensions. For
instance, magnetic fields exists only in spaces with more than
two dimensions or kinetic plasma simulations consider the
Vlasov-Maxwell equations in two, four, or six dimensions
and are particularly challenging to solve even on supercom-
puters [68]. Quantum algorithms could play a crucial role in
overcoming the large computational cost of solving multidi-
mensional PDE problems [24]. In Fig. 10, a bivariate Gaussian
is implemented on 20 qubits with a fidelity larger than 0.99.
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Definitions. Let us consider the problem of preparing a d-
dimensional initial state onn = n; + - - - + ny qubits, where n;
is the number of qubits associated with the ith axis. We denote
by &, the ensemble of N; = 2”" positions in [0,1] represented
by n; qubits X, = {Z"’ 0 4j/2 T sitq; €{0, 1}V j} =
{0, 1/N;, 2/N;, 3/N,, .. (N — 1)/N;}. Let us define 7=

(ny,...,nyg) and Xﬁ—{(rl,.. JTa) € Xy x -+ x X, ). We
denote by |F) the state |[F)=|r))---|rg)=1r)® -
lra) € HS".

Let us consider a differentiable real-value function f on
[0, 1]¢ and f the associated diagonal operator in the position
basis {|#)} such that f|?) = f(#)|7). Here f encodes the
amplitude of the target state | f) = D - x [ (7)|r). In the mul-
tidimensional case, the function f is developed into a Walsh
series with respect to each axis i, which gives the equality on
the discrete position space for all ¥ € A5,

N —1 Ny—1
f@) = Z Z “11 g Nt eeeiNg Wioeena (T
= Ja=0
N—1
_ f (7
= afﬁwj(r ), (B42)
j=0

withwj, ., (F) = w](iz) = wj,(r) X -+ X wjd(rd)andaj;N

the multidimensional Walsh coefficient

1
o N,
ay= N _EEXA JFFw; (), (B43)
with N=N; x---xN;=2"x---x2", We denote

by f¢ the approximation of f up to an error € =
Zflzl 10; flloo.10.1)¢€i» With €; > O the error associated with
each spatial axis i € {0, ..., d}, defined by

NI

-1
¢ _ f .
0

(B44)

~.
Il

where m; = [log,(1/€;)] + 1Viand M; = 2™ such that -1 i <

¢;. The implemented quantum state after measuring the ancilla
qubit [g4) = |1) is

o I- e~ iffe
Vpe),, = BT — |s) (B45)
2|=5—IsM,5
where € >0 and [s) = H®"(0,...,0) = o< Yrcx IF),

with N = N| x --- X Ny.
Let us define the different multidimensional norms used in
this paper. For any vector |¢) = Z;E% v(F)IF) e HY",

g = [DIWER (B46)
FeX;
1)l c.5 = max |y (). (B47)

with N = (N, .. .,

M; = 2",
)l = D @R
FeX;

Ng) =™, ...,2™). For m; < n; Vi and

(B48)

For any function f defined on [0, 1]¢,

I/ loo.f0.13¢ = ?ln[oai(]d VAGD]P (B49)

1flloi = max FAGD]P (B50)

Ifll 5 = Z VAGRIES (B51)
FeX;

Il fll2,0,19¢ = / If(7)12dV. (B52)
\ Jio.1p

Note the following properties:

)l g < 1) < VN F - F NallY) o 55 (BS3)
flos <Iflbg < VNiF—F N flle g, (BS4)
“f”ooN < NS Moo, 0,175 (B55)

1
S — i
«/N] X e X Nd
e 1 fllgounye Y f € Co(10, 119). (B56)

5. Theorem: Multidimensional case

Let us consider n; + ---+ny; qubits, a differentiable
function f defined on [0, 1]? such that . f loo.i0,17¢ # O,
€0 €10, 7/l fllso.f0,1¢], and € >0,...,€4 >0 such that
||fg||oo,[0,1|4 # 0, where f€ is the Walsh series of f defined
in Eq. (B44).

Theorem 4. There is an efficient quantum circuit of size
Oy +---+ng+1/(€y X ... x €;)) and depth O(1/(€; X

- X €7)), which, using one ancillary qubit, implements the
quantum state | f) with a probability of success P(1) = @(63)
and infidelity 1 — F = O((¢p + Z?zl €il10; f 1l o010, 134 ).

In the particular case of ny = --- =ny; =nand ¢y = €; =

- = €4, we can show the following corollary.

Corollary 2. There is an efficient quantum circuit of size
O(nd 4+ 1/€%/?) and depth O(1/€%/?), using one ancillary
qubit, to implement a quantum state approximating the target
state |f) up to an infidelity 1 — F < € with a probability of
success P(1) = O(e).

For any function f with values f(7) calculable in time
Ty, the number of classical computations needed to find the
quantum circuit is O(T¢/(€; X -+ X €4)*) (Theorem 2) or
O(Ty/€?) (Corollary 2).

6. Proof: Multidimensional case
The proof of Theorem 4 is similar to the proof of Theorem
3. It starts with the following six lemmas.

a. Lemmas

Lemma 8. For any function f continuously defined
on [0, 1]d such that ||flloc 0.1« # O, there exists an 7ig =

(no1, ..., no, 4) such that for all n Z N0, ..., N04 2 Nod
and for all ¢ €]0, TN 2n Ll Ife;feo Is)ll, 5 # O, with N =
Ny, ..., Ng) = (27, 2’”)

Proof. The proof of Lemma 8 is very similar to the proof
of Lemma 1. First, the fact that || f{| 9,1« # O implies that
there exists an 7y € [0, 1]¢ such that f(7) = Il f lo.0,11¢ # O.
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The continuity of f implies that there exists a neighborhood
V of 7y such that for all # € V, f(7) # 0. Note the equality

[—eife

719

P -
_ Z sin“[f (7 )60/2]’ (B57)

N

2,N FeX;

with N = Ny x --- X Ny.

The ensemble A; = &), x --- x &, is a set of vectors of
dyadic rationals. Using the same argument as in the proof of
Lemma 1 for each axis, that dyadic rationals are dense in [0,1],
there exists a vector 7y = (1o 1, - - - , Ho,4) and there exists an
71 € V such that for all n; > 1.0y, g 2 N4, 7 € X5, with
n=(ny,...,ng),and f(7;) # 0.

Furthermore, 0 < ¢y < -

1/l o013
|f(71)]€0/2 < m and therefore sin’[f(7)eo/2] # 0. Finally,
as a sum of positive numbers with at least one nonvanishing
number, for all n; > no1, ..., ng > noa, 1252 Is)ll, 5 #
0, with N = (Ny, ..., N;) = (2™, ...,2"), which achieves
the proof of Lemma 8. |

Lemma 9. For any differentiable function f € C'([0, 1]9)
ande; > 0, ..., €e; > 0, the truncated Walsh series fg defined
in Eq. (B44) approximates the function f up to an error
O(e; + -+ - + €4),

implies that 0 <

d
1f = FEllooone < D €illdif lloc,fo,130- (B58)
i=1

Proof. The proof is similar to the one of Lemma 2. The
function f€ is a sum of M = M, x --- x M, products of
Walsh functions w;(?) =w;, (r) x -+ x wj,(rq), with j; €
{0,....M; —1}.

Each Walsh function of order j; < M; is a piecewise func-
tion taking values +1 and —1 on at most M; different intervals
I,:"_”' = [k;/M;, (k; + 1)/M,[ for k; € {0, ..., M;}, related to the
ith axis. Therefore, w; = w;, x --- X wj, and the function fe
are piecewise functions constant on the M different volumes
1{1 =L x - x I with k € {0, ..., M)} Vi

FEF) = fEki /My, ... kg /Mg)VE, VPel. (B59)

Note that 7,2’,71 = (ky /M, ..., kq/My). Then, from the defini-
tions of f¢ and a? i We have

fEG) = FFe ) (B60)

Now let us consider 7e€I” and then f(F)—

fUF)=f(F)— f(F ;). Let us consider the curve
d

y: ([0;1] : . +[(01’ 1]”;; ). The mean value theorem

on the function g(t) = f(y(t)) implies that there exists
a t; €[0,1] such that g(1)— g(0) = ¢(#)(1 —0), with

g() =9 f(y )Y (1) = X, %f (r ()i — ki /M) V 1 €
[0, 1]. Finally, noting that |r; — k;/M;| < 1/M; < ¢; Vi and

[0:f (v D] < 119:f 0o, 10,17¢, We have

d
IFF) = FEE < D €illdif oo Y7 € 10,11 (B61)

i=1

. - d
In particular, || f — flloo 0,110 < D_izy €ill0if lloo,f0,13¢- u

Lemma 10. For any function f continuously defined
on [0, 1]¢ such that I flloo.f0.11¢ # O there exists an 7y =

(no.1, -..,n04) such that forall ny > no 1, ..., nq = noq,
£,y = CiVN, (B62)
with N=N; x--xN;=2"x---x2% and N =

(N1, ..., No).

Proof. The function f is continuous on [0, 1]¢ with a
nonzero value. The continuity of f and the fact that the dyadic
rational numbers are dense in [0,1] imply that there exists an
fip = (no.1, ..., noq) such that there exists an 7 € [0, 1]9 N
X;, such that f(7)#0, ie., for all ny >ng1,...,ng >
nog4, ¥ € Xz, with it = (ny, ..., ng), implying that ||f||2!1;, #*
0 with N = (2™, ...,2%) and I £1l2.10,11« # 0. The quantity
\/L]v Il f1l, 5 can be seen as a Riemann sum over a partition of

[0, 1]¢ composed of subrectangles of volume 1/N. Therefore,

Ni—+ooVi .
\LWHfHM-, ———— ||fllo.0.1¢ = [ # 0, meaning that for all

€ > 0 there exists an 7i; = (ny1, ..., n1,4) such that for all
1
n = nit,..-,Nq > nid, —€ < TN||f||2,ﬁ — 1 < €. We con-

clude the proof by setting € = L such that there exists an

fiy = (na,...,n24) such that fzor all my 2 mnpy,...,n0 2
naas |f 5 = 5N with Cy = 1/2. ]

Lemma 11. For any function f defined and continu-
ous on [0, 119 with ||fllc.f0.1¢ 7 O, there exists an 7y =
(I’l(),l, cee, no,d) such that for all n; > no1, ..
and for all € €]0, /|| flloo,0,1¢] the normalization factor

= felu can be bounded as
=5—1s)

g Z Ny

”2,]\7

2+/N 1 2+/N
\/_H < P <G \/_J (B63)
olfler 155" s), 5 ol fll, 5
which is equivalent to
ol fll, 5
s, (B64)

= 2fsin(feo/2)l, 5

with N =Ny x - x Ny =2" x---x 2%, N=(N,...,
Ny),and Cy = 7 /2.
Proof. Lemma 8 implies that there exists an 7y =

(I’l()y], ey I’loqd) such that for all ny 2}10!1, ..
and for all €9 €]0, 277/ || flloo 0,174 [s | =52 Is)1l, 3 # O, with
N =Ny, .. Ng) = (2™, ...,2™), ensuring that the quan-
tity 1/]25"2 |5)ll, v is well defined. The left inequality is
trivial using the fact that for all x > 0, sin(x) < x. For the right

inequality, consider «a €]0, ] and ¢ €]0, ch‘(‘”*“)d]. Then,
00,[0,1]

due to the fact that the function sinc : x > sin(x)/x decreases

SNy 2= N4
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on [0, 7],

2|isin(feo/2)l, 5

£l 5
< —
o SITLf )T =)/ 1S o 10,14
\/ 2ren, Y 4757 Y =)/ T o1y P
T -

S —— (B65)

sin(m — «)

Therefore, for « = 7 /2, Lemma 11 is proved. |

Lemma 12. For any function f differentiable on
[0, 119 with |[flleejo11« 70 and € >0,...,€ >0 such
that || f€lloeo.1¢ # 0, where f€ is the Walsh series de-
fined by Eq. (B44), there exists an 7y = (ng.1, ..., No.qd)
such that for all n; > ng1,...,ns = npe and for all € €

10, 7w /11 f ll oo, 10, 13¢ 15

1 1

|

|s) ||2,N

2N

2
0 -
coll £l y 1751, 5

withN =N; X -+ XNy =2" x --- x 2™ and Cy = 7 /2.
Proof. First, Lemma 8 implies that there exists an 7| =
(ny1.1,...,n14)such that for all ny > n;y,...,n4 = ny4 and
for all € €10,27/[1f oo o[, 1552 I8)ll, 5 # 0, with
N=(N,...,N;)=@",...,2"). Then f¢ is a function
defined on [0, 119 taking M = M| x --- x Mg = 2™ x -+ x
2™ different values of f on the interval Ig = I,:'l" X oo X
L= Tk /2™, (ke + 1)/2™ [ - x [ka /2™, (ka + 1)/2™],
with k; €{0,...,2" —1}Vi and m; = [log,(1/€)] + 1.
Therefore, the fact that || €|l 0.1« # O implies that there
exists an 7 € X such that f¢(7) # 0 and by setting 7y =
(no.1s-..,n04) = (max(ny i, mp), ... ,max(nl,dlmd)), we
have that for all ny > no 1, ..., na = noas 1252 Is)ll, 5 #

0 and =L ()l 5 #£0, with N=(No,...,N)) =
Q... ).

I—eif<o
| 5 Is) ||2,N

d

> €illdif llos, o1

i=1

(B66)

<

Using the subadditivity of the | - ||, g-norm, we can show
that
1 3 1
I55=219) oy 155190 s
[0 — e |5))l 5
= f—e—iféco J—e—if<o
2”T Is) ”21\7“ 57— Is) ||2,1V

Isin[(f — f*)eo/21, 5
Isin(feo/2)ll, g lIsin(fZe0/2)ll, 5
B el SR 6_0(@){

I Ll ey 2\ €

where, for the Ilast inequality, ||f||2ﬁ§«/ﬁ||f||ooyﬁ<
\/N||f||oo’[0’l]d and Lemma 11 have been used. Lemma 9

AN

(B67)

achieves the proof,

I = f lloof0.13 2C3
Ifl, 5l félh s €

<G 2N d l9:£1l (B68)
—_— 6,' i '0'111,

S el f gl felly S el

withN =N; X --- X N;=2" x---x2%and Cy = /2. R

Lemma 13. For any function f defined and continu-
ous on [0, 1] with lflloo.0.1¢ # O there exists an iy =
(no.1, . ..,n04) such that for all ny > nyy,...,n4 = ng 4 and
for all €9 €10, 7 /|| fl00,10,17¢],

& | ag1fhe
2N sy [, Wl | 24 IFI5,

withN =N} X - X Ny =2" x --- x 2™ and Cy = 7 /2.
Proof. First, Lemma 8 implies that there exists an 7y =
(I’lo,], ey no,d) such that for all n; > no.1, ..., N4 > no.d

and for all € €10, 77/l flloco.10). 552 I5)ll,,5 # O and
”f”z,N’ with N =Ny, ...,Ng) = (2™,...,2™), ensuring

that the quantities 1/[|=57% [s)[l, 5 and 1/[|f]l, g are well
defined. Using the subadditivity of the || - ||, g-norm, the in-

. (B69)

~

equality for all x real, x — sin(x) < %3, and Lemma 11,

€0 1

W[ |y ks

_ € 1
T |20sin(feo/Dlng  If Nz
_ lleof /2 = sinteof /2)ll, ¢
Isin(feo/2)ll5 5 1.f 11, 5
& 1215

= 48 [sin(feo/Dl 5l 1l 5
Coel 131l 5

24 1712

< (B70)

]

Lemma 14. For any function f continuous on [0, 174
such that || f|ls 0.1« 70 and € > 0, ..., €4 > 0 such that
||fg||oo,[0,1]d # 0 there exists a C; > 0 and there exists an rip =

(no.1, -..,n04) such that forall ny > no 1, ..., nq = noq,

1£¥l,5 = CIVN, (B71)
where ]V:(Z”I,L..,Z”d), N=N x--+-xNy;, &=
(€1,...,€4), and f€ is the Walsh series of f defined in
Eq. (B44).

Proof. Let us define, for all ie{l,...,d}, m =
[log,(1/€;)] +1 and M; = 2™. In addition, ||f€||oo’[0’1]d #*
0 implies that there exists an 7 € Aj; such that fé(7) =
f(#)#0. Then ||fg||2M = |fll, 7 #0. As shown in the
proof of Lemma 8, there exists an fig = (no.1, - . -, No.q) such
that for all n; > no1,...,Nq = o4, ||f||2’1\7 # 0 with N =
2™, ...,2™). Lemma 10 on f states that there existsaC; > 0
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such that for all ny > ng 1, ...,nq = noqa, Ifll, 5 = VNCi,
with N =N; x --- x N;. Let i = (ny,...,ny) be a vector
such that n; > ny;Vi. Note that if m; > n; Vi, || f¢ ||2J;, =
. d >
Ifll,5 = Civ/N. Otherwise, we have []_, \/LNﬁ||ff||2’N =
]_[?:1 ﬁllfllzﬁ, > Cy, where N/ = (N/, . .. , N))) is defined,
for all i, as N/ = N; if m; > n; and N/ = M; if m; < n;. We
conclude that there exists a C; > 0 and there exists an 7y such
that for all n; > no1s ..., Ng 2 Nog, ||f€||2N > C1+/N. |

b. Proof of Theorem 4

Let us consider n; + ---+4n,; qubits, a differentiable
function f defined on [0, 1]¢ such that l.f o017 # O,
€ €10, /Il fllso.f0.1¢], and € >0,...,€4 >0 such that
||fg||oo,[o,1](/ # 0, where f€ is the Walsh series of f defined
in Eq. (B44). The implemented quantum state after measuring
[1) for the ancillary qubit |ga) is

o T —eifie
ﬁf)eO =t f_emifeo Is),
2|5

(B72)

Is) ||2,IV

where f¢ is the Walsh series approximating f up to an error

iy €ill3if oo 0,10 (Lemma 9).

(i) Distance between the target state and the implemented
state. Let us bound the infinite norm of the difference between
the implemented quantum state [ >50 and the target quantum

state |f) = ”f” = e, f(F)IF):
|||1/ffg)60 1Moy < ”|¢f0€>60 -
— M5

Let us start to bound the first term by making the difference of
the normalization factors appear,

Ve oy + N1¥5),
(B73)

g, =1 o
J—e~ifie [—eife
- i— *‘/oeo |S> N f—e=if<o |S>
)= e 2T 9
< |——= ! - — !
f—e—iffo B ” [—e"<0 ” .
” 2 ”2,1\1 2,N
[ — e—ifie
X T |s)
oo, N
efifgfo _ e*ifAfo
e
=19 s | s
1 1
f—e-iféco T =i
” 2 ”2,N | 2 ”2N

T r?n |sm [fo (7 )60/2]|

1 1
H F—e—ifeo | ” \/N mE)l{X |Sll’1{ fO (r) - f(r )]6()/2”
7 2N
< (C2VN ||f||oo,[o,_1]d + Zélﬂa Sllso,0,1745
I 1y 516 a5 ||f||2N P

(B74)

where in the last inequality we use |sin(x)| < |x|, ”fg”oo,ﬁ <

”fE”OO,[O,]]d < [/l - and Lemmas 9, 11, and 12. Lemmas
10 and 14 imply there is a constant B > 0 depending only on
f such that

1 B
Cg\/ﬁ ”f”oo,[O,l]d + G < — (B75)

£ 1l 5115 112, 5 £z~ VN

leading to the bound on the first term

s, — |1pf)€0”oo]v\fZ€l||8f||m[Ol]d (B76)

The second term in the inequality (B73) is bounded by us-
ing the Taylor expansion of the exponential term e~ifeo =
[ —ifeo+Ri(~ifeo), with Ry (x) = 3% %, and by making
the difference of the norms appear:

T—1[I- Ri(—
e, = 1N s = ” —i L Il{j‘f): 1(—ifeo)] )
2] 19) 15,5
N .
- p
TIT
< | — il ‘Ilfl Moo 5
D)= |,y M|
IRi(—ife€0) )l i . 77

2| B 15) o

The Taylor inequality applied on the remainders of the
cosinus and sinus functions implies [|[Ri(—ifeo)ls)ll 5 <

”oo [0,1)4 + ”f ”oo [0,1}4 and using Lemmas
11 and 13,
1), = 1 oo
S 20 g
Co I/, 5 Gl )
% _#”f”oo,[o,lld + ~OlJ Woo,[0,1]¢ '
2711 611715

(B78)

Using Lemma 10 and the fact that 65 < e/ fllvo,jo.17¢» there
is a constant A > 0 depending only on f such that

1), — 1Pl < A%- (B79)
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Finally, using the norm inequality || - ||, 5 < <VN| - oo W
get
d
rse),, — 1Ny < Aco+B Y €lldif oo  (BBO)
i=1
This result implies, in terms of the infidelity 1 — F =1 —

(1Y), 1%

2
d
1-F < (AEO +BZei||a,-f||oo,[o,na) : (B81)

i=1

which
loo.t0.179)%).

(ii) Bounds on the probability of success. The probability
of measuring the ancilla qubit |g4) in state |1) with € €

10, 7 /11 fll so.10.13¢] 18

concludes that 1—F = O((¢ + Zflzl €lloif

~

_ o—ife

Py = | =)
=|——]s
2 2,N
1. (el
€
— NHm( 5 °> (B82)
2,N
The upper bound comes from the inequality sin(x) < xVx >
O,
1712 el < Mg
P(1) < : 20.10.1] °, BS3
(1) < AN 4 (B83)
where we use [f¥l,5 < VNIf¥lloy < VNIfllooy <

VNI f loo,j0.11¢- The lower bound comes from the fact the
function x +— sinc(x) = sin(x)/x decreases on [0, 7 /2]:

P(y=—>"

1 ) fg ()C)E()
sin —_—
N 2
xeX,

€ pep2

€
TNHf 15 5 (B84)

Lemma 14 implies that there exists a constant D', indepen-
dent of €, such that || f€||2 > ND'. Therefore, there exists
a constant D, 1ndependent of €0, €, and N, such that P(1) >
Deo This concludes that P(1) = O(e ).

(iii) Complexities. The protocol starts with ny + - - -
1 Hadamard gates to prepare the state |s) =

) +ng +
N Z?eX,«,lr)'
The number of single-qubit gates and CNOT gates to im-
plement the diagonal unitary operator Ufgyéo, and thus the
controlled-f]fe operator, is (o) Finally, a Hadamard
gate and phase gate are apphed on |ga) to perform the
right interference giving the target state up to an infi-
delity 1 — F = O((€0 + X0, €ill3if llow.f0.11¢)*)- The size is

omn+---+ng+——— P ) while the depth is m in-
dependent of the number of qubits. In the particular case of
n=---=ng=nand € =---=¢; = ¢, the size becomes
O(nd + éid) and the depth 0(6%,).

For any function f with values f(7#) calculable in time
Ty, the number of classical computations to compute the

Walsh coefficients of the M Walsh series of f, with M =
My, ..., My), is O(Ts(M; x --- x My)*), which is also

Ty
O )

7. Sparse Walsh series loader

The sparse Walsh series is an efficient tool to design quan-
tum circuits for quantum state preparation with particularly
small depth and size. For some real-value functions of par-
ticular interests, Fig. 3 shows that one can obtain quantum
circuits with smaller depth than the dense Walsh series loader
(Theorem 1) in order to reach the same accuracy. The problem
of finding the best sparse Walsh series which approximates
the target real-value function is called the minimax series
problem [58]. One efficient way to get a sparse Walsh series
approximating a function f is to compute the Walsh series
of f on M points as written in Eq. (A2). Then one can sort
the absolute value of the M coefficients in decreasing order
and implement the largest ones once a target infidelity is
reached. Other possible methods include threshold sampling,
data compression [58], or efficient estimation of the number
M of best Walsh coefficients [63].

Definitions. Let us consider the problem of loading to n
qubits a sparse Walsh series

fi= Zajw, (B85)
jes
with real coefficients a;, where § C {0, ...,2™ — 1}, with

no an integer such that n > ng. The sparsity of the Walsh
series is defined as the number of terms in the series, i.e.,
the cardinal of S: s = |S|. The complexity of the quantum
circuit implementing a sparse Walsh series depends directly
on a parameter k defined as the maximum Hamming weight
of the binary decomposition of the Walsh coefficient indices:
k = maxes (31, ji) with j = Y7 ji2" and j; € {0, 1}. The
parameter k is also the maximum number of qubits on which
one Walsh operator is implemented, implying that k < nyp.

Theorem 5. Let f; be a sparse Walsh series with
sparsity s and parameters ny and k as defined in
Eq. (B85) such that |fille.j0.1] 0. Then for all n >
ny and € €10, 7 /| fslloo.jo.17] there is a quantum cir-
cuit of size O(n+sk) and depth O(sk) which, us-
ing one ancﬂlary qubit, implements the quantum state
lfs) = ATy fs”ZN > vex, fs()|x) with a probability of success
P(1) = ®(e§) and infidelity 1 — eg

We now consider a function f approxnnated by a sparse
Walsh series f;.

Corollary 3. Let f be a real-value function defined on
[0,1] such that || flco,0,1] 7 O and let f; be a sparse Walsh
series of sparsity s and parameters ny and k as defined in
Eq. (B85) such that || fs|leo,j0,1] 7# 0 and || f — filloo,[0,1] < €1
Then for all n > ny and for all ¢y €]0, /|| fi|loo] there is a
quantum circuit of size O(n + sk) and depth O(sk) which,
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using one ancillary qubit, implements the quantum state | f) =
W > rex, f(O)Ix) with a probability of success P(1) =
O(€3) and infidelity 1 — F < (€9 + €1)*.
The proof of this theorem and corollary is very similar to
the proof of Theorem 3. It is based on the following lemmas.
Lemma 15. For any sparse Walsh series f; of parameter n
as defined in Eq. (B85) such that || fsllco.f0.1] # O for all n >

—ifse
|' S I9) 2y # 0, with

no and for all ¢ €]0
=2"

Proof. The function f; is a sum of s Walsh functions of
order j € {0,...,2" — 1}. The Walsh function of order j is
a piecewise function taking values +1 and —1 on at most 27
different intervals Ilf = [k/2P, (k 4+ 1)/2P[, with p < ngp and
k €{0,...,27 — 1}. Therefore, the function f; is a piece-
wise function which is constant on each of the Ny = 2™
intervals [,°:

’ IIfII 1011[ |

fs(x) = fo(k/No))Vk €{0,...,Ng— 1}, Vx e [*. (B86)

The fact that || fillco,0,1] 7 O implies that there exists a
ko €1{0,...,2"™ — 1} such that for all x e I’Z’, fi(x) =
| fslloo.10.1] # O. Note that for all n > ng, &,, € X, and I,::]“ N
X, # 0. Therefore,

[ — e-ifseo Z sin?[ f;(x)eo/2]

N

2,N | *€Xn

3 sin®[f;(x)eo/2]

>
10X, N
\xe o
S sin(l fslloo,10.11€0/ )_ (B87)
VN

Then 0 < ¢y < A ” 1mp11es that O < || filloo.i0.17€0/2 < T

and therefore sin(|| fb||(,o [0.11€0/2) > 0. Finally, for all ¢ €

10, A ”Mm [, and for all n > ny, ||e—f°€° [s)]l2.x # 0, which
achieves the proof of Lemma 15. ]

Lemma 16. For any sparse Walsh series f; of the parameter
ngy as defined in Eq. (B85) such that || fsllco,0.1] # O, there
exists a constant C; > 0 depending only on f; and ny such
that, for all n > ny,

I fsllan = C1V/N, (B88)

with N = 2.
Proof. Note that I = [k/No, (k 4+ 1)/No[, with k€
{0,...,No— 1} and No = 2" such that [ _J}*;' I = [0, 1[,

and for alln > no, | N X,| = N/Ny, with N = 2” Then

AN
xXeX,

No—1

> WP

k=0 relnx,

Il fsll2.v

No—1

= | D IAGK/NP Y

\ k=0 xel°NA,

No—1
= | D I/(K/No)P(N/No)
N =0

= C;V/N,

(B89)

with €=V X% [fK/No)P = [ filla/vNo > 7=
I fslloo.10,17 > O. n

Lemma 17. For any sparse Walsh series f; of parameter ng
as defined in Eq. (B85) such that || fi||cc.j0,17 7 O, for all n >
no and for all €y €]0, /|| fs|l00.[0,1]] the normalization factor
can be bounded as

I_e—ifs€o
I ==—Is}2n~

2 ! <= (B90)
€0Ci = ” ife;ff‘o | ||2N = €oC1 ’
which is equivalent to
CivN
< GOV ¢ (BO1)
2||sin(fs€0/2)ll2,n
withN =2",Cy = /2, and C| = || f5ll2.nv,/+/No-

Proof. Lemma 15 implies that for all n > ng and for all
€0 €10, 27 /|| fsll o0, 110 ||I_e;f&€° |s)|l2.y # 0, with N =27,

ensuring the quantity 1/|| # |s)]l2.x is well defined. The
left inequality is trivial using the fact that sin(x) < xVx > 0
and Lemma 16. For the right inequality, consider « €]0, 7]

and ¢ €]0, II3’(TIT @) ] Then, due to the fact that the function

X > sin(x)/x is decreasmg on [0, ],

eoll fsllz.v I fsll2.v

2lsin(fyeo/2) oy \/ 2 s’ [ —a)/ [ fllsoro.n]
L, SO A o P

T (B92)
= sin(r — )’

Therefore, for « = 7 /2 and using Lemma 16, Lemma 17 is
proved. ]

Lemma 18. For any sparse Walsh series f; of the parameter
ng as defined in Eq. (B85) such that || f;|lco.0.1] # O, for all
n = no and for all €y € [0, 7 /| fsloo,10,11]5

€0 1 )
7 - < G2 /N,  (B93)
Nﬁ” "“Z’A % s) HZ’N Il fsll2.v
: _ A
with N =2"and G, = 75 AL
*12.Ny
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Proof. Using the subadditivity of the | -
inequality for all x real, x — sin(x) <

|l2,y-norm, the
2 ~ and Lemma 16,

€0 _ 1
2N | 1—&”% ) |, Mol

_ €0 1

~20sin(fe0/Dlon I fsllon

_ lleofe/2 = sin(eofs/D)llay
Isin(fse0/2) ln Il fill2.

< & £ 112,
= 48 |Isin(fieo/2) o | fsllow
Coeo (AP )
= G2 /VN, (B94)
S 1£513 0
with G, = QW% yng o) = 772 n
27 KBy, 0=/

a. Proof of Theorem 5

Let us consider f; =}, sa;w; a sparse Walsh series of
the parameters s, ny, and k. The quantum state implemented
by the sparse WSL is

i_ e —ifse
Wff;) f (B95)
2| e Hz
with  fi =3 oy W] and 1) = 7= Yeex,

fi@l). A

First, we can expand the term e /€ =J—; ﬁeo +
Ri(—i ﬁeo), where R, is the remainder of the Taylor series of
the exponential function. Then

M¥s) e, — 1) loon
||R1(—lfs€0) 15) [l 00,10, 17
2| = s |,

€0 \/N

2=t g |, Islaw

I Asls) loon-  (BI6)

I

The first term can be bounded using the remainders of
the cosinus and sinus functions ||R;(—ifs€0)|s)|lco.i0.17€0) || <

[ Reos (f:€0)15) oo, 10,17 + I Rsin(fs€0)18) o001, and using the
Taylor inequality, we have

A 6(% HJ? ”oo,[(). 1]
IReos (Freo)lsh 0. € —— B (B97)
and
3 3
A |7
1Rsin(fr€0) 15} llow.10.11 < #[O” (BOS)

Therefore, using Lemma 17, there exists a C > 0 such that

IRy (—ifs€0) 9)llooo1 _ - €0

B ), WV

(B99)

Then, using Lemma 18, the second term is bounded as

€0 \/N PN
[_e—ifseo - ”f I ”leS)”oo,N
2| =5 s |, Wallzw
€
< Gl fillsoto.n/vVN < C/«/_%/’ (B100)

with C’ > 0. Therefore, there exists a C” > 0 such that for all
n 2 ng and for all €y € [0, 7w /|| fsloo,i0,17],

M), — 1) lan < Ceo.

Finally, we have 1 — F = 0(63).
In the case where the sparse Walsh series f; approximates
a given function f up to an accuracy €; such that

If = filloo,f0,11 < €1,

the quantum state |1pr)EO
state | ) up to an error O((€gp + € )?) in terms of infidelity,

(B101)

(B102)

approximates the target quantum

L) @
W= oo = ||fs||2N £l
s - f||oo,[o,1, |
< N B }
1l ||f||z,N ol |1/ leet0
€1 ”f_fv”Z,N
S Tl T Tl 1220
<Ga/VN. (B103)

with G3 > 0. Therefore, [[[¥4,), — [f)llon = O(€o + €1) and
the infidelity between |1//fs)60 and |f) is 1 — F = O((eg +
€1)%). The probability of success is bounded as in Theorem
4: P(1) = @(eg). The complexity to load an (s, &, ng)-sparse
Walsh series is given by the implementation of s controlled
Walsh operators. Each of them is composed of at worst 2k
Toffoli gates and one controlled-R; gates making the depth
O(sk) and the size O(n + sk) with the n dependence due to
the n + 1 initial Hadamard gates.

APPENDIX C: AMPLITUDE AMPLIFICATION

The Walsh series loader is based on a repeat-until-success
scheme with a probability of success P(1) = @(eg). It is
possible to reach P(1) = O(1) by performing an ampli-
tude amplification scheme [69] at the cost of modifying
the size to O(n log(n)4 log(1/€p)/€o + 1/€per) and the depth
to O(log(n) log(1/€y)/€y + 1/€per) or, using one additional
ancilla qubit (borrowed or zeroed), to a size O(n log(n)4 /€0 +
1/€pe1) and a depth O(log(n)? /€y + 1/€o€1). The total time is
reduced by a quadratic factor with respect to the parameter €,
but the size and depth of the associated quantum circuits are
larger. In particular, it makes the depth of the WSL dependent
on the number of qubits 7.

The amplitude amplification scheme on n + 1 qubits con-
sists of implementing k times the operator Uy, = —Ul/; Up with
the two unitaries

Uy =1-21y3) (Y], (C1)

Up=1-2P, (C2)
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where  [ys) = BES0 5)j0) — i EE R0 ), P=
IApOSmOH ®|ga=1){ga =1| is the projector on the
target subspace, and I= IAposmon ®16 is the identity
on the n+ 1 qubits. The operator Uv, can be simply
rewritten as a product of the operator U; defined as
Us = (PH ® I")(controlled-Upe ) (H®" D), with Py =
((lJ Bi) such that Us |0) = |/3), and an n anticontrolled Pauli
Z gate A,(—Z) which applies a phase —1 only if all qubits
are in state |0):

Uy = UsA,(=2)U;. (C3)

The operator Us is composed of n+ 1 Hadamard gates,
a phase gate, and the diagonal unitary controlled-Uy«

operator, which is implemented with a quantum circuit of size
and depth O(1/€;). The A,,(—Z) unitary can be implemented
using a quantum circuit of size O(nlog(n)*) and polylogarith-
mic depth O(log(n)?) using one zeroed or borrowed ancilla
[70]. The second unitary Up simply corresponds to a Pauli Z
gate applied on the ancilla qubit |g4).

Let us define the positive parameter 8 such that sin(6) =
||¢ [s)|l2.v = ©(ep) (Appendix B 3b). We need to ap-
ply the operator Ut’;t with k = |7 /46| in order to get P(1) =
O(1) [69]. Finally, we can show 6 = ®(€p) from sin(f) =
O(ep), implying that k = ®(1/€y). Therefore, the WSL
scheme using amplitude amplification has an overall size
O([nlog(n)* + 1/€11/€) and depth O([log(n)® + 1/€11/€o)
using one additional ancilla qubit.
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