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Theory of parametric resonance for discrete time crystals in fully connected spin-cavity systems
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We pinpoint the conditions necessary for discrete time crystal (DTC) formation in fully connected spin-cavity
systems from the perspective of parametric resonance by mapping these systems onto oscillatorlike models. We
elucidate the role of nonlinearity and dissipation by mapping the periodically driven open Dicke model onto
effective linear and nonlinear oscillator models, while we analyze the effect of global symmetry breaking using
the Lipkin-Meshkov-Glick model with tunable anisotropy. We show that the system’s nonlinearity restrains the
dynamics from becoming unbounded when driven resonantly. On the other hand, dissipation keeps the oscillation
amplitude of the period-doubling instability fixed, which is a key feature of DTCs. The presence of global
symmetry breaking in the absence of driving is found to be crucial in the parametric resonant activation of
period-doubling response. We provide analytic predictions for the resonant frequencies and amplitudes leading
to DTC formation for both systems using their respective oscillator models.
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I. INTRODUCTION

The emergence and stability of pattern formation is a ques-
tion of fundamental importance due to its ubiquity in multiple
systems across all scales. While spatial order can appear in
equilibrium, it can also be induced in resonantly driven sys-
tems [1]. Such driving creates parametric instabilities that
manifest as an exponential growth of the system’s nonzero
momentum modes, leading to the formation of crystalline
[1,2] and quasicrystalline structures [2]. Spatial order due to
parametric instabilities has been observed in both classical
fluids [3–5] and quantum fluids such as Bose-Einstein con-
densates [6–11].

Analogous to spatial order, a system can also achieve
temporal order by spontaneously breaking its time-translation
symmetry. Since its conception [12], time crystals have been
explored both theoretically and experimentally in multiple
platforms, ranging from spin systems [13–27], bosonic sys-
tems [28–38], superconductors [39–41], and particles bounc-
ing in oscillating mirrors [42,43]. Unlike their spatial counter-
parts, however, this dynamical phase can only occur outside of
equilibrium [44], and thus they require a continuous input of
energy to emerge. A system can enter a time crystalline phase
by introducing a constant drive [23,24,26,27,32–38,45,46]
or by periodic driving. The latter scenario results in a
discrete time crystal (DTC), which manifests as a subhar-
monic oscillation of an order parameter. While in general
DTCs do not require any additional global symmetry break-
ing [47,48], resonantly driven systems with Zn symmetry
can simultaneously break their time-translation and global
symmetry, leading to subharmonic oscillations between the
system’s static symmetry-broken states [13,16,20,30,49,50].
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This apparent connection between DTCs and the symmetry-
broken states invites the question about the role that global
symmetry breaking plays in the emergence of DTCs in certain
systems.

Multiple works in various systems suggest an intimate
connection and correspondence between DTCs in spin-cavity
systems and the subharmonic response in parametric oscilla-
tors, similar in spirit to how parametric instabilities lead to
spatial order [30,49,51–55]. A rigorous mathematical corre-
spondence has only been shown in the fully connected spins
interacting via photons in a single lossy cavity mode when the
Dicke model (DM) is mapped onto a linear oscillator model
(LOM) [49]. However, owing to the linearity of the LOM [56],
unbounded dynamics for resonant driving prevent any further
analysis of the precise conditions that lead to the emergence
of DTCs in driven-dissipative systems. This limitation also
restricts what can be known about the role of nonlinearity in
the onset of DTCs, which is typically assumed to be present
in the mean-field limit of interacting systems hosting DTCs.

Motivated by works on classical time crystals in the cou-
pled nonlinear oscillator model (NOM) [57–60], we extend
the correspondence of DTCs to parametric resonances by
mapping a generic spin-cavity system shown in Fig. 1(a) to
an effective NOM [cf. Fig. 1(b)]. This mapping allows us to
elucidate the role of nonlinearity and dissipation on the onset
and stability of DTCs. As a test bed, we map the periodi-
cally driven DM [54,61,62] onto both the LOM and NOM
and check how nonlinearity and dissipation affect its dynam-
ics. We demonstrate in Figs. 1(c) and 1(d) that the effective
nonlinearity due to the spin-cavity and spin-spin interaction
prevents the system’s dynamics from becoming unbounded,
allowing for more dynamical phases in the parametric insta-
bility regions where the LOM breaks down. Meanwhile, the
dissipation allows the system to enter a clean period-doubling
response in finite time, a key feature of DTCs observed in
open DMs [30,49]. Since our focus is on the period-doubling
response with constant amplitude of oscillations as predicted
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FIG. 1. (a) Sketch of a generic fully connected spin-cavity sys-
tem, where the N two-level systems are represented by a single
collective spin. (b) Sketch of the effective parametric oscillator
model of a spin-cavity system. Exemplary dynamics of the LOM,
NOM, and DM are shown for (c) κ = 0 and {ωd , A} = {0.6ω, 0.1}
and (d) κ = 0.5ω and {ωd , A} = {0.8ω, 0.5}, with g0 = 0.9gc. (e)
Sketch of the periodically driven open LMG model. Exemplary
dynamics of the open LMG are shown for different (f) spin
dissipation strengths and (g) anisotropies. The remaining parame-
ters are set to (f) {λ0/ω0, A, ωd/ω0, γ } = {0.8, 0.2, 1.8, 0} and (g)
{�/ω0, λ0/ω0, A} = {0.01, 0.8, 0.5} with ωd ≈ 2�0.

in Ref. [21] and then later observed in Ref. [30], we will use
the term DTC to exclusively refer to such a phase in this work.

To explore the role of the global symmetry breaking which
is always present in the DM due to its superradiant phase
transition [61,62], we also examine the dynamics of a pe-
riodically driven open Lipkin-Meshkov-Glick (LMG) model
with tunable anisotropy [63], as schematically represented in
Fig. 1(e). In this system, the anisotropy in the spin interaction
controls the separation between the symmetry-broken states at
strong interaction strength [63], therefore allowing a system-
atic study of the role of global symmetry breaking in the onset
of DTCs. Unlike previous studies focusing only on the closed
LMG for γ = 0 [13,20,55], which can be obtained from the
DM after adiabatically eliminating the photonic mode in the
bad cavity limit, where the cavity dissipation strength ap-
proaches infinity, we include not only a tunable anisotropy
but also dissipation through global spin decay. We show in
Fig. 1(f) that spin dissipation allows for the DTC formation
in the LMG model, similar to the open DM. On the other
hand, we observe that the DTC response amplitude vanishes
in the isotropic limit γ = 1, coinciding with the limit where
the system does not break its Z2 symmetry even for large spin
coupling strength λ, as shown in Fig. 1(g). Thus, our results
establish the conditions needed to form stable DTCs via para-
metric resonance in fully connected spin-cavity systems.

The paper is structured as follows. In Sec. II we introduce
the open DM and its mapping to effective oscillator models.
We demonstrate here how the interplay of nonlinearity and
dissipation modifies the phase diagram of the DM’s effec-
tive oscillator models and how these lead to stable DTCs. In
Sec. III we introduce the open LMG model and derive its
steady states for different anisotropy values. We also show
how the anisotropy is linked with Z2 symmetry breaking and
present its role in the DTC formation in the LMG model. We
provide a summary and possible extensions of our work in
Sec. IV.

II. OPEN DICKE MODEL

We first consider the open DM described by the Lindblad
master equation [62]

∂t ρ̂ = −i

[
ĤDM

h̄
, ρ

]
+ κ (2âρ̂â† − {â†â, ρ̂}), (1)

where

ĤDM

h̄
= ωâ†â + ω0Ĵz + 2g√

N
(â + â†)Ĵx. (2)

The open DM describes the interaction between N two-level
systems, represented by the collective spin operators Ĵx,y,z and
a single lossy cavity with dissipation strength κ , represented
by the bosonic annihilation (creation) operator â (â†) [62].
The photonic and atomic transition frequencies are ω and ω0,
respectively, while g is the light-matter coupling.

In equilibrium, the open DM has two phases: the normal
phase (NP) and the superradiant (SR) phase [62]. The NP is
characterized by a fully polarized collective spin in the −z
direction and a cavity in a vacuum state. The SR phase, on
the other hand, is associated with the global Z2 symmetry
breaking of the system manifesting in the nonzero photon
number in the cavity and finite-x component in the collective
spins. The critical point [62]

gc = 1

2

√
ω0

ω
(κ2 + ω2) (3)

separates these two phases. The open DM also exhibits a DTC
phase when the light-matter coupling is periodically driven
[30,49,55]. Here we consider a periodic driving of the form

g(t ) = g0[1 + A sin(ωdt )], (4)

where g0 is the static light-matter coupling, A is the driving
amplitude, and ωd is the driving frequency. In the following,
we consider ω = ω0 and g0 = 0.9gc.

Following the mean-field approach, which is exact for the
DM in the thermodynamic limit N → ∞ [64], we assume that
quantum fluctuations are negligible so that 〈ÂB̂〉 ≈ 〈Â〉〈B̂〉.
This allows us to treat the cavity mode as a complex number
a = 〈â〉 and the collective spin components as real numbers
Jx,y,z = 〈Ĵx,y,z〉. Finally, the system will be initialized close to
the steady state of the NP [62],

a = ε, (5a)

Jx = −ε
√

N, Jy = 0, Jz = −N

2

√
1 − 4ε2

N
, (5b)
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where ε is a perturbation set to ε = 0.01. In a moment, we
will show that this is similar to setting the initial states of the
effective oscillator model at its stable fixed point when A = 0.

A. Effective oscillator models

To reduce the open DM into an effective oscillator
model (OM), we use the Holstein-Primakoff representation
[61,65–67]

Ĵz = b̂†b̂ − N

2
, Ĵ− = Ĵ†

+ =
√

N

√
1 − b̂†b̂

N
b̂ (6)

to convert the collective spin operators into a bosonic operator
associated with the atomic excitation of the system and take
the thermodynamic limit. In this limit, we can expand the
operator F̂ =

√
1 − b̂†b̂/N , using its Taylor series expansion√

1 − b̂†b̂

N
≈ 1 − 1

2

b̂†b

N
− 1

8

(
b̂†b

N

)2

− · · · , (7)

and truncate it up to an arbitrary term depending on the
accuracy needed. For our case, we consider both the zeroth-
order truncation F̂ (0) = 1 and the first-order truncation F̂ (1) =
1 − b̂†b̂/2N of F̂ . Substituting F̂ (0) in Eqs. (6) and (2), we
retrieve the effective LOM of the closed DM [61],

ĤLOM

h̄
= ωâ†â + ω0b̂†b̂ + g(t )(â† + â)(b̂ + b̂†). (8)

Meanwhile, substituting F̂ (1) leads to a NOM of the form

ĤNOM

h̄
= ĤLOM

h̄
− g(t )

2N
(â + â†)(b̂†b̂b̂ + b̂†b̂†b̂), (9)

where the nonlinearity appears as a perturbation in the original
LOM Hamiltonian. Note that the approximation for the two
models is only valid in the NP, where both the cavity and
atomic modes do not have any macroscopic occupations [61].
Given this constraint, we restrict our attention to g0 < gc so
that the system remains in the NP at the initial time ti = 0. We
also consider the mean-field dynamics of both the LOM and
the NOM such that we can treat both atom and cavity modes
as complex numbers, i.e., a ≡ 〈â〉 and b ≡ 〈b̂〉 with a, b ∈ C.

We initialize the two OMs near their stable fixed point in
the undriven case a0 = −b0 = ε. In terms of the collective
spin components, this corresponds to setting the initial states
to Eq. (5b) since in the thermodynamic limit Jx ≈ √

NRe(b)
and Jy ≈ √

NIm(b), assuming F̂ ≈ F̂ (0). Note that so long
as ε is small, the system should remain close to the steady
state of the NP at ti = 0ω−1. We then numerically integrate
the equations of motions of the LOM and the NOM, given by
Eqs. (B2) and (B6), respectively, in Appendix B, using the
fourth-order Runge-Kutta algorithm. Note that we will use
the same integration scheme to probe the dynamics of the
LMG model in the latter part of this paper. To capture the
experimentally accessible long-time behavior of the system,
we set the final time of the simulation to t f = 1000 ω−1.
We present in Figs. 1(c) and 1(d) the exemplary resonant
dynamics of the Jx of the LOM, NOM, and DM for κ = 0 and
κ = 0.5 ω, respectively. We can see that for both values of κ ,
the dynamics of the LOM can be characterized by a period-
doubled oscillation with an exponentially growing amplitude.

As we introduce nonlinearity in the OM, the dynamics of the
oscillators become bounded as seen in the behavior of Jx. In
particular, for κ = 0, we observe a beating oscillation in both
the NOM and DM. On the other hand, the response amplitude
approaches a constant value in the long-time limit when κ

becomes nonzero. These results highlight the capability of the
NOM to predict the qualitative behavior of the dynamics of
the DM initialized in the NP. In particular, the mere inclusion
of the first nonlinear term of F̂ already provides a good ap-
proximation of the DM’s dynamics. This result remains true
for all values of driving amplitude considered in the main text,
i.e., from A = 0 to A = 1, as we demonstrate in Appendix A.
Finally, note that for the given parameters in Fig. 1(d), the dy-
namics of Jx for both the NOM and DM is a period-doubling
instability; hence we classify them as DTCs.

To map out the values of ωd and A where the OM enters
the DTC phase, we construct the ωd -A phase diagram of
both the LOM and the NOM. We first classify the dynamics
of the oscillator models as bounded or unbounded (UB) by
calculating the maximum response amplitude max{Jx}/N . If
max{Jx}/N � 10−3, the system is in the NP, while the dy-
namics is UB if it exceeds the physically allowed maximum
value of a spin component max{Jx}/N > 1. For dynamics
with intermediate values of max{Jx}/N , we further distinguish
the DTC phase corresponding to a constant-amplitude sub-
harmonic oscillation from other nontrivial dynamics by first
calculating the time-averaged decorrelator [17,28]

d2 = 1

Nstep

t f∑
t=ti

n∑
i

[∣∣Oo
i (t )

∣∣2 − ∣∣Op
i (t )

∣∣2]2
, (10)

where Nstep is the number of steps from the initial to the final
time of the simulation. The order parameters Oo

i and Op
i track

the system’s original and perturbed dynamics initialized near
a0 and b0, respectively. Equation (10) measures the deviation
of two initially close dynamics as t → ∞ [17,28]. A value of
d2 
 1 implies that the two dynamics converge in the long-
time limit and thus the system’s dynamics is nonchaotic. Here
we consider OO,P

1 = Jx/N and OO,P
2 = 2 Re(a)/

√
N as our

order parameters and initialize the perturbed dynamics to ap
0 =

a0 + δ and bp
0 = b0 + δ, with δ = 10−6. We then identify the

clean oscillations with constant amplitude by calculating the
standard deviation of the amplitude envelope of Jx/N , σamp.
We also take the Fourier transform of Jx within the time win-
dow t = t f − 10T to t = t f , with T the driving period. The
system’s dynamics is a DTC if σamp 
 1, and the response
frequency associated with the highest peak of its frequency
spectrum is ωd/n, where n � 2 is integer valued.

We present in Figs. 2(a) and 2(b) the LOM phase diagram
for κ = 0 and κ = 0.5ω, respectively. For both values of κ ,
the LOM has only two phases: the NP and the UB dynamics
lying in the resonance lobes of the system. The observed
UB dynamics are period doubled and have an exponentially
growing amplitude as shown in Figs. 1(c) and 1(d). This is
consistent with the results for parametrically driven linear
oscillators [56] and the effective LOM of the Dicke model
[49,54]. Meanwhile, we demonstrate in Figs. 2(c) and 2(d)
that by the simple inclusion of the first nonlinear term in
the expansion of F̂ , we get a richer phase diagram for the
NOM for κ = 0 and κ = 0.5 ω, respectively. In particular, for
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FIG. 2. The ωd -A phase diagram of the LOM for (a) κ = 0 and
(b) κ = 0.5ω. Phase diagram of the NOM for (c) κ = 0 and (d) κ =
0.5ω. The diamond (star) corresponds to the exemplary dynamics of
the closed (open) OMs shown in Fig. 1(b) [Fig. 1(c)]. The remaining
parameter is set to g0 = 0.9gc.

κ = 0, the regions containing UB dynamics are replaced by
bounded dynamical phases, all of which are non-DTC phases.
As we introduce dissipation, the 2T -DTC starts to appear in
the NOM phase diagram, with the dynamical phase being
more prominent in the largest resonant lobe of the system.
As shown in Fig. 1(d), the 2T -DTC phase manifests as a
constant-amplitude period-doubling response that is stable in
the long-time limit. We also observe higher-order (HO) DTCs
at small values of ωd and A. They correspond to subharmonic
oscillations with a response period greater than 2T .

Our results in Figs. 1(c), 1(d), 2(c), and 2(d) highlight
two of the main conclusions of this work: For DTCs to form
in a fully connected spin-cavity system in the mean-field
level, the system must have an effective nonlinearity coming
from either the spin-cavity or spin-spin interaction, and a

dissipation channel. The effective nonlinearity due to the
interaction prevents the system from becoming unbounded
when driven at parametric resonance, while the dissipation
allows the amplitude of the system’s dynamics to approach
a constant value at a finite time. Without both, resonant
parametric driving would only lead to either unbounded, and
therefore unphysical, dynamics or a non-DTC phase.

B. Parametric resonances of the OM

Given that the DTCs only emerge when dissipation is
present in the system, it is natural to ask how varying κ alters
the phase diagram of the NOM. We show in Figs. 3(a)–3(d)
the ωd -A phase diagram of the NOM for different values of
κ . We can see that the largest resonance lobe shifts towards
increasing ωd as κ increases. It then saturates at a constant
value at larger κ , as further highlighted in Fig. 3(e), where
we plot the resonant frequency ωr corresponding to the ωd

where the tip of the largest lobe lies. We also observe that the
minimum resonant amplitude Ar of the largest lobe increases
with κ , leading to the shrinking of DTC regions in the phase
diagram for our given range of ωd and A. This behavior
implies that for finite dissipation strength, the system would
require a stronger drive to enter the DTC phase even when it
is driven at ωr , consistent with the expected behavior of dis-
sipative parametric oscillators [56]. Notice, however, that this
remains true only until κ = 1.0ω, where Ar is at its maximum,
as further highlighted in Fig. 3(f). Beyond that, the largest lobe
starts to approach A = 0 again as κ → ∞, increasing its area
as well.

To understand the behavior of ωr and Ar , we analytically
derive the ωr of the open NOM by calculating its eigenfre-
quencies � and observe how it changes as we vary κ . The
resonant frequency associated with the largest resonance lobe,
which we now refer to as the primary resonance, is related
to � through the simple relation ωr = 2� [56]. Without loss
of generality, we will assume that the LOM and the NOM

(a) (b) (c) (d)(e)

(f)

Upper Polariton Mode Lower Polariton Mode
(g)

(h)

(a)(a) (b)(b) (c)(c) (d)(d)(e)(e)

((f)ff

Upper Polariton Mode Lower Polariton Mode
(g))

(h)))

Ω−(t) Ω+(t)

Ωκ ≫ω(t)

(i) (j)

κ κ

(a) (b) (c) (d)

NP 2T-DTC HO-DTC Non-DTC

FIG. 3. (a)–(d) Phase diagram of the NOM for increasing values of dissipation strength. The values of κ considered are κ =
{0.1ω, 1.0ω, 2.0ω, 20ω}. Trends of the simulated (e) resonant frequency and (f) minimum resonant amplitude are plotted as a function of
κ . In (e) the solid lines correspond to the lower polariton frequency 2�−, while in (f) they correspond to the analytic expression of Ar derived
in Ref. [68]. The phase diagrams in (a)–(d) are identified in (e) and (f) using the gray dashed lines. (g) Real and (h) imaginary components of
the eigenmodes of the open LOM as a function of κ . The black solid line corresponds to κ ′

c, while the dashed line represents κ ′′
c . (i)-(j) The

effective oscillator picture of the polariton modes is sketched for (i) κ < κ ′
c and (j) κ � κ ′′

c . The remaining parameter is set to g0 = 0.9gc.
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have the same ωr and Ar . This assumption is supported by
the phase diagrams in Fig. 2, where the shape of the resonant
lobes for the LOM are identical to those of the NOM for both
κ considered. As such, let us now consider the equations of
motion for the LOM in terms of the pseudoposition variables
x and y (see Appendix B for details),

ẍ + 2κ ẋ = −(ω2 + κ2)x − 2gωy, (11a)

ÿ = −2gωx − ω2y. (11b)

Under the series of transformations detailed in Appendix C 1,
the equations of motion for the LOM can be diagonalized into
two uncoupled oscillators of the form

Ẍ + �2
±(t )X = 0, (12)

where

�2
±(t ) = ω2 − κ2

4

± ω
√

g′2(ω2 + κ2) − κ2
√

1 + δA sin(ωdt ) (13)

is the periodically driven polariton frequencies, g′ = g0/gc,
and

δ = g′2(κ2 + ω2)

g′2(κ2 + ω2) − κ2
. (14)

Restricting our attention to the lower polariton frequency
�−(t ), we assume that A 
 1, so �−(t ) can be approximated
as

�2
−(t ) ≈ �2

− ± 2δA sin(ωdt ), (15)

where

�− =
(

ω2 − κ2

4
− ω

√
g′2(ω2 + κ2) − κ2

)1/2

(16)

is the static lower polariton frequency. Immediately, we see
that ωr = 2 Re(�−). As we demonstrate in Fig. 3(e), the an-
alytic ωr is in good agreement with the numerical ωr for the
limits κ → 0 and κ → ∞. For finite values of κ , we observe a
large deviation between the numerical and analytical ωr , with
the analytical ωr dropping to zero.

To see where this deviation comes from, we plot in
Figs. 3(g) and 3(h) the real and imaginary components of the
complete eigenmodes of the open LOM, ε±, respectively, as
a function of κ . The real component of ε− (ε+) corresponds
to the effective dissipation experienced by the lower (upper)
polariton mode, while Im(ε±) = Re(�±). Notice that within
the interval κ ′

c � κ � κ ′′
c , where

κ ′
c = 2ω(2g′2 − 1 − g′√4g′2 − 3)1/2 (17)

and

κ ′′
c = ω√

1/g′2 − 1
(18)

are the critical values of κ highlighted by the solid and dashed
lines, respectively, in Figs. 3(g) and 3(h), Im(ε−) drops to
zero, consistent with our result in Fig. 3(e). The contribu-
tion of the lower polariton frequency is then converted to an
effective dissipation, turning the NOM into an overdamped
oscillator. As a result, the approximation done in Eq. (15)

breaks down and the lower polariton mode becomes effec-
tively driven by a nonlinear drive. This explains the sudden
increase of the simulated ωr after passing κ ′

c and its saturation
at a constant value while the analytical ωr is zero. Finally,
as κ > κ ′′

c , Re(�−) becomes nonzero again and begins to
approach the frequency

Re(�−) = �κ�ω = ω
√

1 − g′2, κ � ω, (19)

which is consistent with the behavior of the numerical ωr for
large κ . Note that similar results were found in the dissipative
atom-only description of the DM derived in Ref. [68].

Now, unlike ωr , finding an analytic expression for Ar from
Eq. (11) is nontrivial since the multiscale analysis motivating
the approximation done in �−(t ) assumes that κ → 0 [56].
As such, the perturbative method cannot access the behavior
of the LOM in the large-κ limit. Note that this problem can be
generally resolved using the classical Floquet theory, where
both ωr and Ar can be obtained from the eigenvalues of the
LOM’s infinite-dimensional Hill matrix [56,60]. In Ref. [68]
an alternative method for solving Ar was proposed by con-
structing an effective dissipative spin model for the open DM,
leading to an OM that can be driven resonantly at a frequency
ωd,R = 2�κ�ω. At the same time, its resonant amplitude is
given by

Ar = 2�κ�ω

κ

ω2 + κ2
. (20)

In Fig. 3(f) we plot the numerical Ar of the NOM and Eq. (20)
and find excellent agreement between the two. This result
implies that there is a value of κ where we get the least amount
of DTC in the phase diagram due to the large Ar needed to
enter the DTC phase. We infer this value of κ by maximizing
Eq. (20), giving us κmax = 1.0ω. Beyond κmax, both the LOM
and the NOM will have low Ar and thus a larger region in the
phase diagram with DTCs.

We finally conclude our analysis of the open Dicke model
by noting that as the system approaches the bad cavity limit,
the area of the non-DTC regions in the phase diagram steadily
increases together with κ . This behavior, together with Ar →
0 as κ → ∞, is similar to what we observe when we ap-
proach the closed limit κ → 0. We can understand this by
considering the effective oscillator picture of the polariton
modes for different dissipation strengths, which we infer from
the behavior of Re(ε±) and Im(ε±) shown in Figs. 3(g) and
3(h), respectively. For weak dissipation strength κ < κ ′

c, the
polariton modes are identified by their distinct frequencies
and experience the same linear dissipation strength. As such,
we can model them as two uncoupled parametric oscillators
with weak damping, as illustrated in Fig. 3(i). On the other
hand, the polariton frequencies are degenerate for large dis-
sipation strength κ > κ ′′

c . Additionally, the upper branches of
the eigenmodes, εU

±, become nondissipative, with Re(εU
±) →

0, while the lower branches return to a linear damping. As
a result, only the upper branches become excited when the
open NOM is driven resonantly, while the large dissipation
suppresses the lower branches. Thus, the NOM can be treated
as a single oscillator with negligible dissipation in the bad
cavity limit, which we schematically represent in Fig. 3(j).

042212-5



JARA JR., SALINEL, AND COSME PHYSICAL REVIEW A 109, 042212 (2024)

III. OPEN LIPKIN-MESHKOV-GLICK MODEL

Using the LMG model, we now explore the connection
between the presence of global symmetry breaking in the un-
driven limit of the system and emergence of a time crystalline
response via parametric resonance. Recall that adiabatic elim-
ination of the cavity mode in Eq. (2) leads to the effective
Dicke Hamiltonian in the bad cavity limit as [63]

Ĥκ→∞
h̄

= ω0Ĵz − 4g2

Nω
Ĵ2

x . (21)

This closely resembles the anisotropic case of the general
LMG model, defined by the Hamiltonian [63,69,70]

ĤLMG

h̄
= ω0Ĵz − λ

N

(
Ĵ2

x + γ Ĵ2
y

)
, (22)

which describes a set of N spin-1/2 particles experiencing
infinite-range interaction with strength λ, with γ ∈ [−1, 1] a
dimensionless anisotropy parameter. Unlike the DM, we show
that the global Z2 symmetry breaking in the general LMG
model can be turned off by tuning the anisotropy parame-
ter. This then allows us to systematically study the role of
global symmetry in the onset and stability of DTCs in fully
connected spin-cavity systems.

In this work we follow the formalism used in Ref. [63] and
consider an open LMG model in the context of a ring-cavity-
QED setup. Such a system can be described by a generalized
Lindblad master equation of the form

∂t ρ̂ = −i

[
ĤLMG

h̄
, ρ

]
+

∑
k

�k

N

(
X̂k ρ̂X̂ †

k − 1

2
{X̂ †

k X̂k, ρ̂}
)

,

(23)

where �k is the dissipation rate due to channel k and X̂k =
αk Ĵ+ + βk Ĵ− is an operator that depends on γ (αk, βk ∈
[−1, 1]). This dependence raises the need to specify X̂k

for different anisotropy parameter values and therefore re-
quires multiple master equations to describe different γ cases
[63,70]. The above-mentioned restriction has limited the ex-
ploration of the Z2-symmetry-breaking behavior to the γ = 0
case in previous studies.

In the mean-field level, two phases have been shown to
exist in the LMG model for γ = 0: the normal phase, which
corresponds to the collective spin relaxing towards the lowest-
energy configuration 〈Ĵx〉 = 0, and the symmetry-broken (SB)
phase, where the collective spin relaxes away from the lowest-
energy state 〈Ĵx〉 
= 0. The latter is a counterpart to the SR
phase of the DM in that both phases constitute a broken
Z2 symmetry in the system. As mentioned earlier, the DM
reduces to the γ = 0 LMG model in the bad cavity limit,
pointing to the connection between the SR and SB phases.
Note that the signs of system parameters were set such
that the spin-down configuration is the lowest-energy state
of the system. As such, one can alternatively describe the
NP as having the spins fully polarized in the −z direction
(〈Ĵz〉 = −N/2) and the SB phase as having the spins polarized
at an angle relative to the spin-down configuration (〈Ĵz〉 
=
−N/2), analogous to the definitions of the NP and SR phases
of the DM.

In Ref. [13] nondissipative DTCs were predicted to exist
in the γ = 0 LMG model under a kicking protocol, where
the nonergodicity of the system was exploited to produce a
period-doubling response in the spin component perpendicu-
lar to the z direction. In this paper we present an alternative
method of producing DTCs in the LMG model for arbitrary
values of γ . Specifically, under a sinusoidally driven interac-
tion parameter

λ(t ) = λ0[1 + A sin(ωdt )], (24)

we search for a clean period-doubling response in the dynam-
ics of 〈Ĵx〉, the order parameter of our system. In relation to
this, Ref. [71] explored the appearance of dynamical phases
in a closed LMG model for arbitrary γ by driving its in-
teraction parameter sinusoidally. In this work we study via
a semiclassical approach the previously unexplored effects
of dissipation and thus consider the open LMG model in
the context of dynamical phases that break time-translation
symmetry. In addition, we will also check the robustness of
the DTCs against changes in the initial conditions.

To begin our discussion of the open LMG model, we first
present a generalization of its second-order quantum phase
transitions, due to a broken Z2 symmetry in the system, for
arbitrary values of γ . Recall that the Z2 symmetry of the DM
can always be broken under certain combinations of system
parameters. This, however, is not the case for the isotropic
LMG model, as we present in the following section.

A. Global symmetry breaking

The generalized expression of the semiclassical equa-
tions of motion of the LMG model can be written as

Ẋ = −ω0Y − λγY Z + �

2
XZ, (25a)

Ẏ = ω0X + λXZ + �

2
Y Z, (25b)

Ż = −λXY + λγ XY − �

2
(X 2 + Y 2), (25c)

which is obtained by introducing the dissipation parame-
ter � > 0, related to the collective spontaneous decay of a
spin-up state to a spin-down state. We use the notation X =
2〈Ĵx〉/N , Y = 2〈Ĵy〉/N , and Z = 2〈Ĵz〉/N to simplify the spin
conservation equation

X 2 + Y 2 + Z2 = 1 (26)

due to [Ĥ, Ĵ2] = 0. A detailed derivation of Eq. (25) is pre-
sented in Appendix D.

Analytically, one can obtain two types of steady-state so-
lutions to Eq. (25), the first being the trivial Xs = Ys = 0 and
Zs = −1, which corresponds to the NP. The second solution,
corresponding to the SB phase, is given by

Xs = ± �

2�

√
�2 − ω2

0

λγ−(λ − �)
, (27a)

Ys = 2(� − λ)

�
Xs, (27b)
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FIG. 4. Global symmetry breaking in the LMG model in the (a)
γ = −1, (b) γ = 0, and (c) γ > 0 regimes, as presented in the �/ω0

vs λ/ω0 space. The black region corresponds to the NP characterized
by a steady-state solution of |X | = 0. The colored region corresponds
to the SB phase with steady-state solution of |X | 
= 0. The blue curve
represents the critical coupling strength λc.

and

Zs = −ω0

�
, (27c)

where � = (λγ+ +
√

λ2γ 2− − �2)/2 and γ± = 1 ± γ . The
critical coupling strength can be defined as the point where
the system transitions between the two phases. This curve can
be calculated analytically by setting Eq. (27c) equal to −1 and
solving for λc as

λc =

⎧⎪⎨
⎪⎩

�2

4ω0
+ ω0 for γ = 0

±
√

ω2
0γ

2−−�2γ+ω0γ+
2γ

for γ 
= 0.

(28)

In Fig. 4 we can observe these phase transitions for dif-
ferent values of γ . The initial states are set to X0 = 0, Y0 =
5×10−8, and Z0 =

√
1 − Y 2

0 , which are near but not equal to
the lowest-energy state of the system. For the remainder of the
paper, we use this set of initial states for all simulations unless
specified otherwise. The analytical λc are marked as the light
solid curves on these plots, cleanly separating the normal and
SB phase regions. Here we note that the existence of a second-
order quantum phase transition in the positive and negative
regimes of λ/ω0 only occurs when γ < 0. Observe that the
SB phase region is largest when γ = −1, which eventually
decreases in size as the anisotropy value is increased. In the
γ = 1 limit, the SB phase region disappears, indicating the
absence of Z2-symmetry breaking.

B. Effective oscillator picture

One way to explain the conservation of Z2 symmetry
in the isotropic LMG model is by mapping Eq. (22) into
the pseudo-position-momentum representation. By applying a

Ω(t)

Γ

(a) (b)

(c) (d)

FIG. 5. (a) Effective potential of the LMG Hamiltonian in
pseudo-position-momentum representation. The potential opening
upward (downward) is analogous to the system in the NP (SB phase).
(b) Sketch of effective oscillator picture of the driven LMG model.
(c) Dynamics of the undriven LMG model at {λ/ω0, �/ω0, γ } =
{0.9, 0, 0} with its (d) corresponding Fourier decomposition, where
�R is the response frequency. We have set X0 = 0 and Y0 = 5×10−2

to emphasize the oscillations in X .

Holstein-Primakoff transformation in the N → ∞ limit
(F̂ ≈ 1)

Ĵz = ĉ†ĉ − N

2
, Ĵ− = Ĵ†

+ ∼=
√

Nĉ, (29)

one can express the LMG Hamiltonian in the bosonic picture
via

ĤHP

h̄
= − λ

4
(1 − γ )[(ĉ†)2 + (ĉ)2]

+
(

ω0 − λ

2
(1 + γ )

)
ĉ†ĉ −

(
ω0N

2
+ λ

4
(1 + γ )

)
.

(30)

We then express these bosonic operators in terms of pseu-
doposition and pseudomomentum operators, i.e.,

ĉ† =
√

ω0 − λγ

2

(
x̂ − i

ω0 − λγ
p̂

)
, (31a)

ĉ =
√

ω0 − λγ

2

(
x̂ + i

ω0 − λγ
p̂

)
, (31b)

leading us to an oscillatorlike picture of the closed LMG
model described by the Hamiltonian

Ĥxp

h̄
= 1

2
[(ω0 − γ λ)(ω0 − λ)x̂2 + p̂2 − ω0(N + 1)]. (32)

An interpretation of this representation is shown in Fig. 5(a).
For (ω0 − γ λ)(ω0 − λ) > 0, we obtain an effective parabolic
potential that only admits bound states, equivalent to the sys-
tem stabilizing to the NP. However, when (ω0 − γ λ)(ω0 −
λ) < 0, this potential opens downward and now forces the
system to pick one of two possible configurations, i.e., Z2-
symmetry breaking. This latter condition can be satisfied for
certain combinations of ω0 and λ for all but the γ = 1 case, in
which (ω0 − λ)2 ≮ 0.
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FIG. 6. Bloch sphere dynamics of (a) NP, (b) SB, and (c) 2T -DTC phases, respectively. The blue (yellow) trajectories mark the dynamics
due to an initial state marked by the green (red) dots. These dynamics are observed in the parameter regions (a) {λ/ω0, �/ω0} = {0.75, 0.03},
(b) {λ/ω0, �/ω0} = {1.25, 0.03}, and (c) {λ0/ω0, �/ω0, A, 2ωd/ω0} = {0.8, 0.1, 0.5, 1.7}. (d) Phase diagrams of the driven LMG model at
varying dissipation and initial interaction strengths. (e) Oscillation envelopes of X at varying dissipation strengths for {λ0/ω0, A, 2ωd/ω0} =
{0.95, 0.15, 0.9}. All results are for the γ = 0 case.

As a precursor to the discussion in the following section,
we also derive the parametric oscillator picture of the LMG
model. This can be obtained by calculating the equations of
motion of the LMG model in the x-p representation under
a parametric drive given by Eq. (24). Using Eq. (30) and
〈ĉ〉 = c, one obtains the time evolution of the bosonic oper-
ators as

ċ = i

2
λ(t )(1 − γ )c∗ − i

(
ω0 − λ(t )

2
(1 + γ )

)
c − �

2
c. (33)

Following Eq. (31), this can be mapped to the pseudoposition
representation as

ẍ + �ẋ + {[ω0 − λ(t )][ω0 − γ λ(t )]}x = 0, (34)

with 〈x̂〉 = x. By introducing the variable r = e�t x, we are
then able to rewrite Eq. (34) as

r̈ + �2(t )r = 0, (35)

with �2(t ) = �2
0[1 + f (t )], where

�0 =
√

(ω0 − λ0)(ω0 − γ λ0) (36)

is the natural frequency of the system and f (t ) is the time-
dependent part of the equation. This natural frequency can be
observed at sufficiently large X0 or Y0 and at �/ω0 = 0, where
the long-time dynamics of X , Y , and Z do not decay over
time. Note that this treatment is only valid when �0 ∈ R; as
such, for the remainder of this section, we will only consider
the parameter regime 0 � λ0/ω0 � 1. A schematic of the
LMG model in the parametric oscillator picture is presented
in Fig. 5(b), while the sample dynamics and Fourier spectrum
displaying the natural frequency of the LMG model are shown
in Figs. 5(c) and 5(d), respectively. These arguments imply
that parametric resonance theory can also be used to describe
time crystal formation in the open LMG model, similar to the
DM from the previous section.

C. Time-translation symmetry breaking

By introducing a periodic drive in the system given by
Eq. (24), additional dynamical phases can be accessed by the
LMG model at different combination of system parameters.
In Figs. 6(a)–6(c) we present the Bloch sphere dynamics of
one of these phases, the 2T -DTC phase, in a time window
t0 < t < t0 + 2T , where T is the driving period, along with
the steady-state dynamics of the NP and SB phases men-
tioned in Sec. III A. The behavior of other observed dynamical
(non-DTC) phases are also discussed in Appendix E. The
differences in these phases can be clearly observed in this
representation. Figures 6(a) and 6(b) present the NP and SB
phase steady states, where the former corresponds to the
collective spin relaxing to the spin-down configuration, i.e.,
the lowest-energy state of Eq. (22). The latter is shown to
have two possible steady states for different initial condi-
tions, which is due to Xs (and consequently Ys) having both
positive and negative values. This behavior corresponds to
the broken Z2 symmetry of the system as X is forced to
pick one of the two possible steady-state values, indicated by
± in Eq. (27a). Figure 6(c), on the other hand, shows the
dynamics of the 2T -DTC phase, where the oscillation fre-
quencies of X peak at half the driving frequency �r = ωd/2,
and has a constant oscillation amplitude. We also observe the
presence of secondary peaks in the frequency spectrum of
the 2T DTC, specifically at harmonic odd multiples of ωd/2
similar to Ref. [39].

To show a better picture of when these phases appear in the
driven open LMG model, we map the dynamics of the system
onto phase diagrams as functions of the driving amplitude
A and driving frequency ωd , for different combinations of
system parameters. We present in Fig. 6(d) a set of phase
diagrams of the anisotropic (γ = 0) LMG model for vary-
ing initial interaction and dissipation strengths. Notice that
2T -DTC phases exist only when dissipation is introduced in
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FIG. 7. (a) Phase diagrams for the driven LMG model at vary-
ing anisotropy value, where � = 0 and λ0/ω0 = 0.8. Note how the
instability region decreases in size as γ increases, until eventually
disappearing when γ = 1. This behavior is further proven by (b)
AN/AT , the ratio between the area of the NP region and the total area
of each phase diagram, where we can see that for different cases of
λ0, the resonance lobe always disappears eventually as γ → 1.

the system, similar to the DM in the previous section. To
show how � affects the dynamics of the system, we plot
in Fig. 6(e) the oscillation envelopes X for varying dissipa-
tion strengths, keeping all other system parameters constant.
When there is virtually no dissipation (e.g., �/ω0 = 0 or
2.5×10−4), the system thermalizes into a non-DTC phase
as the amount of energy going into the system continually
builds up over time. By introducing a small dissipation chan-
nel �/ω0 = (2.5×10−3)−(2.5×10−2), the system is allowed
to relax to the 2T -DTC phase. However, by further increas-
ing the dissipation strength (�/ω0 = 0.25), the system then
requires a longer time to build up energy to access this
phase, as can be seen by the slower increase in the ampli-
tude of X . Eventually, when dissipation becomes too strong
(�/ω0 = 2.5), the system becomes unable to gain enough
energy to access any dynamical phase, therefore stabilizing
to the NP.

From the preceding section, the natural frequency of
the system is dependent on the initial interaction strength
λ0 and hence so are the resonance frequencies defined
by ωr = 2�0/n, where n ∈ N. Each value of n corre-
sponds to a different resonance lobe frequency, with n = 1
the primary resonance lobe in the phase diagrams. In the
LMG model, DTCs exist exclusively in the primary reso-
nance lobe. At n > 1, the system can only access non-DTC
phases. Also note how the instability region decreases in
size as λ0 decreases. This can be attributed to the inter-
action strength being too far away from λc and therefore
requiring a larger minimum driving amplitude to break Z2

symmetry.

D. Isotropic LMG model

To conclude this analysis on the LMG model, we consider
what happens when we vary the anisotropy parameter of the
driven LMG model. In Fig. 7(a) we present phase diagrams at
different values of γ in the � = 0 case. Notice how the width
of the resonance lobes decreases as the anisotropy parameter

increases from γ = 0.25 to γ = 1. To quantify this observa-
tion, we define AN/AT as the ratio between the NP region
and the total phase diagram area such that AN/AT = 1 implies
that the NP dominates the phase diagram and thus the system
does not have a DTC phase. We demonstrate in Fig. 7(b)
more clearly that AN/AT → 1 as γ → 1, indicating that the
resonance lobes always disappear in the isotropic LMG limit.
Note that the measures of AN and AT are limited to the phase
diagram areas where A ∈ [0, 1] and 2ωd/ω0 ∈ [0, 5].

Relating Figs. 4 and 7, we see that in both the driven
and undriven cases, the SB (instability) regions are largest
at γ = −1, which gradually decrease in size as γ increases.
Phase transitions are most accessible as γ → −1 and be-
come less prominent as γ → 1. In the special case of γ = 1,
the resonance lobes disappear completely, analogous to the
conservation of Z2 symmetry in the undriven case. This
shows that in fully connected spins a global symmetry, in this
case the Z2 symmetry, is a prerequisite for time-translation
symmetry breaking, as pointed out in other systems in
Refs. [13,15,16,28,47,50].

To further elaborate on this claim, let us consider the
solutions of Eq. (25) when λ is given by Eq. (24). In
the nondissipative γ = 1 case, we have Ż = 0 and there-
fore Z (t ) = Z0. Exploiting spin conservation, the solution to
Eq. (25a) is a sinusoidal function

X (t ) =
√

1 − Z0 sin

[
−(ω0 + λ0Z0)t + λ0Z0A

ωd

× [cos(ωdt ) − 1] + sin−1

(
X0√

1 − Z0

)]
. (37)

This means that the dynamics of X oscillates about X = 0
over time without decay, its amplitude being dependent only
on Z0. Signatures of parametric resonance require an initially
exponential increase in the order parameter [56], which does
not occur in this case. Also, since we have considered Z0 ≈ 1,
the oscillation amplitude would be very small and can effec-
tively be taken as zero; thus the nondissipative case can only
host the NP. In the presence of dissipation, Eq. (25c) depends
only on � and has the solution

Z (t ) = e�t − 1−Z0
1+Z0

e�t + 1−Z0
1+Z0

. (38)

In the t → ∞ limit, Z (t ) → −1. Therefore, via spin conser-
vation, the steady state of X is 0 and the system relaxes to the
NP. This implies that only the NP exists in the γ = 1 case of
the LMG model.

IV. CONCLUSION

In this work we proposed a theory based on paramet-
ric resonance as the main mechanism for the formation of
discrete time crystals in fully connected spin-cavity sys-
tems. We examined the role of nonlinearity and dissipation
through the lens of parametric instability by mapping the
open DM into a system of dissipative coupled oscilla-
tor models. Symmetry breaking was analyzed through the
mean-field dynamics of the open LMG model with tunable
anisotropy.
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We have shown in the dynamics of the OM that non-
linearity prevents the system’s dynamics from unbounded
exponential growth, keeping the system’s dynamics physical.
Meanwhile, the dissipation allows the system to relax into
a clean period-doubling response in finite time, which is a
key feature of the DTCs observed in experimental setups
of driven-dissipative systems [25,30,51,58]. This constitutes
an alternative method for stabilizing DTCs in open systems
beyond the many-body localization used for closed systems
[15,47,50]. We have also demonstrated that while dissipation
is an important ingredient in DTC formation, it can modify the
system’s phase diagram to a certain degree depending on its
strength. In particular, the primary resonance corresponding
to the largest DTC region increases with κ until it saturates at
a larger value given by �κ�ω. The minimum driving ampli-
tude needed to enter the DTC phase is also largest at κ = ω,
implying that the parametric instability associated with DTCs
is only favorable for either small or large dissipation strength.
Finally, we have observed that the non-DTC regions increase
in size as κ → ∞. We have attributed this behavior to the open
NOM becoming an effective single oscillator with negligible
dissipation in the bad cavity limit due to the degeneracy of the
polariton modes and the suppression of its two eigenmodes
by the dissipation. This raises the question of the ultimate fate
of DTCs in the large-κ regime, where the system experiences
an effectively weak dissipation despite κ being significantly
larger than the values considered in this work.

We have also demonstrated the role of Z2-symmetry break-
ing in the DTC formation by analyzing the dynamics of the
periodically driven LMG model. In this system, the nonlin-
earity comes from the anisotropic spin interaction, while the
dissipation comes from the global spin decay. Similar to the
open DM, we have only observed DTCs in the LMG model
when dissipation is present. Moreover, the dynamical phase
only appears when the system has a symmetry-broken phase
in the undriven case, which happens only when the spin inter-
action is not isotropic. Without anisotropy, the conservation of
the collective spin’s angular momentum and its z component
prevents parametric instability from appearing in the closed
limit, while the dissipation forces the system to relax into its
steady state in the long-time limit. Thus, there is no stable
DTC phase in the isotropic limit of the LMG model. Note that
this scenario does not occur in the DM since it always has a
symmetry-broken phase in the form of the superradiant phase,
regardless of the value of ω and ω0.

Given the tunability of the symmetry breaking in the LMG
model, a natural extension of our work would be to explore
how dynamically changing the anisotropy parameter affects
the conditions necessary for the existence of DTCs. This ques-
tion can also be extended to systems with tunable symmetries,
such as the general Dicke model [72]. Furthermore, it would
be interesting to explore the nature and stability of the various
types of transient dynamical response that we categorized here
as non-DTC using methods [73] better suited for identifying
attractors in dynamical systems.
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FIG. 8. Maximum response amplitude of |b|2/N as a function
of A, when the system is driven close to resonance. The remaining
parameters are set to κ = 0.5ω, g0 = 0.9gc, and ωd = 0.8ω.

APPENDIX A: BREAKDOWN OF OSCILLATOR MODELS

In deriving the Hamiltonian of the effective oscillator
models of the DM, we implicitly assumed that the atomic
excitation number b̂†b̂ is smaller than N , i.e., b̂†b̂/N 
 1,
throughout its dynamics to truncate F̂ . The oscillator mod-
els break down the moment that |b|2/N > 1 for any time t .
Here we will demonstrate that we can relax the assumption
by showing that the deviation of Jx/N ≈ Re(b)/

√
N from

its true value remains small when we consider the dynamics
of the NOM.

To start, let us consider the Taylor expansion of Jx in the
mean-field limit,

Jx =
√

NRe(b)

√
1 − |b|2

N

≈
√

NRe(b)

[
1 − 1

2

|b|2
N

− 1

8

( |b|2
N

)2

+ · · ·
]
. (A1)

If we subtract the approximation of Jx in the oscillator level
Jx ≈ √

NRe(b) in Eq. (A1), we see that the deviation is

�Jx

N
= Jx

N
− Re(b)√

N
∼ O

(( |b|√
N

)3)
, (A2)

that is, the deviation of Re(b)/
√

N from Jx/N is of order
(|b|/√N )3, which remains small so long as |b|/√N < 1. As
shown in Figs. 1(c) and 1(d), this condition does not hold for
the driven LOM since |b| → ∞ as t → ∞. As for the NOM,
the dynamics of Re(b) is bounded, which is why the model
remains applicable for driving parameters that do not lead to
dynamics with |b|/√N > 1. We demonstrate in Fig. 8 that
the maximum response amplitude of |b|2/N remains less than
one within the interval A = [0, 1] when the system is driven
close to resonance. This result confirms that the NOM remains
a good approximation of the DM for all driving amplitudes
considered in the main text.

APPENDIX B: OSCILLATOR MODEL
EQUATIONS OF MOTIONS

We start our derivation of the equations of motions for the
oscillator models with the master equation of the open LOM
for the expectation value of an arbitrary operator Ô,

∂t 〈Ô〉 = 〈i
[

ĤLOM

h̄
, Ô

]
+ κD[â]Ô〉, (B1)
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where D[â]Ô = 2â†Ôâ − {â†â, Ô}. The equations of motions
of a = 〈â〉 and b = 〈b〉 under the mean-field approximation is
given as

i∂t a = ωa + g(b + b∗) − iκa, (B2a)

i∂t b = ω0b + g(a + a∗), (B2b)

following the commutator relations [â, â†] = [b, b†] = 1. To
turn Eq. (B2) into the known form for coupled oscillators,
we substitute the pseudoposition and pseudomomentum rep-
resentations for the cavity mode

x = 1√
2ω

(a + a∗), px = i

√
ω

2
(a − a∗) (B3)

and the atomic mode

y = 1√
2ω0

(b + b∗), px = i

√
ω0

2
(b − b∗) (B4)

into Eq. (B2) to get a pseudo-Hamilton equation of the form

ẋ = px − κx, ṗx = −ω2x − 2g
√

ωω0y − κ px, (B5a)

ẏ = py, ṗy = −ω2
0y − 2g

√
ωω0x. (B5b)

Solving for x and y and setting ω = ω0 gives us the second-
order differential equations (11).

We can also derive the equations of motions for the NOM
and its corresponding pseudo-Hamilton equation by substitut-
ing ĤNOM into Eq. (B1). This leads to a nonlinear mean-field
equation of the form

i∂t a = ωa + g(b + b∗)

(
1 − |b|2

2N

)
− iκa, (B6a)

i∂t b = ω0b + g(a + a∗)

(
1 − 1

2N
(2|b|2 + b2)

)
, (B6b)

where its equivalent pseudo-Hamilton equation is

ẋ = px − κx, ẏ = py − g

N
xypy, (B7a)

ṗx = −ω2x − 2g
√

ωω0y − κ px

+ g

2N

√
ω

ω0

(
ω2

0y3 + yp2
y

)
, (B7b)

ṗy = −ω2
0y − 2g

√
ωω0x

+ g

2N

√
ω

ω0

(
3ω2

0xy2 + xp2
y

)
. (B7c)

To cast Eq. (B7) into a second-order differential equation, we
assume that N → ∞ so that ẏ ≈ py, reducing Eq. (B7) to

ẍ + 2κ ẋ = −(ω2 + κ2)x − 2gωy + g

2N
(ω2y3 + yẏ2), (B8a)

ÿ = −2gωx − ω2y + g

2N
(3ω2xy2 + xẏ2). (B8b)

where we again set ω = ω0. In this form, it becomes more
evident that the nonlinearity coming from the spin-cavity
interaction corresponds to a Kerr-like nonlinear coupling be-
tween the two oscillators.

APPENDIX C: POLARITON MODES OF THE DM

1. Diagonalization of the open LOM

To diagonalize Eq. (11), it is convenient to write the equa-
tions of motions of x and y in matrix form

∂2
t x +

(
2κ 0
0 0

)
∂t x +

(
ω2 + κ2 2gω

2gω ω2

)
x = 0, (C1)

where x = [x y]T and T represents transposition. In this form,
we can substitute the ansatz

x = 1

2
exp

(
−κt

2

)(
1 1
1 −1

)
x′, (C2)

where x = [x+ x−]T , into Eq. (C1) to reduce it to

ẍ± +
(

ω2 + κ2

4
± 2gω

)
x± = −κ ẋ∓. (C3)

Note that in the closed limit κ = 0, the two oscillators in
Eq. (C3) become uncoupled, leaving us with the two polariton
modes of the closed DM resonantly driven at

�±(κ = 0) =
√

ω2 ± 2gω. (C4)

This is consistent with the resonant frequencies derived from
the closed DM in the Heisenberg picture [53,54].

For nonzero κ , we can further diagonalize Eq. (C3)
by converting it into a set of first-order differential equa-
tions. Introducing the variables v± = ẋ± and the vector u =
[x+ ẋ+ x− ẋ−]T , Eq. (C3) can be rewritten as

∂t u = Mu, (C5)

where

M =

⎛
⎜⎜⎜⎝

0 1 0 0
−ω2

+ 0 −κ 0
0 0 0 1
0 −κ −ω2

− 0

⎞
⎟⎟⎟⎠, (C6)

with

ω2
± = ω2 + κ2

4
± 2gω. (C7)

In this form, diagonalizing Eq. (C3) is equivalent to diago-
nalizing M, i.e., finding the similarity transformation M =
SDS−1, where D is a diagonal matrix containing the eigenval-
ues of M. Since we are only interested in finding the polariton
modes of the open LOM, it suffices to determine D, which we
found to be

D = diag(−i�+, i�+,−i�−, i�−), (C8)

where

�± =
(

ω2 − κ2

4
± 2ω

√
g2 − κ2

4

)1/2

(C9)

are the polariton mode frequencies of the open LOM. For
completion, let us note that if we apply the transformation

∂t u = SDS−1u → ∂t u′ = Du′ (C10)

and assume u′ = S−1u = [X+ X ∗
+ X− X ∗

−]T , we can derive
Eq. (12) by simply solving for the second-order differential
equations of X±.
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2. Eigenmodes of the undriven open LOM

From the forms of Eqs. (C2) and (12) in the limit of A = 0,
we can infer that the fundamental solutions of x and y are
proportional to

x ∝ exp(ε(U,L)
± t )A, (C11)

where A is a constant vector and

εU
± = −κ

2
+ i�±, (C12a)

εL
± = −κ

2
− i�± (C12b)

are the upper and lower branches of the eigenmodes of the
open LOM, respectively. This is consistent with the eigen-
values of the linearized open DM for the superradiant phase
derived in Ref. [62]. Note that within the interval κ ′

c � κ ′′
c ,

�− becomes imaginary while the upper polariton frequency
becomes imaginary at the interval κ ′

+ � κ � κ ′′
c , where

κ ′
+ = 2ω(2g′2 − 1 + g′√4g′2 − 3)1/2. (C13)

For the value of g′ considered in the main text, κ ′
+ ≈ κ ′′

c ; hence
we only consider the behavior of the lower polariton mode as
a function of κ .

For completeness, the real and imaginary components of
the polariton frequencies at κ > κ ′′

c are

Re(�±) = 1√
2

(
κ2

4
− ω2 + κ2

4

√
1 − 8ω2

κ2
(2g′2 − 1)

)1/2

(C14)

and

Im(�±) = ± 1√
2

(
ω2 − κ2

4
+ κ2

4

√
1 − 8ω2

κ2
(2g′2 − 1)

)1/2

,

(C15)

respectively. In the large-κ limit, we can approximate �± to

i�± ≈ κ

2
± iω

√
1 − g′2, (C16)

reducing the upper and lower branches of the polariton modes
to

εU
± = ±iω

√
1 − g′2 (C17)

and

εL
± = −κ ± iω

√
1 − g′2, (C18)

respectively. In terms of the system’s dynamics, the disap-
pearance of the real component of εU

± allows for a sustained
oscillation of x and y in the long-time limit despite the large
value of κ . This closedlike feature of the open LOM in the
large-κ limit provides us with an alternative picture of how the
driven open NOM approaches an effectively closed state in the
bad cavity limit without invoking any adiabatic approximation
of the cavity mode.

(a) (b) (c)

FIG. 9. Bloch sphere representation of common non-DTC dy-
namics in the driven LMG model, i.e., (a) normal beating,
(b) symmetry-broken beating, and (c) chaotic behavior, sam-
pled at parameter regions {λ0/ω0, A, 2ωd/ω0} = {0.8, 0.35, 0.5},
{0.9, 0.9, 0.05}, and {1.1, 0.6, 1.1}, respectively. The blue (yellow)
trajectories mark the dynamics due to an initial state marked by the
green (red) dots. All results are for the γ = 0 and �/ω0 = 0.1 case.

APPENDIX D: DERIVATION OF LMG MODEL
SEMICLASSICAL EQUATIONS OF MOTION

In the context of optical cavity-QED experiments as pre-
sented in Ref. [63], the master equations of the γ = −1, 0,
and 1 LMG model can be written as

∂t ρ̂ = −i[Ĥ , ρ] + α2�a

N
D[Ĵ+]ρ + β2�b

N
D[Ĵ−]ρ, (D1a)

∂t ρ̂ = −i[Ĥ , ρ] + �a

2N
D[2Ĵx]ρ + �b

2N
D[Ĵ+]ρ, (D1b)

and

∂t ρ̂ = −i[Ĥ , ρ] + �a

2N
D[Ĵ−]ρ + �b

2N
D[Ĵ+]ρ, (D1c)

respectively, where D[Â]ρ̂ = 2Âρ̂Â† − {Â†Â, ρ̂} and �k are
collective atomic dissipation rates related to the cavity field
k. Specifically, D[Ĵ+]ρ̂ (D[Ĵ+]ρ̂) is the dissipation mode
related to spontaneous absorption (emission), equivalent
to a spin-down (spin-up) state transitioning to a spin-up
(spin-down) state. In addition, D[2Ĵx]ρ̂ is the dephasing
channel, which has negligible effects in the thermodynamic
limit.

Instead of working with density operators, we transform
Eq. (D1) in the Heisenberg picture via a transformation
similar to Eq. (B1), where we use HLMG/h̄ instead of the
LOM Hamiltonian and the dissipation channels are due to
the spin raising and lowering operators. By letting Ô ∈
{Ĵx, Ĵy, Ĵz}, we are able to observe how the average values
of the collective spin components evolve in time. These,
along with the mean-field approximation 〈ÂB̂〉 ≈ 〈Â〉〈B̂〉 and
rescaling

X = 2〈Ĵx〉
N

, Y = 2〈Ĵy〉
N

, Z = 2〈Ĵz〉
N

, (D2)

allow us to obtain the semiclassical equations of motion of the
LMG model expressed in Eq. (25), where in particular

� =

⎧⎪⎪⎨
⎪⎪⎩

β2�b − α2�a for γ = −1

−�b
2 for γ = 0

�a−�b
2 for γ = 1

(D3)
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recovers the equations of motion based on those from
Refs. [63,70]. Note that �i < 0 by definition in Ref. [63];
therefore, � > 0, which implies that the dissipation channel
for our open LMG model is due spontaneous decay of spins.

APPENDIX E: NON-DTC DYNAMICS
OF THE DRIVEN LMG MODEL

In this Appendix we discuss additional dynamical non-
DTC phases observed in the driven LMG model. Figures 9(a)
and 9(b) present the Bloch sphere dynamics of the normal
beating (NB) and symmetry-broken beating (SBB) phases,
respectively, analogously named after the NP and SB phase of
the undriven model. The collective spins of these phases oscil-
late about Z = −1 and Z 
= −1 and have evenly spaced peaks

in the frequency spectrum of X (t ). They are mostly found
alternately appearing in the phase diagrams at resonance lobes
with n > 1 and in the presence of dissipation, where NB
phases appear for odd n and SBB phases appear for even
n. Some NB phase dynamics at n > 1 possess higher-order
subharmonics with respect to ωd , but have a time-varying
oscillation amplitude, hence the absence of HO DTCs in the
LMG model.

Figure 9(c) shows the dynamics of a chaotic phase, defined
by the sensitivity of the system’s behavior to a minute change
in its initial conditions and similarly determined as in Sec. II
using Eq. (10). Chaotic phases possess a continuous frequency
spectrum, in contrast to other dynamical phases observed in
the driven LMG model. They dominate all resonance lobes in
the phase diagram in the absence of dissipation.
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