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Using quantum walks to unitarily represent random walks on finite graphs
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Quantum and random walks have been shown to be equivalent in the following sense: a time-dependent
random walk can be constructed such that its vertex distribution at all time instants is identical to the vertex
distribution of any discrete-time coined quantum walk on a finite graph. This equivalence establishes a deep
connection between the two processes, far stronger than simply considering quantum walks as quantum analogs
of classical random walks. The present paper strengthens this connection by providing a construction that
establishes this equivalence in the reverse direction: a unitary time-dependent quantum walk can be constructed
such that its vertex distribution is identical to the vertex distribution of any random walk on a finite graph at
all time instants. The construction shown here describes a quantum walk that matches a random walk without
measurements at all time steps (an otherwise trivial statement): measurement is performed in a quantum walk
that evolved unitarily until a given time ¢ such that its vertex distribution is identical to the random walk
at time ¢. The construction procedure is general, covering both homogeneous and nonhomogeneous random
walks. For homogeneous random walks, unitary evolution implies time dependency for the quantum walk, since
homogeneous quantum walks do not converge under arbitrary initial conditions, while a broad class of random
walks does. Thus, the absence of convergence demonstrated for a quantum walk in its debut comes from both
time homogeneity and unitarity, rather than unitarity alone, and our results shed light on the power of quantum
walks to generate samples for arbitrary probability distributions. Finally, the construction here proposed is used
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to simulate quantum walks that match uniform random walks on the cycle and the torus.
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I. INTRODUCTION

Quantum walks on graphs are one of the few known design
techniques for quantum algorithms. Indeed, they have been
applied to build quantum algorithms with significant speedups
in applications such as searching [1-3], Monte Carlo methods
[4], claw finding in graphs [5] and backtracking algorithms
[6]. Besides their algorithmic applications, quantum walks
are also useful for implementing generalized measurements
[7], and for studying decoherence [8,9], and have also been
used in biology to study energy transfer in photosynthesis
[10]. Despite their simple description, quantum walks are ex-
tremely powerful since they are universal models for quantum
computing—in the sense that any quantum algorithm can be
expressed as a quantum walk [11-13]. Intuitively, quantum
walks on graphs extend the definition of classical random
walks to unitary processes on a Hilbert space that represents
a graph structure. It is possible to define quantum walks in
discrete or continuous time and in this paper we focus on the
former.

Any discrete-time coined quantum walk induces a se-
quence of probability distributions among the vertices of the
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graph over time. Montero investigated its connection to ran-
dom walks for the infinite integer line and demonstrated that
both quantum and random walks can generate any probability
distribution sequence on the integers that respect locality [14].
More precisely, both walks can generate any sequence that as-
signs, at time ¢, nonzero probability to integers that are either
the same, successors, or predecessors of the integers assigned
nonzero probability at time r — 1. These connections have
also been investigated in the context of continuous-time chiral
quantum walks, with a focus on regular structures [15,16].
The graph random-walk Laplacian provided properties that
Hamiltonians must exhibit for a quantum system to serve as
a quantum counterpart of a classical random walk [16]. It
was shown that, for a given random-walk dynamics, there are
infinitely many compatible Hamiltonian matrices [16].

While there are distinct ways of defining quantum walks
each with different implications, this paper considers discrete-
time coined quantum walks on finite graphs, a quantum walk
model that has been widely adopted [17-20]. Recent work has
shown that, regardless of the disparities between quantum and
random walks, it is possible to construct a time-dependent
random walk on the same graph such that its sequence of
vertex probability distribution is identical to that of any given
discrete-time coined quantum walk [21]. When the opposite
direction is considered, it is a trivial result that measuring
a quantum walk at each time instant recovers the behavior
of a random walk. If a quantum walk is measured at time
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t, undergoes one step of unitary evolution, and is measured
once again at time ¢ + 1, its measurement probabilities evolve
following the action of a stochastic matrix. This behavior
comes from the destruction of quantum interference caused by
the collapse of the wave function after the measurement [22].
As an example, it is well known that the Hadamard quantum
walk on a cycle collapses to the classical uniform random
walk on the same cycle (i.e., a random walk that moves left
or right with probability 1/2), if the walker state is measured
at every instant.

Nonetheless, can quantum walk operators be constructed
to match classical random walks such that the walker system
does not have to be measured at every step? This would
require embedding the sequence of vertex probabilities of the
classical random walk into the the unitary evolution of a quan-
tum walk. Establishing the equivalence between the coherent
evolution of quantum walks and the local evolution of ran-
dom walks contributes to indicate a fundamental connection
between the two processes, which was initially demonstrated
in [21].

In this context, the main contribution of the present paper is
to describe a rigorous procedure to construct a time-dependent
unitary discrete-time coined quantum walk that when mea-
sured at time ¢ has the same vertex probability distribution of
a classical random walk on the same graph at time 7. Quantum
walks with time-dependent coins exhibit diverse vertex proba-
bility distribution sequences based on coin dynamics [23], and
we use time dependency to reconstruct the stochastic behavior
of the random walk with unitary quantum walks. To illustrate,
the procedure here proposed is used to build quantum walks
that have identical vertex probability sequences as classical
random walks on the cycle and torus graphs. Numerical exper-
iments using these quantum walks and comparison to random
walks support the theoretical contributions.

Note that the theoretical contribution of this paper estab-
lishes that the divergence between quantum and random walks
is not caused by unitarity alone, but also depends on time
homogeneity of both processes [24]. When time-dependent
coins are allowed to be used, the vertex probability distri-
bution of the quantum walk can converge to a stationary
distribution, mimicking the temporal dynamics of classical
random walks.

The remainder of this paper is structured as follows. In
Sec. II, a description of quantum and random walks is given.
The algorithm that constructs a quantum walk matching any
given random walk, which is the main contribution of this
paper, is demonstrated in Sec. IIl. The results of simulation
experiments using quantum walks to recover uniform random
walks in the cycle and in the torus appear in Sec. IV. The paper
is concluded in Sec. V.

II. BACKGROUND

Throughout this paper, we consider a graph G = (V, E) to
be the directed version of an undirected graph, such that, for
an edge (v,u) € E, (4, v) € E. In addition, we refer to the
set of neighbors of a vertex v as N(v) and the degree of v as
d(v) = |N(v)|. Essentially, the notation adopted follows the
one defined in [21].

A. Random walks

It is possible to define a random walk on a graph G as
a probability distribution over the vertices of the graph that
varies on time depending on edge connectivity, codifying
vertex position as a random variable. Consider a probability
vector (1) € R'X', such that m,(¢) denotes the probability of
such random variable to be vertex v at time ¢. A random walk
is any process described by the equation

a(t+1)=Pt)m(t), (1)

where P(t) is a stochastic matrix containing transition proba-
bilities between vertices that respects the adjacency matrix of
G, i.e., the entry p,,(t) is the probability to move from u to
v at instant ¢ and p,, > 0 if and only if (u, v) € E. Systems
described by Eq. (1) are said to be Markovian since the prob-
abilities at a given instant ¢ are completely determined by the
probabilities at ¢+ — 1. Precisely, the evolution of probability
for a particular vertex v at instant ¢ in a random walk is a
linear combination of the probabilities for the neighbors of v
att — 1 following

o)=Y pult — Dt — 1), )
ueN (v)
Z Duu(t) =1, foreveryu eV, 3)
veN(u)

what implies that P(¢) is column stochastic, i.e., its columns
sum to 1 for every instant 7.

B. Quantum walks

A discrete-time coined quantum walk on a graph G defines
the evolution of a unit vector in a Hilbert space H,, that codi-
fies the edges of G [25]. Let H, and . denote Hilbert spaces
with dimension |V| and dy,,x = max, d(v), respectively. The
space H,, € H, ® H. is spanned by unit vectors |u, c), where
ueVandce{0,...,d(u)— 1}, that can be mapped to edges
of the graph through a function : V x C — V, with C =
{0, ..., dmax — 1}. The space H, is the vertex space of the
walker system, codifying elements of V as basis states, while
H. is the coin space of the walker, codifying the degrees of
freedom for the walker’s movement. Essentially, the wave
function of the quantum walker at a given time step is a
superposition of edges of the graph, having form given by the
equation

W)= Y Y, e nluc), )

ueV,ceC,

where C, = {0, ..., d(u) — 1} is the set of degrees of freedom
of vertex u.

The evolution of the walker state at a discrete-time in-
stant ¢ is performed by two time-dependent unitary operators
S@): Hy = Hy and W(t) : Hy — H, on the system state
vector as

W + 1)) =SOW@)[W()). S

S(¢) is known as the shift operator and performs a permutation
between the edges of the graph that is only allowed to map a
given edge (u, v) to an edge (v, w). W(¢) is named the coin
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n(v,c) = o~ (u,u’) o(v,u)

FIG. 1. Visual depiction of auxiliary functions n and o. n
gives an ordering for the neighbors of v such that, in this case,
n(v,c) =u. o maps the state |v,c) [edge (v,u)] to the state
lu, o (v, u)) [edge (u, u')]. The inverse association o~ connects the
state |u, o (v, u)) [edge (u, u')] with state |v, ¢) [edge (v, u)].

operator, acting exclusively on H¢ by mixing the wave func-
tion incident to a given edge (u, v) to edges (u, w). Formally,
a generic coin operator is defined as

W)= [v){v] ® W, (1), 6)

veV

where W, : H¢, — Hc, is a unitary operator, where H¢, €
Hc is the Hilbert space codifying the degrees of freedom
of v. In order to define a generic shift operator precisely, it
is necessary to define the function 5 used to map edges to
states, as well as two auxiliary functions o : V x V — C and
0~ 1V x V — C that respectively map an inward edge of a
vertex to an outward edge of a vertex and an outward edge
of a vertex to its inward correspondent, that are all depicted
in Fig. 1. Let v, u, and ' denote three vertices of the graph.
Let n(v,c) = u and n(u, ¢’) = u'. Consider the meaning of
n(v, c) = u to be that u is the cth neighbor of v; o (v, u) =
¢/, meaning that the state |v, c)—which corresponds to the
edge (v, u)—is mapped to the state |u, ¢’) by the shift op-
erator; and that o~ '(u, ') = c, meaning that state |v, ¢) is
mapped to |u, ¢’)—which corresponds to edge (u, u')—by
the shift operator. Then, the action of the shift operator is
expressed as

lv, ¢) = [n(v, ), o (v, n(v, ¢))), (N
which leads to the unitary operator of form

d(v)—1

S=Y Y In(w,c)o@ n@ eN)v,el.  (®)

veV =0

The probability of finding the quantum walker system at
a particular state in a given time instant ¢ is characterized
by projective measurements of the walker’s state. Let
p:V xCxZ — R denote the probability distribution
associated with measurements of the quantum walk state
given in (4) in the basis {|u,c)}. The set of projectors
{|u, c)(u, c|} yields the edge probability distribution

pu, e, 1) = |lu, e)(u, c| WO = 1Y (u, e, . (9)

The probability distribution for vertices p:V xZ — R
arises from a set of positive operator-valued measurement
(POVM) elements {E,} described as

dinax—1

E,= Y |uc)u.cl. (10)
c=0

which defines the probability of finding the walker in a
particular vertex at instant ¢ to be

1) = (W@O|E @) =Y plu,c,t). (1)

ceC,

III. QUANTUM WALKS AS NONHOMOGENEOUS
RANDOM WALKS

The unitarity of the quantum walk operators was central
to guide the construction of the time-dependent random walk
matching a given quantum walk [21]. Such property also
has fundamental implications that are to be explored in or-
der to design quantum walks capable of coherently matching
random walks. Quantum walks evolve with successive appli-
cations of unitary operators and lie in a complex unit-radius
hypersphere in Hy, with dimension |E|. The vectors describ-
ing random walks lie on the positive simplex of dimension |V |,
which is closed under applications of the stochastic matrices
that define the random-walk evolution. Thus, the task at hand
is twofold: to represent the probability vectors of random
walks as state vectors of Hyy by creating a map between RV
and Hy and to map the application of a generic stochastic
matrix P(t) : RV — R"Y! to a unitary operator S()W (¢) :
?{W d ?{W.

Since Hy is a complex space and |E| > |V| — 1, there
are infinitely many mappings that serve the task at hand,
what is explained as follows. Let 7 : N — [0, 11! denote the
probability vector of a random walk, at instant ¢, as defined in
Sec. II. Any state vector |W(¢)) for which

3 v el W) = m,(0) (12)

ceC,

is a proper quantum state that represents 7 (¢), and thus mim-
ics the evolution of the random walk. The complex numbers
on the left-hand side of (12), i.e., the components (v, c|W(¢))
of the state in the {v, c} basis, can be chosen arbitrarily as long
as their module sums to 7, (), yielding an infinite number of
solutions. Therefore, selecting one representation for the state
of a random walk in Hy is a matter of choice.

Furthermore, there exists at least one time-dependent uni-
tary operator Q(¢) : Hw — Hw capable of matching the time
evolution of states respecting (12) such that

W@ + 1)) = Q)|W(@)), 13)

for every instant ¢. The existence of such a unitary is under-
stood as follows. Unitary operators are norm preserving and
any unit vector in a Hilbert space can be mapped to any other
unit vector in the same space through the application of a basis
transformation. Since all state vectors compliant with (12) are
unit vectors, there exists at least one unitary transformation
Q(t) implementing a basis transformation that satisfies (13).
Following this argument, it is necessary to show that there
exists an operator satisfying

Q@) = SOW), (14)

for every instant #, where S and W are proper shift and coin
operators for the graph under consideration, respectively.
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A. Representation of random walks as quantum walker systems

Initially, it is necessary to define |\W(#)). A good represen-
tation for the system state is one that simplifies the search
for the operators S(¢) and W (¢). To give intuition on the state
representation chosen, consider that the system state is

W@y = Y g e, )" /mO)lu, ), (15

ueV,ceC,

where 6(u, c, t) is an arbitrary complex phase and g respects

Zg(u, c, 1)’ =1 for everyu € V. (16)

ceC,

The compliance of the equations above with Eq. (12) is
a direct consequence of the definition of w [Eq. (11)].
Equation (15) implies that the value of p(u,c,t)=
g(u, ¢, t)*m,(t), while Eq. (16) assures that the sum over all
degrees of freedom of u yields w(u, t) = m, ().

The diffusion behavior of the quantum walk leads to the
definition of g and 6. Note that W acts by mixing the wave
function among the edges of a vertex and S creates its flow.
Consider a particular instant ¢ of the quantum walk with
W (t) = I (the identity matrix), such that the mixing behavior
is “turned off” for r and Q(¢) = S(¢) acts only by creating the
flow of the wave function. Assuming that S(¢) is any valid shift
operator and n(u, c) = v, an inspection of Eq. (2) indicates
that a natural choice for the function g(u, c, t) is

gu, ¢, 1) = /pu(t). a7

This choice satisfies Eq. (16), while simultaneously imply-
ing that w(u,t) = m,(¢t) and pw(u,t + 1) = m,(t + 1) for all
u € V. The first two properties stem directly from the law of
total probability. The condition for ¢ 4+ 1 comes from the fact
that, regardless of the functions 1 and o chosen to define S(z),
all states |v, c) have an incident wave function that yields a
proper proportion of the probabilities of the neighbors of v
for every vertex v € V at instant ¢, such that

p g+ D= Y pul)mo). (18)

ueN—(v)

The given representation is powerful because it is a valid uni-
tary representation that describes the operator Q() as a proper
quantum walk operator in the particular scenario considered.
This representation gives the intuition for a state representa-
tion compatible with the process for every ¢. If the result of
W (t)|W(t)) is given by the right-hand side of Eq. (15) for all
instant ¢, Q(t) is properly decomposed into S(¢)W (¢) for any
valid shift operator.

The key aspect is to define the state of the system based on
the probabilities of instant # — 1, instead of using the probabil-
ities of instant 7. It is known from the random-walk description
that the probability of a vertex at instant 7 is a linear combina-
tion of the probability of its neighbors at instant # — 1. Thus,
the following lemma inspired by Eq. (2) formalizes the state
representation of choice.

Lemma 1: Quantum representation of random walks. Let
P(t) be a stochastic matrix that defines a random walk on
G such that 7(t + 1) = P(t)(t). Let 5, o, and o ~' be any
three functions that define valid quantum walk operators for

G. The discrete-time coined quantum walk on G with the state
given by

We+ D)= Y DO dlve). (19)

veV,ceC,

whereu = n(v, ¢),c’ = o (v,u),t €{0,1,...},0(u,c, t)is
an arbitrary complex phase, and with

W) =

veV,ceC,

7,(0)
m v, c), (20)

where d(v) is the degree of v, is such that u(v, ) = m,(¢) for
allv e Vandr.

Proof. The proof for t = 0 is trivial. Hence, it suffices to
show that, for ¢ > 0, |W(¢)) is a unit vector and u(v,t) =
my(t), for all v € V. Measuring the quantum walk in state
|v, c) at instant ¢ occurs with probability

p(v,e.1) = [P o T D, — DI @21)

Since p,,(t) and m,(¢) are positive reals for all ¢, p(v, ¢, t) =
pou( — D), (t — 1). The definition of u(v, t) gives

p@,0= Y pult = Dm, = 1). (22)

ueN-(v)

Since [[[W())|| =D, u(v, ) =1, |W(r)) is a unit vector.
Equation (2) implies that (v, ) = m,(¢), for all v € V, and
the claim is proved. ]

B. Complete description of time evolution

From Lemma 1, any proper edge maps o and o' can be
used to determine a shift operator for G in order to obtain a
quantum walk state representing the random walk. In order to
simplify both the analysis and the notation used, consider the
following shift operator Srw, defined in terms of its auxiliary
functions (see Sec. II). Let n : V x C — V be defined such
that the cth neighbor of v is the neighbor of v with the cth
smallest label. Formally, forallu € V,all¢, ¢’ € C,, ¢ # ¢/, it
holds that

n(u, c) < nu,c) & c<c.

Note that, for each (u,v) € E, there exists a pair ¢ € C,
and ¢’ € C, such that n(u, ¢) = v and n(v, ¢’) = u. Thus, let
o(u,v) = ¢ and o (v, u) = c. Furthermore, let o~ (u, v) =
o(v,u) and o~ (v, u) = o (u, v). Precisely, Sgw is the flip-
flop shift operator that maps (u, v) to (v, u) and is well defined
for any graph G of interest. The definitions of  and o for Srw
will be used throughout this section.

The Sgw operator describes the state of a vertex v at time
t 4 1 as the vector

W, t+ 1) =Y " puOmblv, ¢),  (23)
ueN+

where the dependency of ¢ and ¢’ on u and v is omitted, i.e.,
n(u, ¢) = v and n(v, ¢’) = u. From the analysis of the state
representation in the previous section, it is enough to ensure
that, for every instant ¢, the action of W (¢) maps

W(v, 1)) = [P(v, 1)), (24)
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where

|, 1) = Y "0 puOmOlv, ). (25)

c'eC,

The definition of the coin operator [Eq. (6)] implies that each
vertex v has its own independent unitary mixing behavior W,,.
In addition, it is a well-known result from linear algebra that
any operator that changes orthonormal basis is unitary. Thus,
the following lemmas respectively provide formal construc-
tions for a set of linearly independent vectors on the coin
subspace of a vertex and the coin operator W (¢) itself.

Lemma 2: Linear independent set construction. Let
Hu.ay C Hw be the subspace that represents the coin space
Hawy of a vertex v. Let 8 be the basis {|v,c) : ¢ € C,} for
Huw.aw). Let la) € Hy awy be any vector in the subspace.
The set

A={la)}Ul(a,v)UB (26)

is linearly independent, where ¢ (a, v) = {|v, c) : (a|v, c) =
0} and B C B\ ¢(a, v) is any subset of S\ ¢(a, v) with car-
dinality |B| = |8\ ¢(a, v)| — 1.

Proof. 1t is clear that all vectors from A \ {|a)} are orthog-
onal, since they are a subset of the basis 8. In the case where
¢(a,v) ={}, (a|v, c) # Oforall |v, c) € B, which implies that
there exists a ¢’ such that {a|v, ¢’) > 0 while (v, c|v, ') =0
for all |v, c) € B. Hence, it is impossible to write |a) as a
linear combination of vectors in B, and A is a set of linearly
independent vectors.

In the case where ¢ (a, v) # {} the construction of A implies
that the condition of the existence of ¢’ holds because the
vectors from ¢ (a, v) are orthogonal to |a) and exactly one of
the vectors of the set § \ B is not a member of BU ¢ (a, v). B

Lemma 3: Coin operators for random walks. Let H;)
denote the Hilbert space defined by the degrees of freedom of
a vertex v. Let the sets of vectors @ and 8 be two orthonormal
bases for Ha(y), where |ox) and |B;) are, respectively, the kth
vectors of & and 8. Let

o) = |®(v, 1)), 27)

(@, )| P(v, 1))

1Bo) = W (v, 1), (28)

(W(v, )[W(v, 1))

with |W(v,?)) and |®(v,t)) given by Egs. (23) and (25),
respectively. The operator
d(v)—1
W)= lew) (Bl (29)

k=0

is unitary, inducing a unitary operator W(t) =)
10) (0] @ Wi (¢) on H,.

Proof. Note that (W(u, t)|=)(P(u, 1)|P(u, t)). It follows
directly from the completeness relation that

Wi OW,(t) = W,(OW,) (1) =1,

veV

and W (¢) is unitary. |

Finally, the following theorem states that, for any given
random walk, a statistically equivalent quantum walk in terms
of vertex probabilities can be constructed assuming time-
dependent coin operators.

Theorem 1. Let P(t) be a stochastic matrix that defines
the evolution of a random walk on a graph G, such that, for
all 1, w(t + 1) = P(t)m (¢). For every instant ¢, the quantum
walk with state |W(z)) given by Lemma 1, with shift opera-
tor S(t) = Srw and coin operator W (¢) given by Lemma 3,
evolves according to

W(r + 1)) = SewW (@) W(1)), (30)

such that u(v,t +1) =m,(t + 1) forallv e V.

Proof. For every u € V, the conditions for pu(v,t 4+ 1) =
7, (¢t + 1) are ensured by Lemma 1. As a valid shift operator,
Srw 1s unitary. At instant ¢, construct two sets of linearly
independent vectors A, ; and A, by respectively applying
Lemma 2 to |®(v,t)) and |W(v, t)) for every vertex v. For
each vertex v € V, use the Gram-Schmidt procedure on the
set A, and A, to generate the orthonormal basis o, and
By, respectively. Take W (¢) as the unitary operator defined by
Lemma 3 using bases «,, and 8, forall v € V. Hence, Sgw and
W (¢) are unitary and well defined for every instant ¢ and the
claim is proved. n

It is essential to note that the procedure to construct the
quantum walk of Theorem 1 is not unique. In addition to
the infinite possibilities of representation that lead to distinct
definitions for S(¢) and W (z), the operator W (¢) can also be
defined differently. In fact, the Gram-Schmidt procedure is
just one convenient way to define W (¢). Nonetheless, there
may exist alternative definitions that could be more efficient
under specific conditions, such as particular random-walk def-
initions and graphs.

Together with the procedure that constructs random walks
matching quantum walks [21], Theorem 1 reveals that unitary
discrete-time coined quantum walks and nonhomogeneous
random walks are intrinsically related. Knowing the time-
dependent stochastic matrix P(¢) and the probability vector
7 (t) allows for the construction of a quantum walk operator
S(¢)W () and the state vector |\W(z)) that replicates the behav-
ior of the random walk, and vice versa.

IV. CONVERGENT QUANTUM WALKS ON GRAPHS

Theorem 1 considers general, nonhomogeneous random
walks. Therefore, the theorem can be used to construct sta-
tistically equivalent quantum walks for the particular case of
time-homogeneous random walks. In this case, the conver-
gence of the vertex probability vector 7 (¢) for arbitrary initial
conditions is assured when the random walk is irreducible
and aperiodic. Despite the absence of convergence for the
wave function caused by unitarity [24], the convergence of the
vertex probability does not harm the construction of the equiv-
alent quantum walk. To illustrate, consider a quantum walk
where the wave function is permuted among the edges of a
vertex perpetually, such that W(v, ¢, 1) = W(v, ¢/, 0) fort > 0
and ¢’ € C,. The vertex probability is the same for all r while
the wave function keeps alternating forever on the edges, and
thus does not converge. Note also that a time-homogeneous
stochastic matrix P(¢#) = P does not imply a time-independent
coin operator W(t) = W.

In this section, we apply Theorem 1 to obtain quantum
walks that replicate uniform random walks. Note that these
quantum walks converge to the stationary distribution of
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their random-walk counterparts. We focus on uniform random
walks on cycle and torus graphs, and numerically evaluate
the quantum walks obtained from Theorem 1 to show their
convergence. It is worth emphasizing that the equivalence
theorem provides a way to simulate random walks through the
simulation of their correspondent quantum walks, a technique
used in this section to obtain numerical results.

Cycle and torus graphs are examples of regular graphs, i.e.,
all vertices have the same degree. Vertices in the cycle and
torus graphs have degree 2 and 4, respectively. The uniform
random walk assigns equal transition probabilities to all edges
incident on a vertex. Thus, each edge in the cycle and torus is
taken by the uniform random walk with probability 1/2 and
1/4, respectively. Uniform random walks on regular graphs
have been well studied and their mixing times and other
properties have been characterized [26,27]. More precisely,
let M denote the column stochastic matrix driving the time
evolution of a uniform random walk on an arbitrary regular
graph of n vertices. Under the irreducibility and aperiodicity
of M, it follows that

lim M’ (0) = —, €29

S| =l

where T € R” is a vector with all entries equal to 1 and 7 (0)
is an arbitrary initial distribution for the random walk. The
stochastic matrices of uniform random walks on the torus
are irreducible and aperiodic independent of the number of
vertices in the graph. In the case of the cycle, the matrices
are irreducible for all cases, although they are only aperi-
odic for cycles with an odd number of vertices. The mixing
times (i.e., number of steps such that the transient distribution
of the random walk is & close to its stationary distribu-
tion) in the cycle and torus are given by O(n?) and O(n),
respectively [27].

Quantum walks that replicate the vertex distribution of
homogeneous random walks on the cycle and torus converge
to the stationary distribution, following (31). In particular, let
M¢ and M7 denote the column stochastic matrices that drive
uniform random walks on the cycle and torus graph of n ver-
tices, respectively. Let W (¢) and Wy (¢) denote the quantum
walk operators derived from M and M7 from Theorem 1,
respectively, using an arbitrary initial condition 7(0) €
[0, 17". We(¢) and Wy (¢) induce vertex probability distribution
sequences ¢ and pr following (11) for which (31) yields

1
lim puc(v,t) = lim py(c,v) = —, forall v. (32)
t—00 t—00 n

The probability w(v,?) of measuring a quantum walk at in-
stant ¢ in vertex v defined in (11) is based on the assumption
that the quantum walk system undergoes unitary evolution
until instant ¢ and is measured instantaneously at 7. Let
T =1{0,1,...,1} denote a set of discrete-time instants that
represent the time at which the quantum walk is measured
after it starts at time zero. Let fi;(v, ) denote the empirical
vertex probability distribution obtained when k quantum walk
systems identically prepared in state |1 (0)) are measured after
t steps of unitary evolution. This k£ sample of a 7-step quan-
tum walk simulation corresponds to the point estimation of
the vertex probability distributions V¥ = {VE&, VE ... VE L,
with Vf : V — R such that Vﬁ?(v) = f(v, j) forallv eV,

- cycle ground truth
cycle, 100 samples
cycle, 1000 samples
cycle, 10000 samples
torus ground truth
torus, 100 samples

TVD with Stationary Distribution

;e *

torus, 1000 samples
- torus, 10000 samples

o Number of Steps 10 10

FIG. 2. TVD with stationary distribution at step multiples of 15
for the cycle and torus graphs (n = 121 in both cases). Ground-truth
curves show the TVD between the random-walk vertex probability
distribution 7 (¢) and the stationary distribution 7*, which is the
uniform distribution for both graphs. Other curves show the TVD
between V¥ and 7* for k € {10%, 103, 10°}.

j€{0,1,...,¢}. It follows that the number of quantum walk
systems that must be prepared to estimate V¥ is tk.

Empirical distributions V¥ are simulated for the cycle and
torus graph with |V| = 121 vertices each, using a discrete
delta function for the initial condition 7 (0), and for various
values of k and ¢. The number of vertices is selected to be odd
in order to ensure that the convergence conditions for the cycle
graph are satisfied. Quantum walk operators are obtained by
using 7 (0), M¢, and M7 in Theorem 1. Since convergence
conditions are met, the vertex distribution sequences of the
quantum walks approach the uniform distribution p*(v, ) =
1/111 as t approaches the mixing time of the corresponding
random walks [27]. Moreover, this initial analysis assesses
the convergent behavior of the quantum walks considered
through the total variation distance (TVD) D; between the
point-estimate quantum walk probability (i; and the random-
walk stationary distribution p*, which assumes the form

A 3 1 A ! 1
Dy 1) = 5 3 |wlv, 1) = Vi (33)
veV
fort' € {0, ..., t}. Results are reported in Fig. 2, where quan-

tum walks for both the cycle and torus are simulated until
time ¢ = |V|?. The TVDs of point estimates obtained from
simulation are shown, together with ground truth values ob-
tained by numerically evaluating the states of the quantum
walks through Eq. (5) and computing measurement proba-
bilities with the POVMs shown in Eq. (10) for times ¢’ €
{0, ..., t}. Note that the ground truth is the TVD between
the random-walk vertex probability distribution 7 (¢) and the
stationary distribution 7r*, which is the uniform distribution.
As expected, increasing the number of samples reduces the
TVD for all time instants for both graphs. Furthermore, the
TVD for the torus approaches zero much faster than that of
the cycle, which reflects their mixing time differences.
Results in Fig. 2 highlight that the variance of the estimator
for the vertex distribution increases as the system approaches
the stationary state. This phenomenon can be explained as fol-
lows. The initial distribution for both walks is a discrete delta
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4 2|V steps

4)V] steps
—k— 8|V| steps
—e— 16|V steps
—e— Stationary

) 1) )
o ° °
N @ =

Quantum walk measurement probability

o
)
e

0.00

0 20 40 \/ertexay\?umber 80 100 120
FIG. 3. Probability distribution of the time-dependent quantum
walk, w(-, 1), for the cycle with |V| = 121 vertices at times t €
{2|V],4|V],8]V], 16]V|} and its stationary distribution (uniform).
The initial condition 7 (0) used is the delta function at the ver-
tex labeled 60. For clarity, we omit wu(-,#) for vertices v with
v, 1) <1074,

distribution, which has zero variance. In contrast, their sta-
tionary distribution is uniform, which has maximum variance.
Thus, the variance of 7 (¢) increases as t moves from zero to
the mixing time, reaching the maximum possible value at the
mixing time itself. Since the walk on the torus approaches
the stationary distribution an order of magnitude faster than
the walk on the cycle, the variance of 7 (¢) on the torus initially
grows faster with 7. This fact is visible in Fig. 2 by noting
that the point-estimate curves for the torus start diverging
from the ground truth much earlier than the respective curves
for the cycle. The time where this divergence occurs indicates
the moment where the TVD between the empirical distribu-
tions and the stationary distribution becomes dominated by
estimation error, rather than the actual difference between
7 (¢t) and the uniform distribution. Indeed, increasing time
beyond this value will not reduce the TVD of the point es-
timates, as shown in Fig. 2. Note that the initial random-walk
distribution 7(0) does play a role in the TVD’s behavior,
since starting closer to the steady-state distribution reduces the
number of steps required for walks to converge. However, the
convergence rate is not dependent on the initial distribution
and analyzing the system in different configurations—using a
single Gaussian distribution centered at a particular node, for
instance—will not provide additional significant insights on
the convergent behavior.

In order to illustrate quantum walk convergence, we com-
pute the probability distribution w(-,¢), Eq. (11), for the
time-dependent quantum walk that mimics the uniform ran-
dom walk on the cycle with |V| = 121 vertices at times ¢ €
{21V, 4|V], 8|V |, 16|V |} along with its stationary distribution.
Results are reported in Fig. 3. The initial condition 7 (0) is
the discrete delta function at vertex 60. The cycle is used
for visual purposes: the labeling of the vertices on the cycle
allows for a meaningful two-dimensional representation of
vertex probabilities. Moreover, since the number of vertices is
odd, the unique stationary distribution is the uniform distribu-
tion at 1/121. For clarity, vertex probabilities u(v, t) smaller
than 10~* are omitted for all curves, but only odd numbered
vertices have such a small probability (since the observation

time is even and the initial delta function is at vertex 60).
Note that as time increases, the probability associated with
odd numbered vertices increases at even time steps. At time
2|V|, no odd vertex meets this quota, while at time 16|V| all
odd vertices have probability above 10~*. The curves show the
shape of w(-, t) and the convergence of the vertex distribution
as ¢ increases to the steady-state distribution, a behavior well
known for the random walk that is now also observed by
the corresponding quantum walk. Note that only at ¢ = |V |?
(mixing time for the cycle) will u(-,¢) be € close to the
stationary distribution.

V. DISCUSSION

This paper provided a methodology to build a time-
dependent discrete-time coined quantum walk with vertex
probability distribution over time that is identical to that of
any classical random walk on the same graph. In a nutshell,
given a finite arbitrary graph, a time-dependent quantum walk
can exactly replicate the vertex distribution of a random walk
over time. Interestingly, this implies that the vertex probability
distributions of time-dependent quantum walks can converge
to the steady-state distribution of random walks.

Recent prior work has shown that a time-dependent bi-
ased random walk can exhibit the same vertex distribution
over time as any discrete-time coined quantum walk [21], a
result in the opposite direction. Both results require a time-
dependent process (quantum walk or random walk) in order to
mimic the evolution of a time-homogeneous process (random
walk or quantum walk, respectively). In general, such equiva-
lence is not possible without a time-dependent model. Indeed,
time dependence significantly increases the expressiveness of
both random and quantum walks, allowing one to mimic the
other. Considering time-dependent processes, quantum and
random walks are two equivalent models to represent the
evolution of vertex probability distribution on finite graphs.

Although the proposed methodology to build time-
dependent quantum walks can be applied to any random walk
on any finite graph, this solution is not unique: there are other
procedures to consistently build time-dependent unitary quan-
tum walks to represent the probability distribution of random
walks over time. Clearly, different procedures have different
implications (e.g., in terms of quantum circuit complexity)
and determining the most efficient procedure is a theme for
future work.

While the equivalence between quantum and random walks
in this and prior works [14,21] has been restricted to uni-
tary (closed) quantum systems, it is interesting to consider a
possible equivalence in nonunitary (open) quantum systems.
Nonunitary (open) systems have drawn attention in the past
decade as they offer a better model for real quantum sys-
tems [28-30]. While applying the techniques presented in this
paper to Markovian dissipative (nonunitary) systems seems
feasible, more work would be required to claim a precise con-
nection. However, extending the techniques to non-Markovian
dissipative systems seems to be much more challenging given
the Markovian nature of classical random walks.

Last, note that classical algorithms that rely on random
walks to compute now immediately have a quantum walk
equivalent. For example, consider the fundamental problems
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of sampling from complicated distributions or estimating their
expected value. These two problems have many applications
and can be solved by Monte Carlo Markov chain (MCMC)
algorithms, which essentially perform (biased) random walks
on extremely large graphs [26]. Not surprisingly, quantum
algorithms are being specifically designed to tackle this same
problem. In particular, it has been recently shown that a
quantum-enhanced MCMC algorithm can outperform classi-
cal MCMC algorithms (through experimental results) [31].
Knowing that time-dependent quantum walks can represent
classical random walks (the main contribution of this paper)

can help advance this and other lines of research that rely on
building quantum algorithms from classical algorithms based
on random walks.
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