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Quantum theory of temporally mismatched homodyne measurements
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The fields of precision timekeeping and spectroscopy increasingly rely on optical-frequency-comb interfer-
ometry. However, comb-based measurements are not described by existing quantum theory because they exhibit
both large mode mismatch and finite-strength local oscillators. To establish this quantum theory, we derive
measurement operators for homodyne detection with arbitrary mode overlap. These operators are a combination
of quadrature and intensity-like measurements, which inform a filter that maximizes the quadrature-measurement
signal-to-noise ratio. Furthermore, these operators establish a foundation to extend frequency-comb interferom-
etry to a wide range of scenarios, including metrology with nonclassical states of light.
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I. INTRODUCTION

Homodyne measurements [1] are foundational to quantum
optics and precision metrology, enabling the manipulation
[2,3] and characterization [4–6] of quantum states. In a single
mode, homodyne measurement is understood as a measure-
ment of a quadrature of the electromagnetic field [7–10].
Many multimode formulations of homodyne measurement
assume the signal and local oscillator (LO) share the same
temporal mode [11–16], resulting in qualitatively similar
quantum descriptions and limits as the single-mode case.
Temporal-mode mismatch between the signal and LO has
been understood as effective loss [4,5,17–19]. However, these
works do not consider the effects of finite-strength LOs, and
large mode mismatch evident in many experiments [20–22].
In fact, these experiments observe additional shot noise
due to mode mismatch, which is unexplained by effective
loss alone.

Over the past two decades, optical frequency combs [23]
have emerged as a powerful tool for characterization and
dissemination of the most precise clocks [24–26], precision
spectroscopy [27,28], and broad bandwidth frequency synthe-
sis [29–31]. In these measurements, the frequency-comb LOs
have very high peak power, but relativity small average power;
as a result the finite-strength LO effects are important, particu-
larly when the signal has similar average power to the LO. As
comb-based measurements near putative shot-noise quantum
limits [20,25,32,33], a quantum measurement description that
addresses temporal-mode mismatch and finite field strengths
is crucial to determine the fundamental bounds on precision.
A complete quantum theory also forms the foundation of
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frequency comb metrology with nonclassical light [34–37].
We expect this to be important for comb-based measurements
aimed at surpassing the standard quantum limit [38–42].

In this article, we address this need by providing a
quantum description of temporally mismatched homodyne
measurement, shown in Fig. 1. Specifically, we derive the
measurement operators, i.e., the positive operator-valued mea-
sure (POVM), which enable the calculation of measurement
statistics for any signal state and coherent LO both with arbi-
trary time dependence.

This article is organized as follows. In Sec. II we use
continuous mode quantum optics and the Gram-Schmidt pro-
cedure to decompose the mode of an incoming signal into
the mode of the LO and an orthogonal mode. This temporal-
mode decomposition is used to derive measurement operators
for modal homodyne measurement in Sec. III, which is our
main result. The measurement operator consists of two parts:

FIG. 1. Temporally mismatched homodyne measurement with
signal processing. The signal and local oscillator (LO) have different
temporal modes, resulting in a mismatch. The detectors produce a
photocurrent proportional to the intensity of the field and the instan-
taneous difference is denoted by x(t ) ∝ I1(t ) − I2(t ). We compute
the measurement operators for this setup and consider filtering the
photocurrent. This filtering removes the additional shot noise due to
mode mismatch [20]. We describe the set of filters that do not affect
the measured quadrature and achieve signal-to-noise ratios (SNRs)
considerably larger than the unfiltered SNR.
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a quadrature measurement (corresponding to the LO mode)
and an intensity-like measurement (corresponding to the or-
thogonal mode). We then illustrate our formalism in Sec. IV
with several examples. Specifically we use our analysis to de-
velop a new quantum limit for comb-based measurement and
provide quantum theoretic grounds for experimental results
demonstrating better-than-shot-noise-limited performance by
Deschênes and Genest [20] via temporal filtering. We also
present measurement statistics for an example nonclassical
signal that, to our knowledge, cannot be described by existing
analyses. Finally, we conclude in Sec. V with a discussion
of the implications of our results for heterodyne measure-
ment, which is the standard measurement with frequency
combs.

II. CONTINUOUS MODES AND GRAM-SCHMIDT

In a balanced homodyne measurement, the signal and LO
are combined on a beam splitter and both output ports are
detected. The resulting photocurrents are then subtracted,
and the difference is recorded as the measurement result
(see Fig. 1). Typically, the LO strength dominates the signal
strength and the LO is temporally mode matched to the signal.
Here we do not assume that the signal and LO are mode
matched and allow for arbitrary mode overlap. For this reason
we need to introduce the basics of continuous mode quantum
optics [14].

We begin by defining the mode creation operator Â†(ξ ) in
some temporal mode ξ (t ), also known as the field envelope,

Â†(ξ ) =
∫ T

0
dt ξ (t )â†(t ), (1)

where â†(t ) is the creation operator that creates a photon at
time t . These mode operators carry the usual commutation
relations [Â(ξ ), Â†(ξ )] = 1 unlike the instantaneous creation
operators which have units of s−1/2 as can be seen from
[â(t ), â†(t ′)] = δ(t − t ′).

To describe time-dependent homodyne measurements we
introduce independent and arbitrary complex temporal modes
for the signal and LO, denoted by the mode functions ξS(t )
and ξLO(t ). These modes are normalized over the detection
interval (0, T ), i.e.,

∫
dt ′ |ξ (t ′)|2 = 1. To analyze this mea-

surement we build an orthonormal basis of temporal modes
around the LO mode. This is physically motivated as the time
dependence of ξLO is known and controlled in an experiment.

We construct this basis using the standard Gram-Schmidt
process beginning with ξLO and ξS. We label this basis as
{ξLO, ξ⊥, ξ3, . . . },1 and define

ξLO(t ) = ξLO,

ξ⊥(t ) = ξS − 〈ξLO, ξS〉ξLO√
1 − |〈ξLO, ξS〉|2

,
(2)

1The numbered modes are necessary to complete the temporal-
mode basis, but will not contribute to the measurement operators.
Additionally the above basis is ill defined if ξLO ∝ ξS, but this is the
mode-matched limit where theoretical treatments already exist.

FIG. 2. (a) The physical CW signal (orange) and Comb pulse LO
(blue) modes incident on the beam splitter. (b) The Gram-Schmidt
modes which correspond to quadrature measurement and intensity-
like measurement. (c) The signal and LO modes have some overlap,
but we can decompose them into the Gram-Schmidt basis. We can
write the signal and LO as a linear combination of these basis ele-
ments; here γ is the complex-valued mode overlap, γ = 〈ξLO, ξS〉.
This same decomposition can be used on the operators B̂(ξLO) and
Â(ξS).

where 〈 f , g〉 = ∫ T
0 dt ′ f ∗(t ′)g(t ′) is the inner product. For con-

venience we also define the mode overlap, γ ≡ 〈ξLO, ξS〉.
The measurement can be completely understood in these two
modes because the signal can be decomposed into a linear
combination of just ξLO and ξ⊥.

To demonstrate how to decompose an example signal we
can consider the case where the signal is continuous wave
(CW) and the LO is a Gaussian pulse, representing, e.g., a
short temporal section of a frequency comb. In the frame
rotating at the carrier frequency, we have

ξS = eiφ

√
T

and ξLO =
[

e−(t−μ)2/(2σ 2 )

√
2πσ 2

]1/2

. (3)

Figure 2 illustrates these modes with μ = T/2, σ ≈ 0.1T , and
φ = 0. Assuming the LO pulse is fully contained in the detec-
tion interval the mode overlap is γ = (8πσ 2T −2)1/4eiφ . The
mode overlap is maximized when the ratio of the pulse width
to the detection interval is maximal. Intuitively this is when
the pulse is the most “CW-like” on the detection interval.
Furthermore, the appearance of the phase eiφ demonstrates
that the mode overlap is complex in general.

Using Eq. (2) we can also calculate the perpendicular mode

ξ⊥ = eiφ√
T − σ

√
8π

(1 − 2e−(t−μ)2/(4σ 2 ) ), (4)

which is pictured in Fig. 2(b). This mode represents the piece
of the signal that does not interact with the local oscillator. We
will see in Sec. III that the perpendicular mode will contribute
intensity-like noise.

Returning to the general case where the modes ξS and ξLO

are arbitrary, we define modal coherent states as [14,18,43]

|αξS〉 = D(α, ξS)|0〉 = exp[αÂ†(ξS) − α∗Â(ξS)]|0〉. (5)

It is straightforward to show that A(ξS) = γ ∗A(ξLO) +√
1 − |γ |2A(ξ⊥). Using this along with an applica-

tion of the Baker-Campbell-Hausdorff formula, and
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[Â(ξ1), Â†(ξ2)] = 〈ξ1, ξ2〉, and we get the modal decom-
position,

D(α, ξS) = D(γα, ξLO) ⊗ D(
√

1 − |γ |2α, ξ⊥)

× exp
{
|α|2

(
Im(γ ∗√1 − |γ |2〈ξ⊥, ξLO〉

)}
. (6)

Since we have defined our mode basis to be orthonormal we
know that 〈ξ⊥, ξLO〉 = 0 and thus the exponential term is 1.
This allows us to decompose a coherent state signal into the
LO and ⊥ modes:∣∣αξS

〉 = ∣∣γαξLO

〉 ⊗ ∣∣√1 − |γ |2αξ⊥
〉
. (7)

This will be useful in Sec. IV when we consider the measure-
ment of a coherent signal.

III. MODAL HOMODYNE MEASUREMENTS

The photodetectors in homodyne measurements respond
to intensity. In the noiseless limit, intensity detection is
photon-number resolving. Like previous work [10,44], we
use photon-number-resolving detectors for our analysis, but
the noisy detector limit can always be recovered by coarse
graining. However, in our analysis, we must consider pho-
todetection in certain temporal modes. That is, we model
photodetection as projections onto Fock states in a given
mode,

|nξ 〉 = Â†(ξ )n

√
n!

|vac〉 , (8)

which are eigenstates of the number operator Â†(ξ )Â(ξ ). We
use the notation where operators with modes are written in
parentheses, Mn,m(ξ ), and states in modes are denoted with
subscripts, |nξ 〉.

We assume the detector is unable to differentiate a LO-
mode photon from an orthogonal-mode photon. The detector
acts as a projector onto a combination of all the possible
modes in our basis that could produce a click. For this reason,
we construct the n-click measurement operator by marginal-
izing over the mode degree of freedom,

|vac〉〈n|D =
n∑

p=0

|vac〉(〈pξLO | ⊗ 〈n − pξ⊥|), (9)

where we assume our detectors absorb photons, hence the pro-
jection onto vacuum. Now we follow the analysis of Ref. [44]
to arrive at the measurement (Kraus) operator that corresponds
to observing n clicks on one detector and m clicks on the other:

Mn,m = 〈n|D1〈m|D2UBS|ψLO〉. (10)

We choose the LO to be a coherent state in ξLO, |ψLO〉 =
|β(ξLO)〉 ⊗ |0ξ⊥〉. We assume our detectors absorb photons
so we have used 〈n|D1 as shorthand for |vac〉〈n|D1 . Here the
operator Mn,m is not given a mode because it pertains to the
total clicks over all modes. At the moment these measurement
operators are written in terms of n and m, but ultimately we
will express the POVM in terms of the difference and sum
photocurrent x ∝ n − m and w ∝ n + m, respectively.

We use the definition in Eq. (9) and reorder the tensor prod-
uct to write the measurement operators in our preferred basis:

Mn,m =
∑
p,q

〈pξLO |〈qξLO |︸ ︷︷ ︸
LO modes

〈n − pξ⊥|〈m − qξ⊥|︸ ︷︷ ︸
⊥ modes

UBS|ψLO〉,

=
∑
p,q

Mp,q(ξLO) ⊗ Mn−p,m−q(ξ⊥), (11)

where we assume the beam splitter behaves uniformly across
modes (Appendix A), although this assumption can be
relaxed [45]. Equation (11) shows a decomposition of the
measurement operators into two temporal modes:

Mp,q(ξLO) = 〈pξLO |〈qξLO |UBS|βξLO〉 (12a)

Mr,s(ξ⊥) = 〈rξ⊥|〈sξ⊥|UBS|vac〉. (12b)

To obtain our final result for this operator we need to lever-
age the methods of Refs. [10,44] which involve four steps.

Step 1. We need to perform a change of variables on our
operators so they are written in terms of the sum and differ-
ence variables. For both modes now we change from the n and
m variables to sum and scaled difference variables,

x = n − m√
2|β|eiθ

and w = n + m, (13)

where θ is the phase of the LO. We do this because we
want our operators to describe the observed quantities of
the measurement, which is the difference photocurrent. In
the large-LO limit, we will approximate x as a continuous
variable.

Step 2. We construct the POVM from the measurement
operators in Eq. (11) as E = M†M (Appendix B). After a
number of approximations we arrive at

Ex,w =
∑
w′

∫
dx′Ex′,w′ (ξLO) ⊗ Ex−x′,w−w′ (ξ⊥), (14)

where Ex,w(ξLO) and Ex,w(ξ⊥) are the POVMs for the mea-
surement in each mode. The POVM elements are the operators
that give rise to the statistics observed in an experiment.

Step 3. For the analysis of the LO mode we need to assume
the LO is large so that we are in the homodyne limit, which
entails assuming that 〈n̂(ξLO)〉S � 〈n̂(ξLO)〉LO, i.e., the LO
dominates the signal in the LO mode (Appendix C). Thus the
difference variable x is quasicontinuous.

Step 4. We marginalize over the sum variable as it is not
typically observed in experiments. We can now state our main
result, which is the total POVM for a time-dependent LO:

Ex =
∑
w

Ex,w =
∫

dx′Ex′ (ξLO) ⊗ Ex−x′ (ξ⊥). (15)

This result is a convolution of a POVM in the LO and perpen-
dicular modes (Appendix D). We absorbed the Jacobian from
changing variables into the single-mode POVMs so that both
the total and single-mode POVMs sum to identity. In Eq. (15)
x on the left-hand side is the difference photocurrent while
x′ and x − x′ ≡ v on the right-hand side are the difference
variable contributions from the LO and ⊥ mode, respectively
[cf. Eq. (11)].

A detailed calculation shows the LO-mode POVM is
a homodyne measurement of a time-dependent quadrature
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FIG. 3. The classical mode functions of a time-dependant homo-
dyne measurement. Here the mode ξLO(t ) is that of a comb, while
the signal mode ξS is half a period of a sinusoid. (a) The LO phase is
constant over the signal and thus the modal quadrature measurement
is consistent with a CW quadrature measurement. (b) The phase
of the LO has an abrupt change so the time-dependent quadrature
is inconsistent with a CW quadrature measurement. Our formal-
ism allows for such time-dependent quadratures. The orthogonal
time-dependent quadrature P̂(ξLO) = −i(Â†(ξLO) − Â(ξLO))/

√
2 is

the dotted line.

(Appendix B 2)

Ex′ (ξLO) = ∣∣x′
ξLO

〉〈
x′
ξLO

∣∣, (16)

where |x′
ξLO

〉 is an eigenstate of the modal quadrature operator

Q̂(ξLO) = (Â(ξLO) + Â†(ξLO))/
√

2. This quadrature operator
is time dependent in the sense that ξLO may have different
phases at different times (see Fig. 3).

In the perpendicular mode, the LO is in vacuum, and the
analysis yields a POVM that follows a binomial distribution
in n and m. After switching to sum and difference variables
we have (Appendix B 1)

Ev (ξ⊥) =
∑
w

|wξ⊥〉〈wξ⊥|Bin

( |β|v√
2

∣∣∣w,
1

2
, 0

)
, (17)

where |wξ⊥〉 is a Fock state and Bin(x|n, p, μ) is a binomial
distribution characterized by n and p and shifted so that it has
mean μ [46]. Here we have used the difference variable v as if
it were discrete, but it must be approximated as continuous to
be consistent with Eq. (15). In Eq. (17) the difference variable
distribution has mean zero and variance w/(2|β|2), and this
is true regardless of the signal state. Only the variance of
the difference variable actually depends on the input state.
In other words, this is not a quadrature measurement and
instead resembles an intensity measurement, as evidenced by
the projector onto Fock states.

We have derived the POVM starting from the slow detector
limit. For detectors that can resolve the time dependence of
the signal and LO the Kraus operators would change. This
time-dependent photorecord must be treated carefully. So long
as the additional time dependence is averaged over, the mea-
surement statistics predicted by the POVM presented here
would remain correct, meaning our POVM is valid in any
detector bandwidth limit (Appendix E).

IV. EXAMPLES

We now illustrate the use of these theoretical tools with
three examples. We start by considering coherent signals and
explore the limits of filtering. In the first two examples, we

apply filtering to a signal with known and unknown temporal
profiles. These examples explain a remarkable demonstration
by [20] of higher SNR than that set by shot noise of the total
photocurrent, achieved by filtering the measurement record.
Finally, we utilize our measurement operators to analyze the
measurement of a single photon which cannot be calculated
using semiclassical methods. Moreover, the filtering tech-
nique we explore could be of interest to weak field homodyne
measurement when there is mismatch between the weak LO
and the signal [47–49].

A. Coherent state signal and SNR bound

We take the signal to be a coherent state |ψ〉S = |αξS〉 and
decompose the signal into the LO mode and the perpendicular
(⊥) mode as in Eq. (7).

We derive the distribution of the total measurement by tak-
ing the expectation of the POVM, Eq. (15), which is P(x) =
〈αξS |Ex|αξS〉 (Appendix F). If the detector could differentiate
photons in the perpendicular and LO modes, then the joint
distribution of clicks in the two modes would be

P(xLO, x⊥) = N
(
xLO|μLO, σ 2

LO

)
N (x⊥|μ⊥, σ 2

⊥), (18)

where N denotes a normal distribution, μLO = √
2Re(αγ ),

σ 2
LO = 1/2, μ⊥ = 0, and σ 2

⊥ = |α|2(1 − |γ |2)/2|β|2. Here we
have used the convention that β is real; i.e., the phase of
LO is the reference phase. Because the signal is a coherent
state, which is uncorrelated in time, the distributions of x⊥
and xLO are independent. This means if we marginalize, or
filter, over the ⊥ mode we could obtain an “ideal” homodyne
measurement of the signal in the LO mode.

The real detectors cannot differentiate between the two
modes so the distributions must be convolved, yielding

P(x) = N
(

μ =
√

2Re(γα), σ 2 = 1

2
+ |α|2(1 − |γ |2)

2|β|2
)

.

(19)

From this, we find the power SNR:

SNR = |μ|2
σ 2

= 4|β|2Re(γα)2

|β|2 + (1 − |γ |2)|α|2 . (20)

As the signal and LO become mode matched, i.e., |γ |2 → 1,
we recover the expected SNR for ideal homodyne detection:
SNR|γ |→1 = 4Re(γα)2.

When γ is small and |β|2 � |γα|2, i.e., large mode mis-
match, a Taylor expansion yields

SNRtotal
γ→0 ≈ 4|β|2Re(γα)2

|β|2 + |α|2 . (21)

Thus SNRtotal has its mean attenuated by the mode-mismatch
Re(γ ) as predicted by prior theory [4,5,17,19]. Additionally,
there are shot-noise contributions from both the signal and LO
since no assumption allows either noise term to dominate. The
above SNR is conventionally accepted as the quantum limit
for frequency-comb measurements [32].

This conventional SNR limit was first questioned in an
experiment by Deschênes and Genest [20], where they applied
a filter matched to the LO intensity and achieved a sizable
SNR improvement over Eq. (21). We reconsider this technique
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FIG. 4. SNR vs the mode overlap γ with an experimentally rele-
vant set of parameters. The dashed line is the total measurement SNR
containing both LO-mode and perpendicular-mode clicks (η f = 1).
The solid line is the SNR after an optimal filter is applied (η f = 0).
The dotted line is the improvement obtainable using filtering. For
this example we take the signal power to be 2 mW, the LO power is
100 µW, and the measurement interval is τ = 10 ns = 1/ frep. For a
10-ps pulse and CW signal we would have typical γ of 10−2 and η f

of 10−3; here the available SNR gain is ≈13 dB.

specifically for the case where we want to measure the time-
dependent quadrature operator Q̂(ξLO) and the mode of the
signal ξS is unknown.

The optimal filter of the photocurrent is described by the
time-dependent weighting function,

f (t ) =
{

1 if ξLO(t ) �= 0
0 if ξLO(t ) = 0,

(22)

which must be approximated in many cases (Appendix I).
This function leaves the LO mode unchanged, so it will pre-
serve the mode of the measured quadrature and leave the mean
unchanged. This filter will reduce the shot-noise contribution
from the perpendicular mode. The achievable filtered SNR is

SNR f (t ) = 4|β|2Re(γα)2

|β|2 + η f |α|2 , (23)

where η f is the filtering inefficiency given by η f =∫
dt | f (t )|2|ξ⊥(t )|2. When η f = 0 (perfect filtering) we

recover the ideal homodyne SNR and when η f = 1 (no fil-
tering) we have the conventional SNR limit; i.e.,

4|β|2Re(γα)2

|β|2 + |α|2︸ ︷︷ ︸
Conventional

� 4|β|2Re(γα)2

|β|2 + η f |α|2︸ ︷︷ ︸
Achievable

� 4Re(γα)2

︸ ︷︷ ︸
Ideal

. (24)

We plot these limits for parameter values typical in comb
experiments in Fig. 4 and show a 13-dB improvement from
perfect filtering. Note that in this derivation, the “comb” struc-
ture of the LO is, by definition, included in the mode ξLO (see
Fig. 3), and its impact is described by the overlap with the
signal mode ξS, i.e., the parameter γ .

We caution that the SNR bounds in Eq. (24) can be beaten
if there is prior information about the shape of the signal
mode. However, doing so will cause the measurement to no
longer be of Q̂(ξLO). For example, if the signal mode is zero
while the LO mode is nonzero, that portion of the measure-
ment record only contributes LO shot noise and does not
change the mean and could thus be ignored to increase SNR,
as explained in Sec. IV B.

FIG. 5. We show the modes used to demonstrate filtering perfor-
mance that exceeds our bounds. Here it is clear that the optimal gate
would be the one that only counts clicks from the overlapped portion
of the measurement and removes all additional shot noise from the
LO and signal mode.

B. A known signal mode can violate SNR bound

Now we consider an example where the SNR bounds we
proposed can be violated by changing the effective quadrature
being measured. We take the signal and LO modes to both be
top-hat functions,

ξS =
{ 1√

t1
if t ∈ (0, t1)

0 else,
ξLO =

{ 1√
τ

if t ∈ (t0, T )
0 else,

(25)

where τ = T − t0 (see Fig. 5). The LO defines the modal mea-
surement. As the signal and LO only overlap on the interval
(t0, t1) we are predominantly measuring vacuum signal.

As the signal mode function is known we may filter out the
measurement of vacuum by only considering detection in the
interval (t0, t1). This is achieved with the filter

f (t ) =
{

1 if t ∈ (t0, t1)
0 else. (26)

This will change the quadrature measured from Q̂(ξLO) to the
top-hat “LO mode” in the interval Q̂( f (t )ξLO).

Redoing the above analysis in this case for a coherent
signal |αξS〉, the SNR is

SNR = 4|β|2Re(γα)2

ηLO|β|2 + ηS|α|2 , (27)

where ηLO = (t1 − t0)/(T − t0), and ηS = (t1 − t0)/t1. In the
large-LO regime after the filter is applied we get the simplified
expression

SNR = 4Re(γα)2

ηLO
, (28)

where we note that ηLO is between 0 and 1, so this exceeds the
bound we propose of SNR = 4Re(γα)2 by a factor of η−1

LO.
Thus, in this example, because we knew ξS, we were able
to violate the SNR bound at the cost of altering the modal
measurement.

C. Single-photon signal and weak LO

Now consider the signal to be a single-photon state with
mode ξs. Decomposing this into our basis gives

|1ξs〉 = γ |1ξLO〉|0ξ⊥〉 +
√

1 − |γ |2|0ξLO〉|1ξ⊥〉. (29)

As the overlap between the signal and LO modes increases,
the photon is more likely to be found in the LO mode.

To compute the measured quadrature distribution we take
the expectation of the POVM in Eq. (15) in the state Eq. (29),
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FIG. 6. Difference variable probability distribution for a single-
photon signal with varying amounts of mode mismatch. In all figures
β = 1 is used, so that the single photon of shot noise from the signal
is not overshadowed. These figures are generated with η f = 0. Qual-
itatively similar results can be observed for larger-photon-number
signal states, but combinatorial expansion complicates the analytical
formulations equivalent to Eq. (31).

i.e.,

P(x) =
∫

dx′〈1ξs

∣∣ELO
x′ (ξLO) ⊗ E⊥

x−x′ (ξ⊥)
∣∣1ξs

〉
. (30)

After some manipulation done in Appendix H, we find

P(x) = 1

2
√

π

[
4|γ |2x2e−x2 + (1 − |γ |2)

× (
e−(x−1/

√
2|β|)2 + e−(x+1/

√
2|β|)2)]

. (31)

The first term is the quadrature distribution for a single pho-
ton, which is attained in the mode-matched limit (γ = 1). For
γ = 0 and |β| � 1 we have the quadrature distribution for
vacuum. For γ between these extremes and large β we have
the quadrature distribution for a mixed state of zero and one
photon. This is the regime that is characterized by an effective
loss and is analyzed in detail in Ref. [17]. For small values of
β, additional shot noise from the perpendicular mode splits the
Gaussian distribution of vacuum into two Gaussians. These
features are plotted in Fig. 6. The filtered measurement is
equivalent to the effective loss results from Ref. [17], show-
casing the difference the added perpendicular mode noise can
make. This feature is not present if mode mismatch is treated
as just loss and is highly relevant to applications of homodyne
measurement with weak LOs [47–49].

V. CONCLUSION

In conclusion, we have found the measurement operators
for multimode homodyne detection that are valid for arbitrary
time dependence of both the LO and signal. In our construc-
tion, the measurement decomposes naturally into two parts:
a quadrature measurement in the temporal mode of the LO
and an intensity-like measurement on the other modes. We
show that perfect filtering of this intensity noise achieves a

quadrature noise-limited measurement. In comb-based mea-
surements characterized by large mode mismatch and strong
signals, this establishes a significantly lower quantum limit
than conventionally considered. This limit should be sought
before pursuing quantum advantage from nonclassical states
of light. Moreover, because we have developed a fully quan-
tum theory, we can analyze the measurement of any signal
state including squeezed states, which are highly relevant to
measurements aimed at increased precision. As an example of
our fully quantum theory, we analyzed the measurement of a
single-photon Fock state with a finite-strength LO and arbi-
trary mode overlap. This represents a scenario that existing
methods have not been able to fully describe. Our analy-
sis complements related work on POVMs for electro-optic
sampling [50].

Many comb-based measurements are based on hetero-
dyne rather than homodyne techniques. Although there are
many reasons to prefer homodyne over heterodyne tech-
niques for quantum metrology, the technical limitations of
frequency-comb measurements make quantum-limited homo-
dyne measurement more difficult to achieve than heterodyne
measurement. We conjecture that the heterodyne SNR is sim-
ply half that of homodyne due to sampling of both x̂ and p̂
quadratures, but a complete analysis of the heterodyne mea-
surement operators is left as future work.
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APPENDIX A: MODE DECOMPOSITION
OF BEAM SPLITTER

We show that the beam splitter acts the same for every
mode, under the assumption that the transmission and reflec-
tion coefficients of the beam splitter are constants over the
relevant frequencies of the signal and LO mode. From our
assumption we have that the action of the beam splitter in ev-
ery mode is described by the following input-output relations:

U †
BS(ξ )Â(ξ )UBS(ξ ) = Â(ξ ) + B̂(ξ )√

2
, (A1a)

U †
BS(ξ )B̂(ξ )UBS(ξ ) = Â(ξ ) − B̂(ξ )√

2
. (A1b)

We want to show that this implies a tensor product structure
to the beam splitter unitary; i.e., we can split the unitary
into a beam splitter for each mode independently. We can
demonstrate this by considering decomposing a single mode
into a combination of modes and seeing how the unitary must
act. Consider an annihilation operator in some mode Â(ξ ).
Furthermore, allow ξ to be decomposed as ξ = c1ξ1 + c2ξ2 +
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· · · . When we conjugate Â(ξ ) by the beam splitter, we have

U †
BSÂ(ξ )UBS = U †

BS

(∑
n

cnÂ(ξn)

)
UBS, (A2)

but from Eq. (A1) we know this must produce a sum of
operators in the ξ mode:

U †
BS

(∑
n

cnÂ(ξn)

)
UBS = 1√

2

∑
n

cn(Â(ξn) + B̂(ξn)). (A3)

In order for this to hold we need the following to be true:

U †
BSÂ(ξn)UBS = Â(ξn) + B̂(ξn)√

2
. (A4)

This equation allows us to write UBS(ξ ) by its action on
every mode. This means we can decompose the beam-splitter
unitary into modes as

UBS = UBS(ξ1) ⊗ UBS(ξ2) ⊗ · · · , (A5)

as desired.

APPENDIX B: DERIVING THE SINGLE-MODE POVMs
FROM KRAUS OPERATORS

1. Perpendicular mode

First we address the perpendicular mode, which is signifi-
cantly easier. We start with Eq. (12b),

Mr,s(ξ⊥) = 〈rξ⊥|〈sξ⊥|UBS|vac〉, (B1)

which represents r and s clicks in the perpendicular mode.
Using the definition of photon number states from Eq. (8) to
expand the bras into operators acting in vacuum,

Mr,s(ξ⊥) = 〈vac|〈vac| ÂrB̂s

√
r!s!

UBS|vac〉. (B2)

We have omitted the mode label since every operator in this
equation acts on the perpendicular mode. We now insert iden-
tity, i.e., U †

BSUBS = I , after every operator so we can apply
the input-output relations of the beam splitter, U †

BSÂUBS =
(Â + B̂)/

√
2 and U †

BSB̂UBS = (Â − B̂)/
√

2. Doing this and
applying the remaining beam-splitter unitary to the vacuum
modes on the left, we get the following equation:

Mr,s(ξ⊥) = 〈vac|〈vac| (Â + B̂)r (Â − B̂)s

√
r!s!2(r+s)/2

|vac〉, (B3)

where the B̂ operator acts on the Hilbert space of the LO,
which in this case is in vacuum. We can apply this vacuum
state effectively replacing each B̂ operator with a 0 and we get

Mr,s(ξ⊥) = 〈vac| Âr+s

√
r!s!2(r+s)/2

= 〈r + s|
√

(r + s)!√
r!s!2(r+s)/2

= 〈r + s| 1

2(r+s)/2

√(
r + s

r

)
. (B4)

Now we move to the POVMs Er,s = M†
r,sMr,s,

Er,s = |r + s〉〈r + s|
2(r+s)

(
r + s

r

)
, (B5)

and change to sum and difference variables as follows:

Ex,w = |w〉〈w|
2w

(
w

x̃
2 + w

2

)
. (B6)

This is a shifted binomial distribution in x with mean zero
in the difference variable and variance w. While we could
further approximate this distribution in the limit where w

is large we choose not to for two reasons. First, we want
the mode-matched limit γ = 1 to appear naturally from
our results and in that limit w in the perpendicular mode
goes to zero. Second, the binomial distribution has some
nice properties, particularly when coupled with the Poisson
distribution of a coherent input state, that make the marginal-
ization integrals analytically solvable. For these reasons we
will scale the difference variable, but leave it discrete at
the POVM level. Depending on the input state the differ-
ence variable can be made continuous in a variety of ways,
most commonly by approximating the binomial distribution
as normal. The resulting marginalization over w will be
difficult under this approximation but can easily be solved
numerically. After appropriately scaling variables we get the
following POVM:

Ex,wdx = dx|w〉〈w|Bin

( |β|x√
2

∣∣∣∣w,
1

2
, 0

)
, (B7)

where Bin(x|n, p, μ) is a binomial distribution characterized
by n and p and shifted so that it has mean μ:

Bin(x|n, p, μ) =
(

n

x + n
2 − μ

)
pn/2+x−μ(1 − p)n/2−x+μ.

(B8)

2. LO mode

The calculation in the LO mode is more involved, but has
been described in detail in Ref. [44]. We start with Eq. (12a),

Mp,q(ξLO) = 〈pξLO |〈qξLO |UBS|βξLO〉. (B9)

We apply the same steps as before up to Eq. (B3), the only
difference being that the state of the LO is no longer vacuum.
Doing this yields

Mp,q = 〈vac|〈vac| (Â + B̂)p(Â − B̂)q

√
p!q!2(p+q)/2

|β〉, (B10)

where the mode designations are omitted because every oper-
ator and state is in the LO mode. After acting operators on the
LO coherent state we arrive at

Mp,q = 〈vac|
(
Â + β

)p(
Â − β

)q

√
p!q!2(p+q)/2

e−|β|2/2. (B11)

Now this operator acts only on the signal Hilbert space.
From here we apply a series of algebraic manipulations

to arrange the operator into a form where we can apply the
large-local-oscillator assumption. When we do this we will
assume without loss of generality that p � q, but the calcula-
tion goes much the same with the opposite assumption. After
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manipulation we get

Mp,q = 〈vac|(−1)q

(
1 + Â

β

)p−q(
1 − Â2

β2

)q

× e−|β|2/4

√
p!

(
β√
2

)p e−|β|2/4

√
q!

(
β√
2

)q

. (B12)

We have arranged these terms so that we see the appearance
of two Poisson distributions in p and q as well as two terms
that can be expanded in the large-β limit into exponentials.
From here we again move partially to the sum and difference
variables of Eq. (13) and also replace m with its mean |β|2/2.
Applying the large-LO limit allows us to approximate these
Poisson distributions as normal as well. Doing this will move
us from discrete variables p and q to continuous variables p′
and q′. Applying all of these leads us to

Mp′,q′ ≈ 〈vac|(−1)q′
e
√

2e−iθ xÂe−e−2iθ Â2/2

×
(

e−(p′−|β|2/2)2/(2|β|2 )

(π |β|2)1/4

)(
e−(q′−|β|2/2)2/(2|β|2 )

(π |β|2)1/4

)
,

(B13)

where eiθ is the phase of β. Here we recognize the form
of a quadrature eigenstate and we combine the two normal
distributions to get the much simpler form,

Mp′,q′ = 〈xθ | (−1)qeiθ (p′+q′ )

|β|(π )1/4
e−(p′+q′−|β|2 )2/(4|β|2 ). (B14)

Now we see that p′ and q′ only appear in terms of the sum
and difference variables so we can completely move to those
variables; including the Jacobian terms, we get

Mx,w

√
dxdw = 〈xθ |eiwθ (−1)q′ e−(w−|β|2 )2/(4|β|2 )

(2π )1/4
√|β|

√
dxdw.

(B15)

Now we move to the POVMs where the phase terms will
cancel, yielding a very simple form

dxdwEx,w = e−(w−|β|2 )2/(2|β|2 )√
(2π )|β|2 |xθ 〉〈xθ |dxdw, (B16)

where we can see that after marginalizing over w we
would get

Ex = |xθ 〉〈xθ |, (B17)

as expected.

APPENDIX C: PHOTON-NUMBER CONSIDERATIONS

When discussing the large-LO limit we can break the
signal photons into the two modes and compare the num-
ber of signal photons that fall into the LO mode to the
total number of photons from the LO. There is a subtlety
here because we are effectively saying that 〈ψS|n̂(ξS)|ψS〉 =
〈ψξLO |n̂(ξLO)|ψξLO〉 + 〈ψξ⊥|n̂(ξ⊥)|ψξ⊥〉, which is surprisingly
nontrivial, because as an operator equation n̂(ξS) �= n̂(ξLO) +
n̂(ξ⊥). We know that the first equation must be true because it
says that the total number of photons in the signal is equal to

the number of photons from the signal in the LO mode plus the
number of photons from the signal in the perpendicular mode.
Since the signal mode is described by a linear superposition
of just those two modes we know that no photons could fall in
any other mode in our decomposition.

We can also provide evidence that it is true by taking an
example of a coherent state signal. We use the decomposition
of Eq. (7) before taking the expectation value,

〈αξS |n̂(ξs)|αξS〉 = 〈γαξLO |n̂(ξLO)|γαξLO〉
+ 〈

√
1 − |γ |2αξ⊥|n̂(ξ⊥)|

√
1 − |γ |2αξ⊥〉

(C1)

and

|α|2 = |γ |2|α|2 + (1 − |γ |2)|α|2. (C2)

A proof of this fact for any signal state is more subtle, but it
begins by introducing an auxiliary mode with no photons in it
so that we can treat the change of mode basis thoroughly. This
is always allowed since we are extending our single-mode
basis to include other modes which have no weight.

We write the signal as |πS〉 = |ψξS〉 ⊗ |0(ξaux)〉. We can
now decompose our mode operators in the normal way where
Â(ξS) → γ Â(ξLO) +

√
1 − |γ |2Â(ξS), only now we add in the

auxiliary mode so we can write the change of basis as the
action of a unitary,[

A(ξS)

A(ξaux)

]
=

[
γ

√
1 − |γ |2√

1 − |γ |2 −γ ∗

][
A(ξLO)

A(ξ⊥)

]
, (C3)

where we have filled in the bottom row by requiring the matrix
to be unitary. Now we can calculate Â(ξS)†Â(ξS) and see that
there are terms present that depend on both modes,

Â†(ξS)Â(ξS) = |γ |2Â†(ξLO)Â(ξLO) + (1 − |γ |2)Â†(ξ⊥)Â(ξ⊥)

+ γ
√

1 − |γ |2Â†(ξLO)Â(ξ⊥)

+ γ ∗√1 − |γ |2Â†(ξ⊥)Â(ξLO).

Similarly we carry out the same calculation for the auxiliary
mode:

Â(ξaux)†Â(ξaux) = |γ |2Â(ξ⊥)†Â(ξ⊥) + (1 − |γ |2)Â(ξLO)†

× Â(ξLO) − γ
√

1 − |γ |2Â(ξLO)†Â(ξ⊥)

− γ ∗√1 − |γ |2Â(ξ⊥)†Â(ξLO).

We now take expectations of the auxiliary mode
〈Â(ξaux)†Â(ξaux)〉 = 0 and we get the following condition:

〈|γ |2Â†(ξ⊥)Â(ξ⊥) + (1 − |γ |2)Â†(ξLO)Â(ξLO)〉
= 〈γ

√
1 − |γ |2Â†(ξLO)Â(ξ⊥)

+ γ ∗√1 − |γ |2Â†(ξ⊥)Â(ξLO)〉. (C4)

Now we take the expectation in the signal mode,

〈Â†(ξS)Â(ξS)〉 = 〈|γ |2Â†(ξLO)Â(ξLO) + (1 − |γ |2)Â†(ξ⊥)

× Â(ξ⊥)〉 + 〈γ
√

1 − |γ |2Â†(ξLO)Â(ξ⊥)

+ γ ∗√1 − |γ |2Â†(ξ⊥)Â(ξLO)〉. (C5)
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Finally, we just plug in the condition we derived above to get

〈Â†(ξS)Â(ξS)〉 = 〈Â†(ξ⊥)Â(ξ⊥)〉 + 〈Â†(ξLO)Â(ξLO)〉, (C6)

as desired.

APPENDIX D: COMBINATION RULE FOR POVM

Starting from the total Kraus operator in n and m variables
[Eq. (11)],

Mn,m =
∑
p,q

Mp,q(ξLO) ⊗ Mn−p,m−q(ξ⊥). (D1)

We can rewrite the order of this sum in terms of discrete sum
and difference variables,

Mn,m =
n+m∑

p+q=0

xmax∑
p−q=xmin

Mp,q(ξLO) ⊗ Mn−p,m−q(ξ⊥), (D2)

where xmin = max(−w,−n,−m) and xmax = −xmin. This
sum can be approximated quite well in the limit where
the difference variable is much less than the sum variable,

i.e., x � w, which is almost always the case for quadrature
detection,

Mn,m =
n+m∑

p+q=0

p+q∑
p−q=−p+q

Mp,q(ξLO) ⊗ Mn−p,m−q(ξ⊥). (D3)

Now we move to the sum and difference variables,
x = (p − q)/

√
2|β|, w = p + q. Since we have scaled the

difference variable so that it is small, we can approximate the
sum over it as an integral. Applying all this in the large-LO
limit gives

Mx,w =
∑
w′

∫ ∞

−∞

|β|dx′
√

2
Mx′,w′ (ξLO) ⊗ Mx−x′,w−w′ (ξ⊥).

(D4)
This demonstrates that the total Kraus operator is a convo-
lution of the two constituent Kraus operators. We now need
to determine how this convolution changes when we move
to the POVMs. This can be done by direct computation but
the necessary orthogonality relations are more clear before we
move to the sum and difference variables so we will start again
from Eq. (11):

En,m = M†
n,mMn,m =

∑
p,q

M†
p,q(ξLO)M†

n−p,m−q(ξ⊥)
∑
p′,q′

M†
p′,q′ (ξLO)M†

n−p′,m−q′ (ξ⊥)

=
∑
p,q

∑
p′,q′

M†
p,q(ξLO)(ξ⊥)Mp′,q′ (ξLO)M†

n−p,m−qMn−p′,m−q′ (ξ⊥).
(D5)

Now we need to remember the form of the single-mode Kraus operators using Eq. (15),

M†
p,q(ξLO)(ξ⊥)Mp′,q′ (ξLO) = 〈β|U †

BS|p〉|q〉〈p|〈q||q′〉|p′〉〈q′|〈p′|UBS|β〉 = 〈β|U †
BS|p〉|q〉〈q|〈p|UBS|β〉δp,p′δq,q′ , (D6)

where we have applied the orthogonality of Fock states. A
similar identity holds for the perpendicular mode. Applying
this to the POVM reduces the four sums to a sum over just
two variables, so we get

En,m =
∑
p,q

M†
p,q(ξLO)Mp,q(ξLO)M†

n−p,m−qMn−p,m−q(ξ⊥)

=
∑
p,q

Ep,q(ξLO)En−p,m−q(ξ⊥). (D7)

From here we notice that this matches the form of what we
started with in Eq. (D1) so we can assert that the combina-
tion rule for the POVMs in terms of the sum and difference
variables is

Ex,w =
∑
w′

∫ ∞

−∞

|β|dx′
√

2
Ex′,w′ (ξLO) ⊗ Ex−x′,w−w′ (ξ⊥). (D8)

APPENDIX E: TIME-DEPENDENT PHOTORECORD

If we now assume that our detector does produce timing
information then we can still get the same answer but our
measurement operators must change. We still want to average
the time-dependent photorecord which will be accomplished
by coarse graining over time. First we must make some as-
sumptions about our detector. We will model the detector time

dependence by saying each detection event is contained in a
time bin (ti, ti + �t ). We will also assume that �t is small
with respect to the total detection time T .

With these assumptions, we can write a corrected form of
our detector:

|n〉D(ti) = |0〉 ⊗ . . . · · · ⊗ |0〉 ⊗ |n〉 ⊗ |0〉 ⊗ . . . · · · ⊗ |0〉
≡ |ni〉. (E1)

This represents getting n clicks in the ith time bucket. With
these, we can write the most general measurement operator
for our apparatus as

Mn,m(ti, t j ) = 〈ni|〈mj |UBS, (E2)

which corresponds to n clicks on one detector in the ith and
m clicks in the other in the jth bucket. Up to this point, our
measurement operators are fully time dependent and indeed
this analysis could be continued without coarse graining, but
the resulting theory is difficult to parse analytically and seems
more suited for numerics. For this reason, we will consider
the case of the averaged photocurrent, which requires coarse
graining over time.

Once we have the measurement operators we can assemble
the POVMs. The fully time-dependent POVMs would be

En,m(ti, t j ) = M†
n,m(ti, t j )Mn,m(ti, t j ) (E3)
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and the naively coarse-grained POVMs should be

En,m =
∑
i, j

M†
n,m(ti, t j )Mn,m(ti, t j )

=
∑
i, j

U †
BS|ni〉|mj〉〈ni|〈mj |UBS. (E4)

but this only accounts for the cases were all n and m clicks
were in a single time bin. It should also be possible to get, say,
n/2 clicks in the first bin and n/2 in the second bin for a total
of n clicks. So we need to add in these terms:

En,m =
n∑
ni

m∑
mj

U †
BS|ni〉|mj〉〈ni|〈mj |UBS, (E5)

where
∑n

ni
indicates a sum over all possible values of

n1, n2, . . . such that
∑

i ni = n. An illustrative special case
is when there are only two detection windows, (t1, t2), and
we get

En,m =
∑

p

∑
q

U †
BS(|p〉1 ⊗ |n − p〉2)(|q〉1 ⊗ |m − q〉2)(〈p|1

⊗ 〈n − p|2)(〈q|1 ⊗ 〈m − q|2)UBS. (E6)

Now we note that POVMs are basis independent; i.e., the
measurement statistics are the same regardless of any change
of bases we make on the POVMs. So we can conjugate our
POVM by some unitary U so that we move to the Gram-
Schmidt basis defined in Eq. (2). This is where we will assume
that �t � T so that our bin basis spans the same set of
functions as our Gram-Schmidt basis. Now we have

V †En,mV =
∑

p

∑
q

U †
BS(|pξLO〉 ⊗ |n − pξ⊥〉)(|qξLO〉

⊗ |m − qξ⊥〉)(〈pξLO | ⊗ 〈n − pξ⊥|)(〈qξLO |
⊗ 〈m − qξ⊥|)UBS, (E7)

where V denotes a change of basis from the numbered modes
to the Gram-Schmidt basis. The final expression is equivalent
to what we had before. Note that here we are able to limit
ourselves to the special case of just two modes because we are
omitting the trivial modes that complete our basis, but carry
zero photons.

APPENDIX F: COHERENT STATE DIFFERENCE
VARIABLE DISTRIBUTION CALCULATIONS

Using the total POVM from Eq. (15) we can derive the
distribution of the total measurement by taking the expectation
of the POVM in the signal state,

P(x) = 〈αξS |Ex|αξS〉

=
∫

dx′〈γα|Ex′ (ξLO)|γα〉

× 〈
√

1 − |γ |2α|Ex−x′ (ξ⊥)|
√

1 − |γ |2α〉.
This distribution can naturally be decomposed into two parts,
and then combined by a convolution.

First, let us consider the component in the local os-
cillator mode. The probability distribution is given by

P(x) = 〈γαξLO |Eβ

x,ξLO
|γαξLO〉, i.e.,

P(x) = |〈x|γα〉|2 = e−x2

√
π

|〈0|e
√

2xâe−â2/2|γα〉|2

= e−x2

√
π

|e−|γα|2/2e
√

2γαe−γ 2α2/2|2

= e−|γα|2 e−x2

√
π

e2
√

2Re(γα)e−Re(γ 2α2 ). (F1)

Here we should recall our convention that α is real and that
the phase is completely contained in the modes and thus in γ .
We can introduce the shorthand γ = γR + iγI .

Now we can complete the square to obtain a Gaussian
distribution in x that is not mean zero:

−(x2 − 2
√

2xαγR) = −(x −
√

2αγR)2 + 2α2γ 2
R . (F2)

With this we can rewrite the distribution

P(x) = e−(x−√
2αγR )2

√
π

exp[−α2(|γ |2 + γ 2
R − γ 2

I − 2γ 2
R )],

(F3)

where we have used the fact that Re(γ 2) = γ 2
R − γ 2

I . It can
be shown in a couple lines of algebra that |γ |2 + γ 2

R − γ 2
I −

2γ 2
R = 0 and so we end up with just a normal distribution in

x:

P(x) = e−(x−√
2αγR )2

√
π

. (F4)

For the perpendicular mode we start with Eq. (12),

P(x,w)⊥ = 〈
√

1 − |γ |2α|
∑
w

|wξ⊥〉〈wξ⊥|Bin

(|β|x√
2

∣∣∣∣w,
1

2
, 0

)∣∣∣∣
×

√
1 − |γ |2α〉, (F5)

where we can apply the explicit formula for the shifted bino-
mial distribution. At this point both x and w are discrete so we
will need to move to continuous variables after we simplify
the expression. After taking expectation in the coherent state,
we have

P(x,w)⊥ = w!(
|β|x√

2
+ w

2

)
!
(

w
2 − |β|x√

2

)
!

× 1

2w

((1 − |γ |2)|α|2)we−(1−|γ |2 )|α|2

w!
, (F6)

which is the product of the shifted binomial and the Poisson
distribution. We can simplify this into the product of two
Poisson distributions as

P(x,w)⊥ =
(

(1 − |γ |2)|α|2
2

)w/2−|β|x/√2
e−(1−|γ |2 )|α|2/2(

w
2 − |β|x√

2

)
!

×
(

(1 − |γ |2)|α|2
2

)w/2+|β|x/√2
e−(1−|γ |2 )|α|2/2(

w
2 + |β|x√

2

)
!

.

(F7)
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Now we move to continuous variables by approximating
both Poisson distributions as normal, this is valid so long as
(1 − |γ |2)|α|2 is large enough for the central limit theorem to
apply. Doing this and applying some algebraic simplification
yields

P(x,w)⊥dxdw = |β|dxdw√
2π (1 − |γ |2)|α|2

× exp

[
− |β|2x2

(1 − |γ |2)|α|2
]

× exp

[
− (w − (1 − |γ |2)|α|2)2

2(1 − |γ |2)|α|2
]
, (F8)

which we can marginalize over w to get the difference variable
distribution,

P(x)⊥ = |β|√
π (1 − |γ |2)|α|2 exp

[
− |β|2x2

(1 − |γ |2)|α|2
]

= N
(

x, μ = 0, σ 2 = |α|2(1 − |γ |2)

2|β|2
)

. (F9)

APPENDIX G: FILTERING THEORY

In single-mode homodyne measurement we know that the
measurement reduces to a measurement of a quadrature de-
fined by the phase of the LO. As long as the LO is large
enough for the LO shot noise to dominate the signal shot noise
we can reduce the effective quadrature noise to that of vacuum
fluctuations. For the multimode case we show in Eq. (14)
that the measurement is a quadrature measurement convolved
with additional intensity noise from the measurement of the
mismatched portion of the signal. The goal of filtering in
this context is to reduce the intensity-like noise present in
our time-averaged outcome while not affecting the quadrature
measurement at all.

We will first imagine that we have very fast detectors that
collect photons in a very small time bin dτ for each data point.
Over the entire detection interval, T , we will assume we have
many data points, i.e., dτ � T . We will consider the filtering
operation as applying some time-dependent set of weights
f (t ) to the photocurrent, and then averaging over the filtered
data. This means that any outcome of our measurement x is
given by

x =
∫ T

0
f (t )x(t )dt, (G1)

where we can easily replace this integral with a sum if the
detector window dτ is not infinitesimal.

In order to ensure that the operator being measured is
Q̂(ξLO) any filter we apply must be constant over the LO
mode. If this is not the case then the measurement will have
reduced sensitivity to the portions of the LO mode when
f (t ) is small. The extreme example of this is when f (t ) = 0
on some interval (t0, t1); clearly since these data points are
completely removed from the final measurement outcome our
measurement has no sensitivity to the part of the LO mode. So
we conclude that the filter must leave the LO mode unchanged
so the measurement is maintained, i.e., f (t )ξLO(t ) ∝ ξLO(t ).

The set of all possible filters f (t ) under these restrictions
becomes

f (t ) =
{

c if ξLO(t ) �= 0
g(t ) if ξLO(t ) = 0,

(G2)

where c is some constant. Without loss of generality we will
assume that c = 1 because any other choice of constant would
merely scale the value of all outcomes, leaving the SNR un-
changed. The problem is now to find g(t ) so that we have the
minimum perpendicular-mode noise in our measurement.

At this point we should note that in many cases ξLO(t )
is never zero. While ultimately this means that there is no
filter that will leave the LO mode unchanged, it may still be
desirable to find an approximate filter which greatly increases
SNR at the cost of a small change in the measurement. For
example, if the LO is a Gaussian pulse then five standard devi-
ations away from the mean might be sufficient to approximate
ξLO(t ) ≈ 0. If we want to ensure that some small fraction p of
the total LO-mode photons are excluded by our gate then we
have the condition

|ξLO(t )|2 <
p

dτ
. (G3)

Let us now consider the case where the signal is a coherent
state |αξS〉. Here semiclassical analysis tells us how the mean
and variance will change under the proposed filter:

μ → 2Re(αβ∗)Re(
∫ T

0
f (t )ξ ∗

LO(t )ξs(t )dt ),

σ 2 → |β|2
∫ T

0
| f (t )|2|ξLO(t )|2dt + |α|2

∫ T

0
| f (t )|2|ξS(t )|2dt .

(G4)

Now we apply the fact that f (t )ξLO(t ) = ξLO(t ) and the con-
vention that β is real to get the simplified mean,

μ = 2|β|Re(γα), (G5)

and the variance,

σ 2 = |β|2 + |α|2
∫ T

0
| f (t )|2|ξS(t )|2

= |β|2 + |α|2
∫ T

0
| f (t )|2|γ ξLO +

√
1 − |γ |2ξ⊥|2. (G6)

We can expand the second term (the one proportional
to |α|2) to

∫ T
0 | f (t )|2 [| γ ξLO |2 + (1 − | γ |2) | ξ⊥ |2 + γ√

1 − |γ |2(ξ ∗
LOξ⊥ + ξLOξ ∗

⊥)], which eventually gives

σ 2 = |β|2 + |α|2
[
|γ |2 + (1 − |γ |2)

∫ T

0
| f (t )|2|ξ⊥|2

]
, (G7)

where we have again used that fact that f ξLO = ξLO and
that 〈ξLO, ξ⊥〉 = 0. Finally we can apply the assumption that
|β|2 � |γα|2 to get

SNR = μ2

σ 2
= 4|β|2Re(γα)

|β|2 + η f |α|2 , (G8)

where η f = ∫ T
0 | f (t )|2|ξ⊥|2.
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APPENDIX H: SINGLE-PHOTON DISTRIBUTION

We start the calculation from the input state in Eq. (29),

|ψ〉s = γ |1ξLO〉|0ξ⊥〉 +
√

1 − |γ |2|0ξLO〉|1ξ⊥〉. (H1)

Taking expectation of the POVM would produce four terms because the input state is written as two terms:

P(x) = dx
∫

dx′〈ψs|ELO
x′ (ξLO) ⊗ E⊥

x−x′ (ξ⊥)|ψs〉

=
∫

dx′(γ ∗〈1|〈0| +
√

1 − |γ |2〈0|〈1|)ELO
x′ ⊗ E⊥

x−x′ |(γ |1〉|0〉 +
√

1 − |γ |2|0〉|1〉), (H2)

where we have simplified the mode labels for conciseness. Now we just note that 〈mξ⊥|E⊥|nξ⊥〉 ∝ δm,n because it is a projection
onto Fock states, and so only two terms survive:

P(x) =
∫

dx′|γ |2〈1|ELO
x′ |1〉〈0|E⊥

x−x′ |0〉 + (1 − |γ |2)〈0|ELO
x′ |0〉〈1|E⊥

x−x′ |1〉

=
∫

dx′ |γ |2
2
√

π
e−x′2

H2
1 (x′)Bin

( |β|(x − x′)√
2

∣∣∣∣0,
1

2
, 0

)
+ (1 − |γ |2)√

π
e−x′2

Bin

( |β|(x − x′)√
2

∣∣∣∣1,
1

2
, 0

)
. (H3)

Now we are in a regime of very weak signal where we cannot approximate these binomial distributions as normal; instead we
will mimic the discrete distribution by restricting the distribution of (x − x′) to only discrete values. In this case that can best be
done by approximating the binomial as a sum of δ functions:

P(x) =
∫

dx′ |γ |2
2
√

π
e−x′2

H2
1 (x′)δ(x − x′) + (1 − |γ |2)√

π
e−x′2

(
1

2
δ

(
x − x′ − 1√

2|β|

)
+ 1

2
δ

(
x − x′ + 1√

2|β|

))

= |γ |2
2
√

π
e−x2

H2
1 (x) + (1 − |γ |2)

2
√

π
(e−(x−1/

√
2|β|)2 + e−(x+1/

√
2|β|)2

)

= 1

2
√

π
[4|γ |2e−x2

x2 + (1 − |γ |2)(e−(x−1/
√

2|β|)2 + e−(x+1/
√

2|β|)2
)]. (H4)

This matches with the results in Eq. (31).

APPENDIX I: COMPARISON OF PROPOSED LO-MODE
QUADRATURE PROJECTION LIMIT VERSUS

FILTERING DEMONSTRATIONS

Here we compare our conjectured heterodyne quantum
limit set by quadrature projection noise in the LO mode with
filtering demonstrations [20,21]. First we assume a hyperbolic
secant squared temporal intensity profile. Omitting the com-
plex phase, since here we are only concerned with the absolute
mode overlap,

|ξS| = 1√
T

, |ξLO| = 1√
2τ

sech

(
t

τ

)
. (I1)

Here τ is the temporal width of the sech function. The squared
mode overlap |〈ξS, ξLO〉|2 is thus

|γ |2 = π2τ

2T
. (I2)

The fully general heterodyne SNR—which can be derived
from a purely moment-based analysis and makes no assump-
tions about the relative strength of signal and LO—is〈

i2
S

〉〈
i2
N

〉 = 2
( ηqe

hν

)2 PLO
n Ps

e ηqe
hν

(PLO + |γ |2Ps)B
, (I3)

where 〈i2
S〉 is the average signal power, 〈i2

N〉 is the quantum
noise solely in the temporal mode of the comb local oscil-
lator, ηq is the quantum efficiency of the detector, e is the

fundamental charge, hν is the energy per photon, PLO is the
total comb power, n is the number of comb teeth, Ps is the
CW power, and B is the resolution bandwidth. For transform-
limited sech pulses τ = 0.315

1.76�ν
.

In Ref. [20], ν = 193 THz, T = 10ns, �ν = 32GHz, ηq =
0.76, PLO = 6 nW, Ps = 2.8 mW, n = 320, and B = 170 kHz.
Our predicted standard quantum limit (SQL) SNR is 54.5 dB
versus the experimentally realized SNR of 36.9 dB. In
Ref. [20], ν = 193 THz, T = 10 ns, �ν = 12 GHz, ηq = 0.7,
PLO = 1.74 µW, Ps = 0.5 mW, n = 120, and B = 100 kHz.
Our predicted SQL SNR is 78.6 dB versus the experimentally
realized SNR of 68.3 dB. Similar SNR figures arise when
assuming a Gaussian profile (54.2 and 78.5 dB for Refs. [20]
and [21], respectively).

Similarly, we can calculate η f for this experiment using
some assumptions. Given the 60-ps pulse width we can ap-
proximate f (t ) by moving five standard deviations away from
the pulse mean. Since the signal was a CW laser the integral
to calculate η f is simple and we get the following:

η f ≈ 5σ

T
. (I4)

After correctly converting from pulse width to standard de-
viations of a Gaussian pulse we get η f = 1.3 × 10−2 for
Ref. [20]. Along with the other experimental details, this
would result in a potential 18.8-dB improvement, slightly less
than the 20 dB they achieved. This difference can be explained
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simply because they did not apply a filter that we consider.
Additionally, if we choose to approximate our cutoff after only

three standard deviations we would have had an improvement
of 20.8 dB, which better matches their result.
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