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Stripe and checkerboard patterns in a stack of driven quasi-one-dimensional dipolar condensates
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The emergence of transient checkerboard and stripe patterns in a stack of driven quasi-one-dimensional
homogeneous dipolar condensates is studied. The parametric driving of the s-wave scattering length leads to
the excitation of the lowest collective Bogoliubov mode. The character of the lowest mode depends critically on
the orientation of the dipoles, corresponding to out-of-phase and in-phase density modulations in neighboring
condensates, resulting in checkerboard and stripe patterns. Further, we show that a dynamical transition between
the checkerboard and stripe patterns can be realized by quenching the dipole orientation either linearly or
abruptly once the initial pattern is formed via periodic driving.
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I. INTRODUCTION

The long-range and anisotropic dipole-dipole interac-
tions (DDIs) lead to many phenomena in quantum gases
[1-5], including self-organized, equilibrium density patterns
in Bose-Einstein condensates (BECs) [6]. The patterns also
emerge when a dipolar gas is quenched or tuned to in-
stabilities [7-12] that can be done by varying the s-wave
scattering length, the number of particles, or the orienta-
tion of dipoles. Additionally, the long-range character of
the DDI can lead to collective phenomena among physi-
cally disconnected condensates [13,14]. They include dipolar
drag [15,16], hybrid excitations [17-19], soliton complexes
[20-25], supersolids [26], and coupled density patterns [27].
Equilibrium checkerboard and stripe density waves are pre-
dicted to exist in disconnected dipolar gases in a planar array
of one-dimensional tubes [28]. In condensates, it is found
that the interlayer interactions can significantly affect the sta-
bility criteria, even in chromium condensates for which the
dipole moment is comparatively weak [29,30]. Remarkably,
a recent experiment using cold gas of dysprosium atoms
demonstrates strong interlayer dipolar effects by reducing
the layer separations to 50 nm from typical lattice spac-
ings of 500 nm [31], opening up various perspectives in the
physics of dipolar gases. Moreover, the recent achievement
of ground-state polar molecules [32] and the successive pro-
duction of a Bose-Einstein condensate of polar molecules
[33] also offer promising avenues to explore interlayer
effects.

When condensates are subjected to time-periodic
interaction parameters [27,34-42] or external potentials
[43-51], transient density patterns are formed. For small
modulation amplitudes, Bogoliubov modes of the initial
state govern the periodicity of such patterns via resonant
conditions [34,45,51]. Pattern formation under periodic
driving is explored in a single [27,35,52,53] and a pair of
quasi-one-dimensional (Q1D) dipolar BECs [27]. However,
not technically challenging, parametric driving still needs
to be experimentally demonstrated in dipolar condensates.
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In contrast to the condensates with short-range interactions,
a rotonic spectrum of a dipolar condensate can lead to
unique and nontrivial wave-number selection, making higher
harmonics more unstable than lower ones [27,35,53]. For a
pair of Q1D dipolar condensates, the long-range DDIs lead to
symmetric and antisymmetric modes, which result in transient
symmetric and antisymmetric Faraday patterns under periodic
driving [27].

In this paper, we show that by engineering the Bogoliubov
modes via dipole orientation, transient stripe and checker-
board patterns can be created in a stack of driven Q1D
homogeneous dipolar condensates. We consider the paramet-
ric driving of the s-wave scattering length, which excites the
lowest branch of the Bogoliubov spectrum. When the dipoles
are aligned such that the intertube DDIs are repulsive, the
lowest mode describes out-of-phase density modulations in
neighboring condensates, leading to a checkerboard pattern.
Making the intertube DDIs attractive, the nature of the low-
est mode changes to in-phase density modulations, causing
stripe patterns. Density-density correlations between the con-
densates in different tubes can distinguish the two patterns.
Finally, we show that once the initial pattern is formed via
periodic driving, quenching the dipole orientation leads to
a dynamical transition between the checkerboard and stripe
patterns.

The paper is structured as follows. In Sec. II we introduce
the setup of a stack of Q1D dipolar homogeneous BECs, the
governing equations and the Bogoliubov spectrum. The Math-
ieu equations describing the driven condensates are discussed
in Sec. III. The formation of stripe and checkerboard patterns
are discussed in Secs. III A and III B, respectively. The effect
of quenching of the dipole orientation on the initial pattern is
analyzed in Sec. IV. Finally, we summarize and provide an
outlook in Sec. V.

II. BEC SETUP AND BOGOLIUBOV SPECTRUM

We consider a stack of N homogeneous, Q1D dipolar
BECs as shown in Fig. 1. The condensates form an array

©2024 American Physical Society


https://orcid.org/0009-0004-5866-400X
https://orcid.org/0000-0001-5446-1871
https://orcid.org/0000-0002-1677-1702
https://orcid.org/0000-0002-7164-5741
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.109.033309&domain=pdf&date_stamp=2024-03-12
https://doi.org/10.1103/PhysRevA.109.033309

NADIGER, JOSE, GHOSH, KAUR, AND NATH

PHYSICAL REVIEW A 109, 033309 (2024)

66&“66 o9

99 9 o9 99 9
XXX KN

PP

FIG. 1. The schematic setup of a stack of Q1D dipolar BECs.
The angle ¢, between the dipole moment and the y axis (in the plane),
determines the nature of intertube DDIs, and A is the separation
between the adjacent Q1D condensates along the y axis.

&

X

along the y axis with a distance of A between the adja-
cent ones. A is taken sufficiently large to prevent overlap
between the condensates. The dipoles are polarized in the
xy plane, making an angle ¢ with the y axis. The intratube
DDIs are repulsive irrespective of the value of ¢, whereas
the intertube DDIs are attractive for ¢ = 0 and are repulsive
when ¢ = 90 degrees. At very low temperatures, the system
is described by coupled nonlocal Gross-Pitaevskii equations
(NLGPEs)
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where /;(z) is the wave function of the jth condensate. The
parameter g = 2/ia; /ml? quantifies strength of short-range
interactions with a; being the s-wave scattering length and
I, = /h/mw, where w, is the transverse trap frequency.
ga o< d? provides the strength of the DDIs, 1;(g) is the Fourier
transform of the condensate density 7;(z) = |1;(z)|> and the
function

ke~ 2k 2 2 .
Fi(q@) = /0 A 10 = 27 )
— 3k? cos (2¢) L (jkA)], (2)

depends on ¢ and A, where J,(x) is the Bessel function of
the first kind. The Q1D nature of each condensate demands
nj <K hw,, Vj where u; is the chemical potential of the jth
condensate.

Considering the following solution v;(z,t) = [/no +
uje @ men 4 vje‘i(qz_w’)]e_i”f’/h in Eq. (1), where ny is the
homogeneous density and up to linear order in the amplitudes
u; and v;, we obtain the coupled Bogoliubov—de Gennes
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FIG. 2. Bogoliubov spectrum of ten Q1D homogeneous dipolar
condensates with gny = —0.06%iw,, g ny = 0.14hw,, and A =5/,
with the dipole orientation (a) ¢ = 0 degrees and (b) ¢ = 90 degrees.
Filled circles (red) show the most unstable momentum for the ampli-
tude of modulation « = 0.06 as an increasing function of driving
frequency w,, (refer Sec. III), which follows the lowest branch.
In (a), the roton minimum (marked by a star) causes a nontrivial
wave-number selection when w,, < w,, where w, is the roton mode
frequency. In particular, the higher harmonics such that nw,, X ©,
with n = 2,3 ..., become more unstable, putting a lower bound to
the unstable momenta appearing in the system [27,35,53].

equations
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where E, = 2% /2M. Solving Egs. (3) and (4), we obtain the
Bogoliubov spectrum of a stack of Q1D homogeneous dipolar
condensates. The long-range DDIs lead to collective modes
among the condensates, with their properties depending crit-
ically on the dipole orientation (see Fig. 2). For instance,
when ¢ = 0 degrees, the intertube DDIs are attractive, and the
lowest excitation branch corresponds to in-phase density os-
cillations among neighboring condensates. The highest mode
represents the out-of-phase density modulations. In contrast,
for ¢ = 90 degrees, due to the repulsive intertube DDIs, the
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lowest excitation mode represents out-of-phase density mod-
ulations, and the highest one characterizes in-phase density
modulations among the neighboring condensates. As a result,
we have a sparse spectrum for ¢ = 0 degrees [see Fig. 2(a)]
and a dense spectrum for ¢ = 90 degrees [see Fig. 2(b)].
Particularly, note that we can engineer the nature of the low-
est excitation branch by tuning the dipole angle ¢. Since
we have taken g < 0, a roton-like minimum appears in the
lowest mode for ¢ = 0 degrees as shown in Fig. 2(a) [27,35].
Henceforth, we restrict the interaction parameters such that
the Bogoliubov spectrum is stable (purely real), and the
Lee-Huang-Yang (LHY) quantum correction to the chemical
potential from quantum fluctuations can be neglected [54,55].

III. PARAMETRIC DRIVING

In the following, we consider the parametric driving of
the s-wave scattering length, a,(t) = a,[1 + 2o cosRw,t)]
with amplitude « and frequency w,,. Consequently, the array
of homogeneous Q1D condensates becomes unstable against
forming Faraday patterns. To understand the wave-number se-
lection of the patterns, we introduce ¥;(z,t) = W]H (z, H[1 +
K;(t)cos gz] in Eq. (1), where

WJH(Z, 1) = \/nopexp <—i|:u—jt + %8m0 sin 2wmt:|> 5)
h fza)j

is the homogeneous solution in the presence of periodic mod-
ulation with g = 2h2&x/m12, and K;(t) = r;(t) + is;(t) is the
amplitude of the density modulation. Linearizing in K;(¢), we
arrive at two first-order coupled differential equations for r(t)
and s(¢). The latter can be combined into a single second order
equation as

2

2d Vj 2 J
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(6)
which can be rewritten as
d’R(t)

dr?

where A = E [E, + 2g(t)noll + G(g), [ is an N x N identity
matrix and R = (ry, 72, ..., ry)". The matrix G(q) is given by
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where Fj(q) is given in Eq. (2). Equation (7) is finally decou-
pled into N independent Mathieu-like equations

2_
Flz% + [63(g) + 40tg01’l()Eq cos Zwmt]f’j =0, 9)
where 7; = g]TR is the collective modulation amplitude of the
stack of dipolar condensates with g; being the jth eigen-
vector of A and €;(g) = fiw; is the Bogoliubov dispersion.
The solutions of Eq. (9) are of the form 7;(r) = f;(t)e”/,
where o is the Floquet exponent and f;(t) = f;(t + 27 /wy,).

Re(o;) > 0 indicates the dynamical instability of the stack
of condensates against the formation of transient density
patterns. In the limit « — 0, the unstable momenta are de-
termined by the resonances nfiw,, = €;(g), Vj. The most
unstable momentum governs the wavelength of the transient
density pattern, i.e., one with the largest Re(oj). It is further
verified by numerically solving the coupled NLGPEs (1) start-
ing from a homogeneous solution with a tiny random noise
embedded in it.

A. Stripe pattern

First, we consider dipoles oriented along the y axis (¢ = 0
degrees). In this case, the intertube DDIs are attractive, and
the lowest mode in the Bogoliubov spectrum characterizes in-
phase density modulations among neighboring condensates.
In particular, we consider the case of Fig. 2(a) in which the
lowest branch has a roton minimum with a frequency w, and
momentum k, [marked by a star in Fig. 2(a)]. Upon periodic
driving, the solutions of the Eq. (9) reveal that the unsta-
ble momenta are provided by the resonances nliw,, = €;(g),
which are N in the count for a given driving frequency and n.
Since the Floquet exponent o;(g) is proportional to ¢* [35],
the highest among the N momenta, which is that of the lowest
mode, is the most unstable. The excitation of the lowest mode
leads to a stripe density pattern, as shown in Fig. 3(a), where
the numerical results are shown for ten Q1D condensates.
Due to the finite number of tubes, the lowest mode has a
larger amplitude for the central condensate, decreasing as
we move to the outer ones. As a consequence, the contrast
of the pattern is also minimal in the outer condensates. For
Wy > w,, it is the first harmonics (n = 1), which is most
unstable, whereas for w,, < w,, the higher harmonics having
energy greater and closer to the roton minimum become more
unstable, i.e., nw, 2 o, with n =2,3,...,. [27,35,53]. The
latter leads to a nonmonotonous wave-number selection, as
shown in Fig. 2(a)].

Further, to characterize the pattern, we calculate the
density-density correlation function between a pair of conden-
sates

JdzS;(z,1)Sk(z, 1)
JU dzS3@0) /([ dzS}z. )

where S;(z,1) = n;(z,t) — ng with j denoting the tube index
along the y axis. Such correlations can be extracted from in
situ imaging of density of all the tubes, capturing simultane-
ously, as detailed in Refs. [6,56]. The average density-density
correlation among all pairs of tubes separated by a distance &
is defined as

x00 =

; (10)

N=§/A

D XU @. A

j=1

QO —
X =NTsA
In Fig. 3(b), we show x°(¢) of the stripe pattern for neighbor-
ing (8§ = A) and nearest-neighboring (6§ = 2A) condensates.
Since the density modulations are in phase, x° is positive
irrespective of §. Since the amplitude of the density pat-
tern oscillates with the driving frequency, ¥°(¢) also exhibits
oscillations of frequency w,,. Eventually, ¥°=*(¢) attains a
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FIG. 3. (a) Stripe density pattern and (b) the corresponding
density-density correlations in a stack of ten Q1D dipolar conden-
sates for ¢ = 0 degrees, gnyp = —0.06hw,, g ny = 0.14hiw,, A =
50, « =0.01, and w, = 0.07w,. The snapshot of the pattern is
taken at @, t = 6185. The average density-density correlation x° is
shown for nearest (§ = A) and next-nearest condensates (6 = 2A).
While plotting, we take a finite width of the condensate along the
transverse y direction for better visualization. C.D. stands for con-
densate density.

maximum value of ~1, indicating a maximally correlated
density pattern.

B. Checkerboard pattern

Changing the dipole orientation from y axis (¢ =0
degrees) to x axis (¢ = 90 degrees) changes the lowest-mode
character from in-phase to out-of-phase density modulations
among the neighboring condensates. It leads to the formation
of a checkerboard pattern when the s-wave scattering length
is periodically modulated [see Fig. 4(a)]. We consider
the spectrum in Fig. 2(b), and the absence of a roton
minimum makes the most unstable momentum a monotonous
function of the driving frequency. For the checkerboard
pattern, the density modulations between the neighboring
condensates are out of phase, and hence, Fo=n negative.
At longer times, ¥°=% attains a value of —1, indicating a
maximally anticorrelated density modulation in neighboring
condensates [see Fig. 4(b)]. The density modulations in
any pair of next-nearest-neighbor condensates are in phase,
making ¥°=?2(t) ~ 1 at longer times. Thus, condensates
separated by odd multiples of A are anti-correlated
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FIG. 4. (a) Checkerboard density pattern and (b) the cor-
responding density-density correlations in a stack of ten Q1D
dipolar condensates for ¢ = 90 degrees, gno = —0.06hw,, gsno =
0.14hw,, A =5I,, @ = 0.06, and w,, = 0.08w,. The snapshot of
the pattern is taken at w, ¢t = 6500. While plotting, we take a finite
width of the condensate along the transverse y direction for better
visualization. The average density-density correlation x° is obtained
for nearest (§ = A) and next-nearest condensates (6 = 2A). C.D.
stands for condensate density.

in a checkerboard pattern,
correlated.

and even multiples are

IV. QUENCHING THE DIPOLE ORIENTATION:
DYNAMICAL PATTERN TRANSITIONS

Interestingly, once the pattern is formed via periodic driv-
ing, quenching the dipole orientation or the angle ¢ leads
to the dynamical transition between the checkerboard and
stripe patterns. For instance, when ¢ = 0 degrees initially,
the periodic driving leads to a stripe pattern. Once the
amplitude of the pattern reaches sufficiently high, the peri-
odic driving is stopped and simultaneously quenches ¢ to
90 degrees. The quenching dynamically transits the stripe
pattern to a checkerboard pattern. Similarly, starting from
¢ = 90 degrees, creating a checkerboard pattern, and then
quenching ¢ to O degrees leads to checkerboard to stripe
transition.

The first row of Fig. 5 shows the dynamical transition of
patterns due to an instantaneous quench of ¢ from 0 to 90
degrees. First, we form the stripe pattern for ¢ = 0 via peri-
odic modulation [see Fig. 5(a)]. Then, the driving is stopped
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FIG. 5. Dynamical pattern transition under instantaneous quench of dipole orientation. (a)—(c) shows the pattern transition when ¢ is
quenched from 0 to 90 degrees, and (d)—(f) shows the same for the reverse case. The instant of time for each density snapshot is provided
at the top of each figure. For (a)—(c), w,, = 0.07w, and o = 0.01 and we quench at w, ¢t = 6250. For (d)—(f), the modulation parameters are
wn = 0.08w, and o = 0.08. The dipole angle ¢ is quenched at w, t = 4850.The orientation of the dipoles is shown in each figure. The other
parameters are gnyp = —0.06%w, , ggnp = 0.14hw, , and A = 51, . C.D. stands for condensate density.

and instantly quenches ¢ to 90 degrees. The quenching desta-
bilizes the stripes [Fig. 5(b)] since the intertube DDIs (along
the y axis) abruptly changed from maximally attractive (¢ =
0) to maximally repulsive (¢ = 90 degrees). Subsequently,
the stripes break, and the density peaks self-organize into
a checkerboard pattern as shown in Fig. 5(c). Similarly, as
shown in the second row of Fig. 5, the initial checkerboard
pattern created by periodic driving for ¢ = 90 degrees dy-
namically changes to a stripe pattern upon quenching ¢ to
zero degrees. Quenching changes the intertube repulsion into
attractive interactions. As a result, each density peak in the
checkerboard pattern breaks into two due to the attractive
pull from the density peaks on either side of the neighboring
tubes. Eventually, they align into stripe patterns as shown
in Figs. 5(e) and 5(f). The intermediate stripe pattern in
Fig. 5(e) also exhibits a density modulation along each stripe.
The breaking of density peaks makes the spatial periodic-
ity of the stripe pattern half that of the initial checkerboard
pattern.

The evolution of the average density-density correlation
#° during the pattern transition is shown in Fig. 6. In
Fig. 6(a), the nearest-neighbor correlation (§ = A) changes
from positive to negative, whereas the next-nearest-neighbor
correlation (§ = 2A) remains positive, indicating the transi-
tion from a stripe to a checkerboard pattern. In contrast, for

the checkerboard to stripe transition, ¥°=* changes its sign

from negative to positive [see Fig. 6(b)]. For a fixed g and
g4, the maximally attractive (¢ = 0 degrees) intertube DDI
is two times stronger than the maximally repulsive (¢ = 90
degrees) one, causing the checkerboard to stripe transition
much quicker than the stripe to checkerboard transition. In
general, the transition period between the patterns depends
on several factors, particularly the pattern amplitude before
the quenching. The longer the initial periodic driving (be-
fore the condensates get destroyed by heating), the larger
the amplitude and the stronger the DDIs between the density
peaks in the neighboring tubes. The latter can augment the
speed of the pattern transition upon the abrupt quench. At
the same time, periodic driving also increases the average
kinetic energy. The quenching further excites the vibrational
modes of the initial transient crystalline-like pattern, which
can lead to subsequent dynamical oscillations between the
two patterns, as evident in the dynamics of the density
correlations.

Though linear quench also results in qualitatively simi-
lar dynamics, the transition period has been prolonged and
depends on the quench rate. It is evident in the average
density correlations shown in Fig. 7. If quenched suffi-
ciently slowly, excitation of the vibrational modes of the
transient crystalline pattern can be suppressed. Hence, a

033309-5



NADIGER, JOSE, GHOSH, KAUR, AND NATH

PHYSICAL REVIEW A 109, 033309 (2024)

a :: ——'ﬂrlpwm%mlpﬁmnm '5 ,‘: 2A

T
0.0- PD PQ

—0.51

~1.0 : : :
o 5500 7000 8500 10000 11500

1.0 T v v T MBI

0.51
o
12<0.04

PD | PQ
—0.51

—-1.0

4500 5000 5500

th

6000

FIG. 6. Abrupt quench. The evolution of density-density corre-
lation function ¥° for the driven-quench dynamics with (a) ¢ = 0
to ¢ = 90 degrees and (b) ¢ = 90 degree to ¢ = 0 quenches. For
(a), the modulation parameters are w = 0.07w,; and o = 0.01 and
for (b) w,, = 0.08w, and o« = 0.08. The other parameters are the
same as in Fig. 5. In (a) the quench is done at w, ¢ = 6250 and in
(b) at w, t = 4850. PD stands for periodic driving and PQ stands for
postquench.

complete revival of the initial pattern may not occur after the
transition.

V. SUMMARY AND OUTLOOK

Summarizing, we analyzed the formation of checkerboard
and stripe patterns in a stack of driven Q1D homogeneous
dipolar condensates. The parametric driving of s-wave scat-
tering length excited the lowest Bogoliubov mode. The
checkerboard and stripe patterns are observed by engineering
the lowest mode via the dipole orientation. The dynamical
transition between the two patterns is seen by either abruptly
or linearly quenching the dipole orientation after the initial
pattern is formed via parametric driving.

Our studies open up several exciting perspectives. One
aspect would be designing driving schemes to selectively
excite any mode in the Bogoliubov spectrum of a stack of
disconnected dipolar condensates. Second, to investigate the
nature of patterns at an arbitrary orientation of the dipoles
and their response to quenching of different interaction pa-
rameters. The studies can also easily extend two-dimensional
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pEAA
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0.5
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FIG. 7. Linear quench. The evolution of density-density corre-
lation function ¥° for the driven-quench dynamics with (a) ¢ =0
to ¢ = 90 degrees and (b) ¢ = 90 degree to ¢ = 0 quenches. For
(a), the modulation parameters are w = 0.07w, and o = 0.01 and
for (b), w,, = 0.08w, and a = 0.08. The other parameters are same
as in Fig. 5. In (a) the quench is started at w, ¢ = 6250 and ends at
w,t = 6695, and in (b) from w,t = 4850 to w, t = 5295. PD stands
for periodic driving, Q for the regime of the linear quench and PQ
for postquench.

multilayer dipolar BECs, where the coupled patterns can
be more complex. Note that the Lieb-Liniger parameter of
the system explored here is much smaller than one, jus-
tifying mean-field calculations. Recently, there has been
growing interest in exploring one-dimensional Bose sys-
tems in the Tonks-Girardeau regime, with dipolar atoms and
molecules, near the boundary of integrability [57,58] and
also deep into the nonintegrable regime. It would be in-
teresting to explore the response of dipolar gases on the
periodic modulation of s-wave scattering length in these
regimes.
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