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High-order harmonic generation in H+
3 in a strong midinfrared laser pulse is studied by numerically simulating

a four-dimensional time-dependent Schrödinger equation including two active electrons. Once one electron is
tunneling out, the other bound electron hops in H2+

3 . At rescattering, if the bound electron may hop to the
opposite site compared to that at the ionization moment, the high-order harmonic generation is suppressed and a
valley is formed in high-order harmonic spectra. Such harmonic suppression can be used to extract the ultrafast
electron localization of the bound electron in H2+

3 , as well as timing the rescattering moment. Our findings thus
shed light on the intricate interplay between electrons, and provide valuable insights into fundamental ultrafast
mechanisms.
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I. INTRODUCTION

High-order harmonic generation (HHG) is a captivating
phenomenon that has attracted significant interests in past
decades [1–10]. It involves the generation of coherent ex-
treme ultraviolet [11–17] and soft-x-ray [18–23] radiation,
providing invaluable tools for probing ultrafast dynamics
in atoms and molecules [24–29]. A widely accepted semi-
classical three-step model with the single-active-electron
approximation has been used in explaining the basic HHG
process [30,31]. In this model, the electron is first released
by the laser field and then accelerated in the residual field.
When the electric field reverses, the photoelectron will slam
the parent ions, emitting high-energy photons. Usually, high-
order harmonic spectra have a common structure, which is a
plateau ended with a cutoff at 3.17Up + Ip, where Up and Ip

are the ponderomotive energy and ionization potential [32].
While HHG of atoms in strong laser fields has been exten-

sively studied, molecules present more fascinating structures
in HHG due to their multi-Coulomb centers and nuclear
movement. In diatomic molecules, such as H2 and D2,
the double-slit interference contributes to a valley in the
plateau area [33]. Faster nuclear movement will weaken the
HHG [34,35], or induce the redshifts in molecular HHG [36].
Inversely, the nuclear vibration can be resolved from the
different contributions of long and short trajectories [37]. Dur-
ing the dissociation process of these diatomic molecules, the
electron localization also affects HHG [38]. Besides H2 and
D2, HHG of other linear molecules, such as CO2 [39–41],
O2, and N2 [42–47], also attracts lots of interests. Beyond
linear molecules, HHG in nonlinear molecules is far from well
understood. Usually, the single-active-electron approximation
is adopted for the study of such complex molecules. While
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this approximation may be used to unveil the mechanism of
HHG in some cases [48–51], the electron-electron correla-
tion, which has been shown to be important in multielectron
systems [52–55], is reluctantly lost. Beyond the single-active-
electron approximation, HHG can also be used to follow the
correlation-driven electron hole dynamics [56]. Two-electron
effects also allow one to follow electron exchange and two
electron polarization effects [57].

Molecules beyond linear structures could show more
abundant information. For example, an electron inside the
molecule may migrate in two dimensions, which is dis-
tinct from that in a linear molecule in which the electron
movement is usually restricted along the molecular axis. How-
ever, it is numerically too difficult to deal with this kind of
complex molecules. Molecules with equilateral-triangle struc-
tures, working as the simplest nonlinear ones, may serve as
prototypes for comprehending and investigating the physical
properties. In this paper, we study the HHG of molecules
having the equilateral-triangle structure in a strong midin-
frared (MIR) laser field by counting on electron ultrafast
correlations. Trimers such as Ar3 have the equilateral-triangle
structure, and can be easily produced by expanding the Ar
gas with a stagnation pressure of 5 atm [58]. The sim-
plest equilateral-triangle molecule H+

3 can be composed by
singly ionizing the H2-H2 dimer [59,60], and has already
attracted a lot of studies in ultrafast science [61–63]. To
model the interaction between strong lasers and equilateral-
triangle molecules, we use H+

3 as a prototype to mimic how
the electron correlation modifies the HHG by numerically
simulating a four-dimensional time-dependent Schrödinger
equation (TDSE). A strong midinfrared laser pulse tunneling
ionizes H+

3 , creating a hole in H2+
3 . In the following time, the

hole, or the bound electron, will hop with a period less than 2
fs. The dynamics in H2+

3 significantly modifies the harmonic
spectra. To be explicit, if H2+

3 at rescattering is orthogonal to
that at ionization, no harmonics are emitted.
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FIG. 1. (a) A sketch of the equilateral-triangle molecule. (b) The
potential surface bent by the electric field in the case of θ = 90◦.
For visibility, the frame in panel (b) has been rotated compared to
panel (a).

The paper is structured as follows: Sec. II presents the four-
dimensional TDSE and the method of calculating HHG. The
results are discussed in Sec. III, followed by a summary in
Sec. IV.

II. NUMERICAL METHODS

The laser-molecule interaction is governed by the TDSE
(atomic units are used unless stated otherwise)

i
∂�(r1, r2, t )

∂t
= [H0 + (r1 + r2) · E]�(r1, r2, t ), (1)

where H0 is the field-free Hamiltonian:

H0 =
2∑
i

p̂2
i

2
−

3∑
j

1√
(r1 − R j )2 + αen

−
3∑
j

1√
(r2 − R j )2 + αen

+ 1√
(r1 − r2)2 + αee

. (2)

In this paper, the nuclear movement is frozen. To make the
simulation available, both electrons are restricted in the plane
constructed by the three nuclei. Thereby, r1 = (x1, y1) and
r2 = (x2, y2) describe the displacements of each electron
in the plane. p̂1 = (px1 , py1 ) and p̂2 = (px2 , py2 ) denote
the corresponding electron momentum operator in each
dimension. R j ( j = 1, 2, 3) represents the position of the jth
nuclei. The soft-core parameters are denoted by αen = 1.0
a.u. and αee = 1.0 a.u., resulting in an ionization potential
of −0.59 a.u. In simulations, the molecular geometry is in
the equilibrium configuration as shown in Fig. 1(a). The
original point O is at the geometry center of the equilateral
triangle, and the distance between any two nuclei is l .
The angle between OR1 and the x axis is θ . Accordingly,
the three nuclei are located at R1 = ( l cos θ√

3
, l sin θ√

3
), R2 =

(− l cos θ√
12

− l sin θ
2 ,− l sin θ√

12
+ l cos θ

2 ), and R3 = (− l cos θ√
12

+
l sin θ

2 ,− l sin θ√
12

− l cos θ
2 ), respectively. In simulations, we

set l = 6 a.u. to mimic Ar3 or stretched H+
3 . For simplicity

of description in the following, we specify the molecule
as H+

3 though all treatments are also proper for other
equilateral-triangle molecules. In the case of single ionization,
physically, the pathways, i.e., r1 is released while r2 remains

bound and r1 remains bound while r2 is released, must be
equivalent and indistinguishable. Either pathway of these two
includes all dynamics of our interest. Therefore, to alleviate
the computation, we set the simulation box in the range
−20 < x1 < 20 a.u., −240 < y1 < 240 a.u., −20 < x2 < 20
a.u., and −20 < y2 < 20 a.u. since the laser will be polarized
along the y direction. For ease of expression, we designate
the wave function distributed at r1 = (x1, y1) as the first
electron and the wave function distributed at r2 = (x2, y2) as
the second electron. Despite this terminology not accurately
reflecting the physical reality, it is justified within the
simulation box utilized in our paper. A mask function cos1/6

is adopted in order to avoid unphysical reflections from
boundaries. By doing this, if the second electron (r2) is
released, it will be probably absorbed and will not contribute
to any HHG. Nevertheless, the first electron is preserved
in the simulation box and can be used to analyze HHG.
The spatial steps are dx1 = dy1 = dx2 = dy2 = 0.4 a.u.,
and the time step is dt = 0.1 a.u. A finer time-spatial step
has been used and the physical results do not show obvious
differences. The initial state of H+

3 is obtained by imaginary
time propagation [64]. The Crank-Nicholson method [65] is
used to propagate Eq. (1) in real time.

The MIR laser field is polarized along the y direction and
the electric field takes the form

E = E0 sin2 (πt/τ ) sin(ωt )êy, (0 < t < τ ), (3)

where the frequency ω = 0.0228 a.u.(corresponding to a
wavelength of 2000 nm) and the period τ = 550 a.u. (equiva-
lent to two optical cycles). The laser amplitude is E0 = 0.0534
a.u. (corresponding to an intensity of 1014 W/cm2). Under
these laser parameters, the probability of high-order harmonic
generation due to double ionization and subsequent return is
negligible. For different carrier-envelope phase (CEP) values
of the laser field, the positions and intervals of the suppression
regions in the harmonic spectrum will vary due to the change
of laser field. Here, the CEP of the laser field is set to zero to
ensure that the harmonic signal is predominantly composed of
signals generated by electrons released from the same optical
cycle. This avoids the overlap of local minima caused by
the dynamics of the bound electron with harmonic signals
from different cycles, allowing for a clearer observation of the
physical processes of interest.

After having the time-dependent molecular wave function
in hand, we calculate the dipole acceleration using the follow-
ing expression:

a(t ) = 〈
�(r1, r2, t )

∣∣ − dV

dr1
− dV

dr2

∣∣�(r1, r2, t )
〉
. (4)

Once the dipole acceleration is obtained, we perform a Fourier
transform to obtain the corresponding high-order harmonic
spectrum. Additionally, we use the Gabor transform as fol-
lows to analyze the dipole acceleration in the time-frequency
domain and investigate the correspondence between the gen-
erated harmonic order and the return time:

G(	, t ) =
∫

a(τ )W (t − τ )ei	τ dτ. (5)
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Here, 	 is the angular frequency, and W (t − τ ) =
exp[−(t − τ )2/(2σ 2)] is the window function to select dipole
acceleration at proper time. In calculations, σ = 10 a.u.

III. RESULTS

Exposing the triangle molecule into the MIR laser field, the
tripolar potential well is bent by the electric field. As shown
in Fig. 1(b), for the configuration of θ = 90◦ and the transient
electric field pointing to the −y direction, the electron wave
packet located on the top nucleus (R1) most easily tunnels
out, forming a photoelectron to be accelerated and the ion H2+

3
with a hole at R1. In the following time, the bound electron in
H2+

3 may fill the hole by charge migration among nuclei. One
may expect to see oscillations of the bound electron between
the up core R1 and the two lower cores R2 and R3. There
is no charge movement along the x axis since the geometry
preserves the left-right symmetry in the whole process when
θ = 90◦, while for another value of θ , θ = 0◦ for example,
when the transient electric field points to the −y direction, the
electron wave packets located both on R1 and R2 easily tunnel
out. The movement of the bound electron in H2+

3 may be
quite different from the case shown in Fig. 1(b). The electron
hopping may be different for different θ . Of course, the HHG
should also depend on θ .

Before we investigate the HHG, we visualize the electron
hopping in H2+

3 . In simulations, we may temporarily switch
off the laser-e2 interaction in Eq. (1). By doing that, we are
able to track the wave-function propagation when only e1

responds to the laser field. In this case, the e2 movement in
H2+

3 is purely due to the charge migration among nuclei. This
is obviously not the real case when the H+

3 interacts with the
laser field, but these numerically treatments and approxima-
tions can help us to visualize the electron hopping in H2+

3 .
In the case that two electrons interact with the laser field,
the electron hopping in H2+

3 after the single ionization of H+
3

still exists and the mechanism is the same as the simple case,
except for the additional influence on the bound electron in
H2+

3 caused by the laser field. To capture the wave-function
snapshots, we collect the ionization events in the area of√

x2
1 + y2

1 > 11 a.u., where the electron e1 is assumed to be
already free. Then, we project these events to the x2-y2 plane
to obtain the distribution of the bound electron e2 in H2+

3 .
For θ = 90◦ and 0◦, some snapshots at t = 295, 335, and 375
a.u. are shown in the upper row and lower row in Fig. 2,
respectively. The snapshots in two rows show the e2 oscil-
lations with the same period though e2 moves with different
manners. When θ = 90◦, the laser polarization along the y
axis is perpendicular to the side R2-R3 and the electron e2 is
hopping between the top nucleus R1 and two lower cores R2

and R3, while for the case of θ = 0◦ the electron e2 is hopping
between the right nucleus R1 and the lower left core R3 with
a small part of the wave packet moving to the core R2 during
the oscillation. The oscillation shown in each row in Fig. 2
fundamentally originates from the superposition state of the
e2 in H2+

3 , which can be proved by inspecting the ground state
and the first excited state of H2+

3 . To do that, one may delete
all terms related to e1 in Eq. (1), and calculate the ground
and first excited state with imaginary time propagation in

FIG. 2. Wave-function snapshots projected to the (x2, y2) plane
when the laser does not act on the bound electron at θ = 90◦(upper
row) and θ = 0◦ (bottom row). The snapshots are taken at (a), (d) t =
295 a.u., (b), (e) t = 335 a.u., and (c), (f) t = 375 a.u. Each panels
are normalized to their maximum values, and the color bar indicates
the normalized probability density.

the field-free case. The calculated energy difference between
the ground state and excited state of H2+

3 is �E = 0.08 a.u.,
corresponding to an eigenperiod of T = 2π/�E = 78.5 a.u.

After understanding such a mechanism, we switch on the
laser-e2 interaction and inspect e2 movement to study the
HHG. Figures 3(a) and 3(c) show the full spectra of HHG
parallel to the laser polarization in the logarithmic scale with
θ = 90◦ and 0◦, respectively. The plateau structure and cutoff
region are clearly visible in Figs. 3(a) and 3(c). Besides these
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FIG. 3. The high-order harmonic spectra polarized along the y
direction (a), (c) in the logarithmic scale and (b), (d) in the linear
scale. The upper and lower rows are for the cases of θ = 90◦ and 0◦,
respectively.
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FIG. 4. The time-frequency distributions of the dipole acceler-
ation along the y direction with (a) θ = 90◦ and (b) θ = 0◦. The
distributions are normalized to their own maximum values of har-
monic orders larger than 40.

well-known features, there is a suppression region around the
100th harmonic order in Fig. 3(a), which can be seen more
clearly in the zoomed Fig. 3(b) plotted with the linear scale.
Similarly, when the laser polarization is parallel to one side of
H+

3 , namely θ = 0◦, there are two suppression regions around
the 70th and 130th harmonic orders in Fig. 3(c), as also shown
in the zoomed Fig. 3(d) plotted with the linear scale. We may
point out that the average of the molecular orientation will not
blur the harmonic suppression since a certain molecular orien-
tation dominates the ionization as well as harmonic generation
over other orientations.

To further investigate this new feature in the harmonic
spectra, we conducted a Gabor transform analysis to exam-
ine the time-frequency characteristics, as shown in Figs. 4(a)
and 4(b). In Fig. 4(a) with θ = 90◦, it is evident that the signal
yield reaches its peak at return times of 330, 370, and 420
a.u., while it dips to the minimum at return times of 350, 400,
and 440 a.u. In another configuration of θ = 0◦, as shown in
Fig. 4(b), the signal yield dips to the minimum at return times
of 330, 360, 390, and 420 a.u., while it reaches its peak at
return times of 320 and 340 a.u.

We state that the minimum shown in Fig. 4 is due to the
movement of the bound electron in H2+

3 . As mentioned above,
the bound electron e2 in H2+

3 is in a superposition state after
the single ionization of H+

3 in the MIR field. Take the case
of θ = 90◦ for example. In the first cycle of the laser field,
the electric field is polarized along the −y direction and the
electron wave packet is most likely to tunnel out from the
top nucleus (R1). Meanwhile, the bound electron in H2+

3 is
predominantly located around the two lower cores R2 and R3.
Then, the total wave function of H+

3 after the ionization can
be written as

ψH+
3

∼ f (r1, t )
[
ψ1(r2)e−iE1t + ψ2(r2)e−i(E2t+φ0 )

]
+ ψg(r1, r2)e−iEgt . (6)

In Eq. (6), we have assumed ψ1 and ψ2 have the same pop-
ulation. Although this is usually not the case, it is easy to
mathematically depict. φ0 denotes the relative phase of ψ1 and
ψ2 at ionization. f (r1, t ) is the continuum wave function of
the electron e1. ψ1(r2) and ψ2(r2) refer to the ground and first
excited state of H2+

3 , whose energies are E1 and E2 respec-
tively. As we mentioned before, �E = E2 − E1 = 0.08 a.u.

ψg(r1, r2) is the ground state of H+
3 with the energy of Eg and

refers to the nonionizing part. Note that ψ2(r2) has twofold
degeneration. When θ = 90◦, only the state with the left-right
symmetry is produced. To illustrate the physical process of
HHG more clearly, we take another basis ψA = 1√

2
(ψ1 + ψ2)

and ψB = 1√
2
(ψ1 − ψ2) to describe the superposition state

of H2+
3 , denoting the electron localization at the nucleus at

R1 and the nuclei on the bottom side, respectively. Then the
superposition state of H2+

3 in the square bracket of Eq. (6) is

ψH2+
3

∼ cos

(
�Et − φ0

2

)
ψA + i sin

(
�Et − φ0

2

)
ψB. (7)

The hopping of electron e2 between the states |A〉 and |B〉 is
described by the coefficients cos ( �Et−φ0

2 ) and sin ( �Et−φ0

2 ) in
Eq. (7). For the case of θ = 90◦, the initial relative phase φ0 =
π , which ensures that the electron e2 is in the state |B〉 at the
moment of ionization time t = 0. Therefore, when the ionic
part of the wave function has a corresponding bound electron
e2 in state |A〉, the recombination annihilates, namely 〈ψg| −
dV
dr | f , ψA〉 ≈ 0. With Eqs. (6) and (7), the dipole acceleration
in Eq. (4) can be written as

a(t ) ∼ sin

(
�Et − φ0

2

)(
〈ψg| − dV

dr1
| f , ψB〉 + c.c.

)
. (8)

Here, the coefficient sin ( �Et−φ0

2 ) = cos ( �E
2 t ) introduces a

periodic modulation of HHG strength for different returning
time, resulting in the suppressions of HHG spectra shown
in Fig. 3. For other values of θ , a similar process allows
us to derive periodic modulation with the same time period
but different phases. The time period of this modulation on
HHG, equivalent to the eigenperiod of H2+

3 , deviates from
the time interval between neighboring peaks observed in
Figs. 4(a) and 4(c). This deviation can be attributed to the
laser-induced transition between ψA and ψB, which modifies
the term cos ( �E

2 t ).
It is well known that double-slit interference may also

induce a valley in the plateau in HHG [33,39]. It is worthwhile
to point out that the valley discussed in the current paper is
not induced by the multiple-slit interference in the ionization
and recombination. This can be examined by investigating the
dependence of the local minimum on the laser wavelength.
When the laser wavelength is changed, the bound electron mo-
tion does not change obviously, however the time interval of
the freed electron between ionization and rescattering changes
dramatically, which will shift the energy location of the sup-
pressed region. In contrast, in the multiple-slit interference,
the local minimum is induced by the interference between the
rescattering electron with specific momentum and the nucleus
with appropriate distances, which should be insensitive to
driving laser wavelengths and thus the local minimum should
appear at the same harmonic energy.

IV. SUMMARY

In this paper, we investigate HHG and its relation to
multielectron dynamics in molecular systems. Employing
a four-dimensional numerical model, we conduct extensive
simulations of HHG in H+

3 under the influence of a MIR
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laser field. The results unveil intriguing phenomena of elec-
tron motion-induced suppression following ionization. This
insight provides a deeper understanding of the interplay be-
tween electron dynamics and the laser field during HHG,
ultimately unraveling the underlying mechanisms that govern
harmonic generation in molecular systems.
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