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Theory of strong-field sequential double ionization of polyatomic molecules
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Understanding of strong-field sequential double ionization (SDI) of molecules by a highly intense infrared
laser pulse could be the key to observing electron motion in molecules in the attosecond to femtosecond
timescale. Based on a novel density matrix approach for SDI (DM-SDI), a recent theoretical study [Yuen and
Lin, Phys. Rev. A 109, L011101 (2024)] has shown that SDI can be used as a probe to monitor the changes in
vibronic coherence in homonuclear diatomic molecules. In this article, we extend the DM-SDI model to general
molecules that could possess permanent dipole moments and arbitrary symmetry. We apply the model to SDI of
a water molecule and identify the formation pathway of individual dication states. We further deduce that kinetic
energy release spectra from two- and three-body fragments could carry the signature of vibronic coherence
between the lowest two states of the water cation. Our results suggest that observables from the SDI probe can
be interpreted intuitively with only the knowledge of electronic structures of populated ionic states, making the
SDI probe to be a highly desirable probing scheme for vibronic coherence in generic molecules.
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I. INTRODUCTION

Strong-field sequential double ionization (SDI) is a promis-
ing but unexpected process to probe vibronic coherence in
molecules. Strong-field SDI of molecules has been studied
experimentally since the early 2000s [1]. By illuminating a
highly intense infrared (IR) laser pulse on neutral molecules,
the neutral could undergo tunnel ionization twice and disso-
ciative dications could be formed, resulting in two or more
molecular fragments. With the emergence of coincidence
measurement techniques such as the velocity map imaging
[2] or COLTRIMS [3,4], momenta and kinetic energy re-
lease of the ionic fragments from SDI of different molecules
have been investigated over the years [5–18]. On the other
hand, electronic coherence is created by pumping a molecule
into a superposition of electronic states. Since nuclei move
differently on different potential energy surfaces, electronic
coherence is then influenced by the femtosecond (fs) nu-
clear motion. We refer to such varying coherence as vibronic
coherence. Survival of the vibronic coherence could result
in periodic charge migration across the molecular skeleton
[19,20], while decoherence could result in charge transfer
within the molecule. Therefore, observing and manipulat-
ing vibronic coherence in the femtosecond to attosecond
timescale is the frontier of ultrafast science [21–23], holding
the keys to exert unprecedented control over chemical reac-
tions [24–26]. SDI of molecules and vibronic coherence—two
seemingly unrelated topics—have recently been found to be
connected, in which the former can be used to probe the
changes in the latter, thanks to the recent theoretical devel-
opment on SDI of molecules [27–29].

SDI of molecules is notoriously difficult to model using
first-principles approaches. To resolve the yield of different
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dication states, the final wave function needs to be projected
onto double continuum states so that the ionized electrons
cannot be neglected. However, due to the large peak laser
intensity in the SDI regime, the ionized electrons drift far
away from the nuclei, requiring a huge simulation box with
expensive computational costs. Furthermore, to compare sim-
ulated results directly with experiments, one has to consider
many different molecular orientations with respect to the laser
polarization, making the simulation even more costly. These
challenges have been the major obstacles in modeling SDI of
molecules over the years.

Since SDI is driven by the laser field instead of rescattering
electrons, it is reasonable to neglect the ionized electrons,
resulting in the ion and dication being an open quantum
system. Density matrix formalism is then required and the
dynamics is governed by the von Neumann-Liouville equa-
tion. A significant advantage of the density matrix approach
is that many-body electronic wave functions are not directly
involved, allowing for efficient computations. Density matrix
approaches have been utilized ubiquitously in physical sci-
ence [30,31]. Early adoption of the density matrix approach
in strong-field physics was done by Santra and coworkers
[32,33] for single ionization of noble gas atoms. Pfeiffer et al.
developed a simple density matrix approach to treat SDI of
neon and xenon [34]. Zhao and coworkers [35] also employed
a density matrix approach to model the lasing of N+

2 , allowing
simultaneous description of laser couplings of the ion and
tunnel ionization of the neutral. Recently, our group developed
a theoretical framework called the density matrix approach for
SDI (DM-SDI) [27,28,36]. The DM-SDI model takes advan-
tage of the use of a few-cycle IR pulse, such that the nuclei
can be regarded as frozen during the laser interaction. The
model can describe the laser couplings and tunnel ionization
simultaneously for the neutral, ion, and dication. By consid-
ering all possible molecular orientations, the DM-SDI model
was benchmarked with the SDI experiments for N2 [5] and O2
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[5,37] with excellent agreement on the kinetic energy release
(KER) spectra.

From the theoretical studies of SDI of N2 [27] and O2 [28],
we also found that SDI is partly driven by laser couplings be-
tween ionic states. Changes in vibronic coherence between the
ionic states will then lead to changes in the strength of laser
couplings, therefore changing their transient population [29].
These ionic states are subsequently tunnel ionized to form
dications. As a result, changes in the transient ionic population
is translated to the dication yields, and the variation of the
vibronic coherence is imprinted to SDI observables such as
the kinetic energy release spectrum.

With the prospects of using SDI to probe vibronic co-
herence in molecules [29], it is highly desirable to extend
the DM-SDI model for generic molecules, which could pos-
sess permanent dipole moments and could be nonlinear.
Water molecule is of particular interest since it is a nonlin-
ear molecule with simple electronic structures and nonzero
permanent dipole moments. Several aspects of strong-field
double ionization of water have been investigated experimen-
tally: Geometry dependence [38,39], ion-electron coincidence
[40], nuclear dynamics during [16,17] and after [18] double
ionization, and bond rearrangement [11]. Meanwhile, theo-
retical investigations had been limited to calculating angular
dependence of tunnel ionization rate from different orbitals
[16,40–43] and to modeling the nuclear dynamics of the water
cation [17] and dication [44].

In this article, we develop a comprehensive theory for
strong-field SDI of polyatomic molecules. The theory is then
used to obtain the yield of relevant water dication states at
different molecular orientations. It has been known that the
momentum distribution of the water dication fragments in
strong-field experiments deviates significantly from that in
single-photon double-ionization experiments [45] and field-
free trajectory calculations [44]. Therefore, we postpone the
mapping of orientation dependence dication yield to experi-
mental observables. By tuning different features of the model,
we identify the formation pathway of each dication state, pre-
dicting that vibronic coherence between the X 2B1 and A2A1

states of water cation could be observed experimentally in
both two-body and three-body KER spectra using the SDI
probe. While the B2B2 state of water cation is also populated,
we predicted that the influence of vibronic coherence between
the A2A1 and B2B2 states on the KER spectra could be too
weak to observe, particularly if the carrier envelope phase
(CEP) of the IR pulse is not stabilized in each shot.

This article is arranged as follows. In Sec. II, we provide
a self-contained description of the theoretical approach and
computational details of electronic structures. We discuss the
mechanism of SDI of water by performing calculations at
different levels of theory in Sec. III. The formation pathway
of each dication state is identified and the influence of CEP
of the IR pulse on the dication yield is discussed. Finally, we
conclude and give an outlook in Sec. IV.

II. THEORETICAL APPROACH

To improve the readability, we divide this section into
several subsections. Section II A concerns the conventions
used throughout this paper. It should be noted that these

conventions will affect the expression of the tunnel ionization
amplitude and rate. Section II B provides a concise description
of the DM-SDI model, which is the essential part of this sec-
tion. Section II C and Sec. II D provide data and computational
details about electronic structures and structure parameters of
orbitals, respectively.

A. Conventions

In literature dealing with tunnel ionization of nonlinear
molecules (for example, Refs. [36,46,47]), there are different
conventions for Euler angles, vectors in spherical basis, and
phases in orbital wave functions. Therefore, it is important
to clarify the conventions used throughout this paper. The
coordinates in the laboratory frame (LF) and in the molecular
frame (MF) are labeled without prime (x, y, z) and with prime
(x′, y′, z′), respectively.

1. Euler angles

For the Euler angles rotation, we adopt the convention used
by Morrison and Parker [48]. An active viewpoint is assumed
in which a physical system is rotated instead of the reference
frame. We chose to rotate the system about the fixed axes, i.e.,
the axes in the LF. The rotations are performed as follows:

(1) Rotate through an angle γ about the z axis,
(2) Rotate through an angle β about the y axis,
(3) Rotate through an angle α about the z axis,

where 0 � α � 2π, 0 � β � π , and 0 � γ � 2π .
Following the convention in Ref. [48], the spherical har-

monics in the MF is transformed to the LF by

Y m
l (r̂′) =

l∑
m′=−l

Y m′
l (r̂)Dl

m′m(α, β, γ ), (1)

where Dl
m′m is the Wigner D matrix.

We note that the above D matrix Dl
m′m(α, β, γ ) is equiv-

alent to the D matrix used in Tolstikhin et al. [47] but
corresponds to Dl

m′m(−φ, θ,−χ ) in Zhao et al. [46] and
Dl

m′m(−γ ,−β,−α) in Ref. [36], respectively.

2. Transformation of dipole moments

From quantum chemistry calculations, we obtain the dipole
moments in the MF. However, as molecules are randomly
oriented in space, their interaction with the laser field defined
in the LF varies for different orientations. Therefore, it is
important to transform the dipole moments to the LF.

Expressing the dipole moment in the MF, we have

�d = d ′
−ε̂′− + d ′

0ε̂
′0 + d ′

+ε̂′+, (2)

where the spherical basis vectors are

ε̂′± = ∓(ε̂′
x ± iε̂′

y)/
√

2,

ε̂′0 = ε̂′
z,

and the spherical components are related to the MF Cartesian
components as

d ′
± = (∓d ′

x + id ′
y)/

√
2,

d ′
0 = d ′

z.
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Since the spherical basis vectors transform as Y m
1 (r̂′), using

Eq. (1), we have

ε̂′μ =
1∑

ν=−1

ε̂νD1
νμ(α, β, γ ).

Substituting this expression into Eq. (2), we have

�d =
1∑

ν=−1

⎡
⎣ 1∑

μ=−1

d ′
μD1

νμ(α, β, γ )

⎤
⎦ε̂ν .

For a linearly polarized laser in the z direction, we only need
the ε̂0 component of �d , in which

dz(α, β, γ ) =
1∑

μ=−1

d ′
μD1

0μ(α, β, γ ). (3)

Note that α can be set to zero due to the axial symmetry of the
laser field.

Sometimes the spherical components of the vector are in-
stead defined as d̃± = ∓(dx ± idy)/

√
2 with d̃0 = d0. Using

dμ = (−1)μd̃−μ, it can be shown that

dz(α, β, γ ) =
1∑

μ=−1

d̃ ′
μD1∗

0μ(α, β, γ ).

Last, as shown in the work by Yuan et al. [49], the
phase of transition dipole moment (TDM) could strongly af-
fect the laser-molecule interaction. Since the electronic wave
functions are defined up to a sign from quantum chemistry
calculations, without time-dependent ab initio approaches or
experimental data for benchmarking, there is no justification
for picking one sign over the other in the modeling. In this
work, we choose to normalize the largest component of each
TDM to be positive.

3. Expression for tunnel ionization amplitude

In adiabatic tunnel ionization (TI) theories [46,47,50], one
expands the asymptotic orbital wave function in the MF as

ϕ(�r′) =
∑
lm′

Clm′F (r)Y m′
l (r̂′), (4)

where F (r → ∞) ≈ rZ/κ−1e−κr , Z is the effective charge af-
ter ionization, κ = √

2Ip with Ip being the ionization potential,
and Clm′ is the structure parameter. Transforming the spherical
harmonics to the LF using Eq. (1), we have

ϕ(�r) =
∑
lm

[∑
m′

Clm′Dl
mm′ (α, β, γ )

]
F (r)Y m

l (r̂).

For the electric field F (t ) < 0 and F (t ) > 0, electron will be
emitted along θ ∼ 0 and θ ∼ π , and Y m

l (r̂) takes the asymp-
totic form [51]

Y ±m
l (θ → 0, φ) ≈ Q(l, m)

sin|m| θ
2|m||m|!

e±imφ

√
2π

,

Y ±m
l (θ → π, φ) ≈ (−1)l−mY ±m

l (θ → 0, φ),

FIG. 1. Definition of the water molecule geometry and the Euler
angles used in this work. The water molecule is on the y′z′ plane,
with the H-H bond along the y′ axis. We adopted the z-y-z extrinsic
rotation as the convention for Euler angles. Because the laser is
linearly polarized along the z axis, the Euler angle α is set to zero.

with

Q(l, m) = (−1)(m+|m|)/2

√
2l + 1

2

(l + |m|)!
(l − |m|)! .

We then identify the Bm parameter in TI theories [46,47,50] as

Bm(t ) =
∑
lm′

sgn[−F (t )]l−mClm′Dl
mm′ (α, β, γ )Q(l, m),

where sgn[−F (t )] = ±1 for F (t ) < 0 or F (t ) > 0. Note that
the expression is different from Ref. [36] due to different
conventions used.

The TI amplitude can then be expressed as [36,47]

γm(t ) = Bm(t )√
2|m||m|!

1

κZ/κ−1/2

[
2κ3

|F (t )|
]Z/κ−(|m|+1)/2

× exp

[
−μz(t )κ − κ3

3|F (t )|
]

× exp

[
iπ

(
1

4
+ Z

κ
− |m| + 1

2

)]
, (5)

where μz(t ) = dz(β, γ )sgn[F (t )] is the effective permanent
dipole moment of the orbital [cf. Eq. (3)].

The buildup of coherence and population from multiorbital
TI involves the product γim(t )γ ∗

jm(t ) for orbitals i and j [36].

Expressing Dl
mm′ (α, β, γ ) = e−imαdl

mm′ (β )e−im′γ , we observe
that

γim(t )γ ∗
jm(t )∝ Bim(t )B∗

jm(t )

=
∑
lim′

i

sgn[−F (t )]liC(i)
lim′

i
d li

mm′
i
(β )e−im′

iγ Q(li, m)

×
∑
l j m′

j

sgn[−F (t )]l jC( j)∗
l j m′

j
d

l j

mm′
j
(β )eim′

jγ Q(l j, m),

such that γim(t )γ ∗
jm(t ) does not depend on the Euler angle α, as

in the case of LF dipole moments (3). Therefore, for linearly
polarized laser field interacting with general molecules, we
only need to consider the Euler angles β and γ (see Fig. 1 for
example).
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Another important observation is that γim(t )γ ∗
jm(t ) depends

on the relative phase between orbital i and j. Since orbital
wave functions are obtained by solving some eigenvalues
problems, the wave functions are defined up to an overall
phase factor. As a result, γim(t )γ ∗

jm(t ) is defined up to an ar-
bitrary phase factor eiφi j , in which different choices can again
affect the laser-molecule interaction. A phase convention is
needed to remove this ambiguity. In this work, we define the
phase factor by normalizing the structure parameter with the
largest magnitude to be real and positive. If that parameter is
degenerate over m, then the −|m| component is set to be real
and positive.

B. The DM-SDI model

Since comprehensive descriptions of the DM-SDI model
can be found in Refs. [27,36], here we only summarize the
key aspects of the model. The main assumptions of the model
are (1) nuclei of the molecule are fixed in the presence of a
few-cycle IR pulse and (2) the ionized electrons are neglected,
such that the residual ion and dication become open systems.
To describe the evolution of these open systems, we solve the
equations of motion for density matrices ρ (q) of charge q,

d

dt
ρ (q)(t ) = − i

h̄
[H (q)(t ), ρ (q)(t )] + �(q)(t ), (6)

where H (q) = H (q)
0 − �d (q) · �E is the Hamiltonian with the

field-free term and the laser coupling term and �(q) is the
ionization matrix.

The ionization matrix for the neutral describes depopula-
tion to the ion,

�(0)(t ) = −
∑

i

ρ (0)(t )W (0)
i (t ), (7)

where W (0)
i = ∑

m |γ (0)
im (t )|2 [cf. Eq. (5)] is the weak-field

asymptotic theory (WFAT) TI rate [47] to form the ith ionic
state.

For the ion, the ionization matrix �(1) is

�
(1)
i j (t ) = ρ (0)(t )

∑
m

γ
(0)

im (t )γ (0)∗
jm (t )

− ρ
(1)
i j (t )

√∑
k

W (1)
k←i(t )

√∑
k

W (1)
k← j (t ), (8)

where the first term describes the buildup of population
and coherence from TI of the neutral and the second term
describes the depopulation and dephasing from TI to the
dication. The TI rate W (1)

k←i is given by
∑

m |γ (1)
k←i,m|2, with

γ
(1)

k←i,m being the ionization amplitude from the ith state of the
ion to the kth state of the dication with magnetic quantum
number m.

In the first term of Eq. (8), the buildup of the tunnel ion-
ization coherence (TIC) is modeled as the inner product of
the ionization amplitude γ

(0)
im and γ

(0)
jm [36]. The assumptions

behind the model are that ionized electrons from different
orbitals (1) are formed at approximately the same time, (2)
evolve identically under the strong-field approximation, such
that the ionic coherence at a later time is the same as the
ionic coherence right after tunneling, and (3) share the same

transverse kinetic energy distribution but have different an-
gular distributions, which is represented by the magnetic
quantum number m. Therefore, tracing γ

(0)
im γ

(0)∗
jm over m is

approximately tracing the amplitudes over the momentum
space, resulting in the residual ionic coherence. Meanwhile,
in the second term of Eq. (8), the dephasing between state
i and j follows the total TI rate from both states, assuming
ρ

(1)
i j ∝

√
ρ

(1)
ii ρ

(1)
j j . For i = j, the first and second terms of

Eq. (8) describe the population changes of the ith state due
to TI from the neutral and to the dication, respectively.

Finally, the ionization matrix for the dication describes the
buildup of population and coherence from TI of the ion,

�
(2)
kl (t ) =

∑
i

ρ
(1)
ii (t )

∑
m

γ
(1)

k←i,m(t )γ (1)∗
l←i,m(t ), (9)

where the TIC is modeled similarly as in Eq. (8). Note that
�(2) is not explicitly dependent on the ionic coherence because
tunnel ionization is assumed to be a single-active-electron
process.

Setting the initial conditions as ρ (0)(t0) = 1 and ρ (1)(t0) =
ρ (2)(t0) = 0, Eq. (6) for each charge state at each molecular
orientation (β, γ ) are solved using the classic Runge-Kutta
method. At the end of the IR pulse, dication yields are
obtained from the diagonal elements of ρ (2)(β, γ ). The
orientation-averaged yield Pk is obtained by

Pk = 1

4π

∫ 2π

0

∫ π

0
ρ

(2)
kk (β, γ ) sin β dβdγ ,

assuming an isotropic distribution of the orientation.
In principle, with the knowledge of orientation-dependent

dication yield, observables such as kinetic energy release and
branching ratio of different fragmentation channels can be
obtained. However, from the investigations on single-photon
double ionization [44,45] and strong-field double ionization
[16,17] of water, it is clear that the dissociation of dications
formed from SDI cannot be described a field-free process.
Therefore, we reserve the mapping of the calculated dication
yields to experimental observables for future studies. Here we
will focus on the formation mechanisms of different water
dication states from SDI.

C. Electronic structures of water

Since the potential energy surfaces of several H2O2+ states
have been extensively investigated by Gervais et al. [52], we
adopt their calculated vertical ionization potentials here. Ex-
amples of potential energy surfaces can be found in Fig. 2 of
Ref. [44]. Table I summarizes the electronic structures of the
H2O2+ states with two valence holes in the 1b2, 3a1, and 1b1

orbitals. For discussions later, we also include the three-body
branching ratios 3BR from field-free trajectory calculations in
Howard et al. [18] and the parents of the dication, which are
determined by their electronic configuration.

To obtain the permanent and transition dipole moments of
H2O, H2O+, and H2O2+, we carried out electronic structure
calculations at the equilibrium geometry of H2O with C1

symmetry in OpenMolcas [53]. The C1 symmetry instead of
C2v symmetry was used in the calculations because it ensures
that the electronic wave functions with different symmetries
are optimized at an equal footing, providing more accurate
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FIG. 2. Visualization of the highest occupied molecular orbital
(HOMO) (1b1, top), HOMO-1 (3a1, middle), and HOMO-2 (1b2,
bottom) of H2O. The molecule is rotated by Euler angles (β, γ ) such
that the orbitals are parallel to the laser polarization along the z axis.
One shall expect that ionization rate of the HOMO, HOMO-1, and
HOMO-2 would be maximized at (β = 90◦, γ = 0◦), (β = 0/180◦),
and (β = 90◦, γ = 90◦), respectively. See Fig. 1 for the definition of
Euler angles.

transition dipole moments. The molecule is fixed on the y′z′
plane with two OH bonds at 0.958 Å and the HOH bond angle
at 104.5◦ (see Fig. 1). The O 1s electrons are kept frozen and
the rest of the eight, seven, or six electrons in H2O, H2O+, or
H2O2+ are in the active space, which consists of the 2a1, 1b2,

TABLE I. Electronic structures of the H2O2+ states with two
valence holes in the 1b2, 3a1, and 1b1 orbitals. The vertical ionization
potential Ip and the three-body branching ratios 3BR are extracted
from Howard et al. [18]. Possible parents of the dication states are
also listed.

# State Config. Ip (eV) 3BR(%) Parent(s)

0 3B1 3a−1
1 1b−1

1 40.3 7.0 X 2B1, A2A1

1 1A1 1b−2
1 41.4 0.6 X 2B1

2 1B1 3a−1
1 1b−1

1 42.8 12.3 X 2B1, A2A1

3 3A2 1b−1
2 1b−1

1 44.3 100.0 A2B1, B2B2

4 21A1 3a−2
1 46.0 73.7 A2A1

5 1A2 1b−1
2 1b−1

1 46.0 100.0 X 2B1, B2B2

6 3B2 1b−1
2 3a−1

1 46.3 100.0 A2A1, B2B2

7 1B2 1b−1
2 3a−1

1 48.4 100.0 A2A1, B2B2

8 31A1 1b−2
2 53.6 100.0 B2B2

3a1, and 1b1 orbitals and seven lowest unoccupied orbitals.
We used the large Atomic Natural Orbital basis for both the
O and H atoms and calculated the electronic wave functions
with the state-averaged complete active space self-consistent
field method. For H2O, only one electronic state is considered.
For H2O+ and the triplet H2O2+, three electronic states are
included, while for the singlet H2O2+, 6 electronic states are
included. We then performed the second-order perturbation
(CASPT2) calculation to further improve the accuracy of the
electronic energies for states identification. The calculated
permanent and transition dipole moments for H2O, H2O+, and
H2O2+ are tabulated in Table II. For convenience, hereafter,
we refer the X̃ state to the X 1A1 state of H2O. The X , A, and
B states refer to the X 2B1, A2A1, and B2B2 states of H2O+.
States 0–8 refer to the 9 H2O2+ states. The above calculations
produce accurate electronic energies, which are on average
less than 5% in relative errors for H2O+ as compared with
experiments [54] and for H2O2+ as compared with Gervais
et al. [52].

D. Structure parameters of water

Before getting into the calculations of structure parameters
of the three highest occupied molecular orbitals (HOMO)—
1b1 (HOMO), 3a1 (HOMO-1), and 1b2 (HOMO-2)—it is
instructive to inspect the shape of the orbitals. Figure 2 shows
the three HOMOs rotated by some Euler angles (β, γ ), which
is defined in Fig. 1. We can see that when (γ = 0◦, β = 90◦),
β = 0◦ or 180◦, and (γ = 90◦, β = 90◦), the nodal plane
of HOMO, HOMO-1, and HOMO-2 is perpendicular to the
laser-field direction (along the z axis), respectively. We can
then deduce that their ionization rates should be maximized
around these angles if linear Stark shift due to their permanent
dipole moment is negligible.

To determine the structure parameters in Eq. (4), asymp-
totic orbital wave functions are required. In this work, we
calculated orbital wave functions using the density func-
tional theory software Octopus [55], which represents the
Kohn-Sham orbitals on real-space grids. Using the corrected
exchange density with the local density approximation [56],
the asymptotic behavior for the Coulomb potential is properly
imposed for Kohn-Sham orbitals. It has been demonstrated

033108-5



C. H. YUEN AND C. D. LIN PHYSICAL REVIEW A 109, 033108 (2024)

TABLE II. Dipole moments �di j (in atomic unit) with magnitude
larger than 10−2 for all charge states (q = 0, 1, 2) of H2O, calculated
in this work. X̃ is the ground electronic state of the neutral, X, A, and
B are the ionic states considered, and state 0–8 are the dication states
defined in Table I. For i �= j, the largest component of �di j is chosen
to be positive.

q i j dx dy dz

0 X̃ X̃ 0.000 0.000 −0.737
1 X X 0.000 0.000 −0.832
1 X A 0.148 0.000 0.000
1 A A 0.000 0.000 −0.633
1 A B 0.000 0.071 0.000
1 B B 0.000 0.000 −1.030
2 0 0 0.000 0.000 −1.701
2 0 3 0.000 0.020 0.000
2 1 1 0.000 0.000 −2.182
2 1 2 0.121 0.000 0.000
2 1 5 0.000 0.000 0.085
2 1 7 0.000 0.022 0.000
2 2 2 0.000 0.000 −1.959
2 2 4 0.000 0.058 0.000
2 2 5 0.150 0.000 0.000
2 2 8 0.012 0.000 0.000
2 3 3 0.000 0.000 −2.684
2 3 6 0.130 0.000 0.000
2 4 4 0.000 0.000 −2.615
2 4 7 0.143 0.000 0.000
2 5 5 0.000 0.000 −1.683
2 5 7 0.000 0.082 0.000
2 5 8 0.000 0.000 0.067
2 6 6 0.000 0.000 −2.129
2 7 7 0.000 0.000 −2.122
2 7 8 0.000 0.078 0.000
2 8 8 0.000 0.000 −3.077

that this approach yields orbital energies close to experimen-
tal ionization potentials for several atoms [56]. Since this
approach can also calculate orbitals of excited states and
open-shell targets, it could be used to obtain the structure
parameters of molecular orbitals of different states required
for the DM-SDI model.

A comprehensive discussion on this approach for the de-
termination of structure parameters is out of the scope of this
work. Here we only describe the results we obtained for three
HOMOs of H2O and H2O+.

Table III shows the calculated binding energies and struc-
ture parameters of the above orbitals of the X̃ state of H2O.
The calculated binding energies differ from the experimental
ionization potentials [54] only by less than 4%. Note that we
applied the phase convention mentioned in Sec. II A 3, where
the structure parameter with the largest magnitude and the
smallest m is real and positive.

Table IV shows the calculated binding energies and struc-
ture parameters of three HOMOs of the X state of H2O+,
assuming a spin-down electron is ionized from HOMO. Since
the X state is a doublet, the binding energies of spin-up or
spin-down electrons in HOMO-1 and HOMO-2 are different.
In Table IV, we consider only the case when a spin-down

TABLE III. Structure parameters Clm and binding energies Eb

of the 1b1, 3a1, and 1b2 orbitals of the neutral H2O calculated in
this work. Experimental vertical ionization potentials Ip to the corre-
sponding H2O+ states [54] are also listed.

Orb. Eb (eV) Ip (eV) Clm

1b1 12.2 12.6
C1∓1 C2∓1 C3∓3

±0.79 ∓0.05 ∓0.03

3a1 14.2 14.8

C00 C10 C2∓2 C20

−0.20 1.64 0.12 −0.08
C3∓2 C30 C4∓2 C40

−0.07 −0.03 0.01 0.01

1b2 18.2 18.7

C1∓1 C2∓1 C3∓3

2.06 −0.50 −0.13
C3∓1 C4∓3 C4∓1

0.03 0.04 0.03

electron is ionized from HOMO-1 or HOMO-2, forming the
3B1 or 3A2 states. The 1A1 state is formed by ionizing the
spin-up electron from HOMO. As in the case of the X̃ state,
the calculated binding energies differ only by less than 4%
compared to the difference between the Ip of 3B1,

1A1, and
3A2 states to the X state. The structure parameters for HOMO,
HOMO-1, and HOMO-2 of the X states are about 120%, 77%,
and 56% larger than those of the X̃ state. Since the TI rate
scales with |Clm|2, it is important to account for such changes
in the modeling.

For the spin-up electrons in HOMO-1 and HOMO-2, the
calculated binding energies agree well with the energy differ-
ence between states 2 and 5 to the X state: There are only 7.5%
and 5.1% differences. The structure parameters only differ by
less than 2% compared to the spin-down cases. Therefore, it
is reasonable to use the structure parameters of the spin-down
electrons for the spin-up one.

By placing the hole in HOMO to HOMO-1 or HOMO-2 in
the calculations, results of the three HOMOs of the A and B
states were obtained. The �SCF excitation energies from the
X state to the A and B states are 2.02 and 6.08 eV, respectively,
in excellent agreement with the experimental values of 2.2

TABLE IV. Structure parameters Clm and binding energies Eb of
the 1b1, 3a1, and 1b2 orbitals of the X 2B1 state calculated in this
work. The effective Ip of the 1b1, 3a1, and 1b1 orbitals are obtained
by subtracting the Ip to the 11A1, 3B1, and 3A2 states by the Ip to the
X 2B1 state, respectively.

Orb. Eb (eV) Ip (eV) Clm

1b1 27.9 28.8
C1∓1 C2∓1 C3∓3 C3∓1 C4∓3

±1.73 ∓0.04 ∓0.06 ±0.01 ±0.02

3a1 26.9 27.7

C00 C10 C2∓2 C20 C3∓2

−0.16 2.90 0.24 −0.08 −0.14
C30 C4∓4 C4∓2 C40

−0.08 −0.01 0.04 0.04

1b2 30.9 31.7

C1∓1 C2∓1 C3∓3 C3∓1 C4∓3

3.22 −0.77 −0.22 0.05 0.09
C4∓1 C5∓5 C5∓3 C5∓1

0.06 0.01 −0.02 −0.02
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TABLE V. Orientation-averaged dication yields of H2O2+ states in Table I calculated using different models. PDM: Permanent dipole
moment. TDM: Transition dipole moment. TIC: Tunnel ionization coherence. The numbers followed PDM/TDM/TIC represent levels of the
theory. 0 means it is neglected. 1 means it is considered for the neutral and the ion. 2 means it is considered for all charge states. The highest
level of theory, PDM2-TDM2-TIC2, is marked by ∗.

Models/states 3B1
1A1

1B1
3A2 21A1

1A2
3B2

1B2 31A1 Total

PDM0-TDM0-TIC0 2.55−1 7.91−2 3.56−2 3.41−2 8.67−3 8.74−3 2.00−2 3.73−3 2.28−4 0.445
PDM2-TDM0-TIC0 2.95−1 1.44−1 6.75−2 6.58−2 9.97−2 7.39−3 2.39−2 4.59−3 4.45−4 0.708
PDM2-TDM1-TIC0 4.14−1 9.21−2 8.81−2 6.04−2 1.03−1 6.65−3 2.68−2 5.13−3 4.69−4 0.796
PDM2-TDM2-TIC0 4.13−1 8.13−2 9.50−2 5.20−2 9.87−2 1.19−2 3.53−2 7.54−3 6.79−4 0.796
PDM2-TDM2-TIC1 4.10−1 8.17−2 9.52−2 5.39−2 9.72−2 1.19−2 3.55−2 7.45−3 6.89−4 0.794
PDM2-TDM2-TIC2∗ 4.11−1 1.05−2 7.37−2 5.14−2 9.36−2 1.27−2 3.76−2 7.96−3 7.17−4 0.794

and 6.1 eV [54]. We also verified that all binding energies
agree within 8% compared to the effective binding energies
calculated using Ip in Table I and III. Since the structure
parameters of the three HOMOs of the A and B states only
differ by less than 15% compared to the X state, it is sufficient
to use the structure parameters in Table IV for orbitals of these
excited states.

III. RESULTS AND DISCUSSION

To understand the mechanism of SDI of water, we present
calculated dication yields at different levels of theory. The lev-
els of theory are controlled by the consideration of permanent
dipole moments (PDM), transition dipole moments (TDM),
and tunnel ionization coherence (TIC). For convenience, we
name the theories by PDMa-TDMb-TICc, where a, b, and
c can be 0,1, or 2. In the above, 0 means that quantity is
neglected for all charge states, 1 means that quantity is con-
sidered for the neutral and the ion, and 2 means that quantity
is considered for all charge states. The laser pulse is assumed
to be linearly polarized with a Gaussian envelope, a central
wavelength of 750 nm, a pulse duration of 6 fs, and a peak
intensity of 1 PW/cm2. The water molecule is assumed to be
randomly oriented in space. In the following subsections, we
will discuss the influence of PDM, TDM, and TIC on SDI of
water.

The orientation-averaged dication yields from different
theories are summarized in Table V. We can see that total
dication yield increases as we increase the level of theory from
PDM0-TDM0-TIC0 to PDM2-TDM1-TIC0. Some averaged dica-
tion yields increase significantly as we increase the level of
theory as well. The orientation-dependent dication yields cal-
culated using the highest level of theory, PDM2-TDM2-TIC2,
are showcased in Fig. 3. Since water molecule possesses the
C2v symmetry, it is sufficient to consider γ from 0 to 90◦.
Their angular distributions are very different from the ex-
pectation based on orbital structures in Fig. 2, except for the
21A1 state. It would be interesting to investigate the formation
mechanisms of the dication states using a bottom-up, anatomy
approach. Since the yield of the 1B2 and 31A1 states are negli-
gible, their formation mechanisms will not be discussed.

A. Influence of permanent dipole moment

To study the influence of PDMs in SDI of water, we con-
sider the models PDM0-TDM0-TIC0 and PDM2-TDM0-TIC0. A

comparison of these two models can show how PDMs modify
the WFAT TI rates. At such low level of theory, Eq. (6) reduces
to a set of rate equations,

d

dt
ρ (q)(t ) = A(q)(t ), (10)

with A(0) = �(0) in Eq. (7),

A(1)
i j (t ) = δi j

[
ρ (0)(t )W (0)

i (t ) − ρ
(1)
ii (t )W (1)

k←i(t )
]
, (11)

and

A(2)
kl (t ) = δkl

∑
i

ρ
(1)
ii (t )W (1)

k←i(t ). (12)

Consequently, the models PDM0-TDM0-TIC0 and
PDM2-TDM0-TIC0 describe SDI as an incoherent process.

The dominant effect of PDMs is the linear Stark shift in
electronic energy. For the ith state, the electronic energy is

Ei(β, γ , t ) = Ei0 − dz,ii(β, γ )Fz(t ),

where Ei0 is the field-free electronic energy, dz,ii(β, γ ) is the
PDM in Table II rotated to the LF by Eq. (3), and Fz is the
electric field. The effective ionization potential for each orbital
(to reach state f ) is then

Ip(β, γ , t ) = E f (β, γ , t ) − Ei(β, γ , t )

= Ip0 + [dz,ii(β, γ ) − dz, f f (β, γ )]Fz(t ).

Assuming the linear Stark shift is small, the ef-
fective Ip goes into the exponent in the TI rate as
exp [−2μz(t )κ − 2κ3/(3|Fz(t )|)] [47,57], with effective PDM
for the ionized orbital

μz(t ) = [dz,ii(β, γ ) − dz, f f (β, γ )]sgn[Fz(t )]. (13)

Note that the PDMs for all charge states in Table II are in the
z′ direction. Then according to Eq. (3), we have

dz,ii(β, γ ) = d ′
z,ii cos β,

such that the linear Stark shift is independent of γ for water.
From Table V, we see that the PDMs play a critical role

in enhancing the dication formation. The total dication yield
calculated by the PDM2-TDM0-TIC0 model is about 60% more
compared to the results calculated by the PDM0-TDM0-TIC0
model. Looking into individual dication states, we see that
the 1A1, 1B1, and 3A2 states yield is enhanced by 82%, 89%,
and 94% when the PDM is considered. Remarkably, the yield
of the 21A1 state is enhanced by an order of magnitude. It
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FIG. 3. Orientation-dependent dication yields for states 0–8 in Table I, calculated using the PDM2-TDM2-TIC2 model. The angular
distribution of the 21A1 state follows the expectation from Fig 2: The yield is maximized when β = 0 and 180◦, insensitive of the value
of γ . However, angular distribution of other dication states depart significantly from the expectation of Fig. 2, suggesting that there are rich
dynamics in SDI of water.

is therefore of interest to examine the orientation-dependent
yield of these states to explain such enhancement.

Figure 4 shows the orientation-dependent yield of the 1A1,
21A1, 31A1, 1B1, 3A2, and 3B2 states. Note that the triplet or
singlet counterpart of these states, if any, has the same angu-
lar distribution here. The orientation-dependent yields from
the PDM2-TDM0-TIC0 model are higher than those from the
PDM0-TDM0-TIC0 model for the entire range of (β, γ ). We
can also see that the orientation dependence of some states
change when PDMs are included.

To understand these distributions, we first inspect the yields
of the 1A1(1b−2

1 ), 21A1(3a−2
1 ), and 31A1(1b−2

2 ) states from
the PDM0-TDM0-TIC0 model. Their electronic configurations
have two holes in the same orbital, such that their angular

distributions reflect the orientation dependence of the WFAT
TI rates with zero PDMs. We can see that the TI rate of
the 1b1, 3a1, and 1b2 orbitals is indeed peak in the region
of (β = 90◦, γ = 0◦), β = 0/180◦, and (β = 90◦, γ = 90◦),
respectively (cf. Fig. 2). In particular, since the 3a1 orbital is
aligned with the z′ axis, the TI rate is rather uniform along γ .
Based on such observations, as the 1B1, 3A2, and 3B2 states
has configuration 3a−1

1 1b−1
1 , 1b−1

2 1b−1
1 , and 1b−1

2 3a−1
1 , their

angular distribution can be simply understood as the product
of the angular distribution of the respective orbitals.

As we use the PDM2-TDM0-TIC0 model, the distributions
of the 1A1 and 31A1 show significant changes. Since the linear
Stark shift, which is zero at β = 90◦, lowers the effective
ionization potential at some times, their maximum yields are
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FIG. 4. Top row: Orientation-dependent dication yields for the 1A1, 21A1, 31A1, 1B1, 3A2, and 3B2 states, calculated using the
PDM0-TDM0-TIC0 model. Bottom row: Same yields, but calculated using the PDM2-TDM0-TIC0 model. The triplet or singlet counterpart
(if any) of the above states share the same angular distribution for both models. Results in the top row follow the expectation of Fig. 2. The
linear Stark shift significantly enhances the overall dication yield and alters the angular distribution in the results of the bottom row. The
angular distribution of the 3A2 and the 21A1 states now agree well with Fig. 3, implying that their formation mechanisms are through linear
Stark shift enhanced tunnel ionization.

now increased by about a factor of 2 and peak at around
β = 60◦ and 120◦. For the 21A1 state, since the yield peaks
at β = 0/180◦, where the linear Stark shift is the largest, the
maximum yield is enhanced by a factor of 15, while the an-
gular distribution remains unchanged. The change of angular
distribution and the enhanced formation of the other states are
just the product of the above effects.

To summarize, the inclusion of PDMs and the considera-
tion of linear Stark shift are crucial in modeling SDI of water.
Linear Stark shift strongly enhances the dication yields and
changes the angular distribution by lowering the ionization
potential at different β and time. The enhancement on ionizing
the 3a1 orbital is much stronger than on ionizing the 1b1 and
1b2 orbitals. This is because the 3a1 orbital is aligned with
the z′ axis, so that linear Stark shift has the strongest effect on
its TI rate. Using the PDM2-TDM0-TIC0 model, the angular
distribution of the 3A2 and the 21A1 states in Fig. 4 now
agrees with Fig. 3, implying that their formation mechanism
is through linear Stark shift enhanced tunnel ionization.

B. Influence of transition dipole moment

To increase the level of theory, in this subsection, we con-
sider the TDM between cation states and between dication
states. The models we will be using in this subsection are
PDM2-TDM1-TIC0 and PDM2-TDM2-TIC0. We will first de-
scribe the theoretical models and then compare results from
PDM2-TDM1-TIC0 with those from PDM2-TDM0-TIC0 to ex-
amine the influence of laser coupling between cation states.
Next, we compare the PDM2-TDM2-TIC0 results with those
from PDM2-TDM1-TIC0 to investigate the effect of laser cou-
plings between dication states. A summary will be given at the
end of this subsection.

The equation of motion for PDM2-TDM1-TIC0 and
PDM2-TDM2-TIC0 is

d

dt
ρ (q)(t ) = − i

h̄
[H (q)(t ), ρ (q)(t )] + B(q)(t ). (14)

Since tunnel ionization coherence is not included here, the
ionization matrices are B(0) = �(0) in Eq. (7),

B(1)
i j (t ) = ρ (0)(t )δi j

∑
k

W (1)
k←i(t )

− ρ
(1)
i j (t )

√∑
k

W (1)
k←i(t )

√∑
k

W (1)
k← j (t ), (15)

and

B(2)
kl (t ) = δkl

∑
i

ρ
(1)
ii (t )W (1)

k←i(t ). (16)

Note that while the first term of B(1)
i j is diagonal, the off-

diagonal elements in the second term are kept in order to
describe the dephasing due to depletion of population.

We first compare the orientation-averaged dication yields
obtained from PDM2-TDM1-TIC0 and PDM2-TDM0-TIC0.
From Table V, we see that the total dication yield is increased
by about 12% when TDMs between the cation states are
considered. When the TDMs are included, yield of the 3B1

and 1B1 states increases by about 40% and 29%, respectively,
while yield of the 1A1 state decreased by about 36%. Since the
B1 states have a hole in both the 3a1 and 1b1 orbitals, while the
1A1 state has two holes in the 1b1 orbital, the results suggest
that the transient population of the X (1b−1

1 ) and A(3a−1
1 ) state

is suppressed and enhanced, respectively, when the TDMs
are included. Hence, the laser coupling between the X and
A state plays an important role in water SDI, as was suggested
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FIG. 5. Top row: Orientation-dependent dication yields for the 3B1, 1A1, and 1B1 states, calculated using the PDM2-TDM0-TIC0 model.
Bottom row: Same yields but calculated using the PDM2-TDM1-TIC0 model. All other states have very similar distributions and are not shown
here. The X -A laser coupling transfers population from the X state to the A state of H2O+, enhancing and suppressing formation of the B1

states and the 1A1 state, respectively. The angular distribution of the 3B1 state now agrees with Fig. 3, implying that the 3B1 state forms via
linear Stark shift enhanced tunnel ionization and the X -A laser coupling.

in Ref. [17]. In contrast, yield of the 31A1 state, which has
two holes in the 1b2 orbital, increases only by about 5% for
PDM2-TDM1-TIC0. In addition, we see 8–10% decreases on
the yield of the A2(1b−1

1 1b−1
2 ) states for PDM2-TDM1-TIC0,

suggesting that the effect from the suppression of the X state
is greater than the enhancement of the B(1b−1

2 ) state. These
imply that the A-B coupling only plays a minor role in water
SDI. From the above observations, we can deduce that [29] the
water SDI process could be used to probe the X -A vibronic
coherence, while the influence of A-B vibronic coherence
could be too weak to observe.

It is of interest to examine how the X -A laser coupling
alters the orientation-dependent dication yields. Figure 5
shows the comparison of orientation-dependent dication
yields for the 3B1, 1A1, and 1B1 states, calculated using
PDM2-TDM0-TIC0 and PDM2-TDM1-TIC0. The angular yield
of other dication states are about the same between these
two models and are not shown. We see that the maximum
yield of the 1A1 state is decreased by a factor of 2 for
PDM2-TDM1-TIC0, and the decrease of yield is mainly in the
region between β = 30–150◦ and γ < 45◦. In contrast, the
maximum yield of the B1 states are about the same for both
models, but their formation are enhanced in the same region
for PDM2-TDM1-TIC0. The population changes for the 1A1 and
B1 states can be understood as follows. Since the X -A TDM
is in the x′ direction, the laser coupling is the strongest around
β = 90◦ and γ = 0◦. The population of the X state in the
region of β = 30–150◦ and γ < 45◦ is therefore transferred to
the A state, which is subsequently tunnel ionized to form the
B1 states. To this end, one can see that the angular distribution

of the 3B1 state in Fig. 5 now agrees with Fig. 3, such that
the 3B1 state forms via linear Stark shift enhanced tunnel
ionization and the X -A laser coupling.

Next, we compare orientation-averaged dication yields
in Table V between the PDM2-TDM2-TIC0 model and the
PDM2-TDM1-TIC0 model. We first notice that introducing
TDMs of the dication does not change the total dication
yield, because such laser couplings only transfer population
among the dication. While the yield of the 1B2 and 31A1 states
increase noticeably, their contributions to the overall yield
remain negligible. We observed that the yield of the 1A2 and
the 3B2 states increases by about 71% and 30%, respectively.
Yield of the other states change by about ± 10%.

To further investigate the postionization dynamics of
the singlet dication, we again investigate the orientation-
dependent yields. In Table II, we see that the 1A1, 1B1,
and 1A2 states are interconnected. The dominant TDMs are
the 1A1 - 1B1 ( �d12 = 0.121x̂) and the 1B1 - 1A2 ( �d25 = 0.15x̂)
transitions, while the TDM of the 1A1 - 1A2 ( �d15 = 0.085ẑ)
transition is weaker. Since the 1A1 state is not populated
around β = 0/180◦, the 1A1 - 1A2 coupling only plays a
minor role in the dynamics. In Fig. 6, we see that pop-
ulation of the 1A1 state decreases moderately for γ < 45◦
and 30◦ < β < 150◦ when comparing PDM2-TDM2-TIC0 to
PDM2-TDM1-TIC0. This happens in such region again because
1A1 - 1B1 and 1B1 - 1A2 couplings are the strongest around
β = 90◦ and γ = 0◦. The 1A1 population is transferred to
the 1B1 state, as can be seen from the enhancement around
γ = 0◦ and β = 90◦. Similarly, the yield of the 1A2 state is
also enhanced due to the 1B1 - 1A2 coupling. Interestingly, the
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FIG. 6. Top row: Orientation-dependent dication yields for the 1A1, 1B1, 1A2, 3A2, and 3B2 states, calculated using the PDM2-TDM1-TIC0

model. Bottom row: Same yields but calculated using the PDM2-TDM2-TIC0 model. Laser couplings between the dication states further alter
the angular distributions of states. One can observe that population of the 3A2 state around (β = 90◦, γ = 45◦) is transferred to the 3B2 state,
such that angular distribution of the 3B2 state now agrees with Fig. 3. But there are still disagreements in the distributions of the 1A1, 1B1, and
1A2 states.

yield of the 1A2 state is asymmetric about β = 90◦. In addition
to the above dynamics, we observe that the 1B1 population is
enhanced around γ = 90◦. This is due to the weak coupling
between the 1B1 and 21A1 state ( �d24 = 0.058ŷ), which is the
strongest around β = 90◦ and γ = 90◦. While there are sig-
nificant changes in the 1A1, 1B1, and 1A2 angular distributions
with the inclusion of TDMs, they still disagree with Fig. 3.

On the other hand, for the 3B2 state, it is coupled only to
the 3A2 state ( �d36 = 0.13x̂). Therefore, in Fig. 6, population of
the 3A2 state around (β = 90◦, γ < 45◦) is transferred to the
3B2 state, resulting in an elongated distribution along γ for the
3B2 state, which now agrees well with Fig. 3.

To summarize, in this subsection, we investigate the in-
fluence of laser couplings between cation states and between
dication states. We found that, during SDI, the X -A coupling
leads to enhanced formation of the A state, while the A-B
coupling leads to slightly enhanced formation of the B states.
Therefore, we conclude that SDI observables for water should
be sensitive to the X -A vibronic coherence but depend only
very weakly on the A-B vibronic coherence. We also dis-
covered rich dynamics between the 1A1, 1B1, and 1A2 states,
leading to significantly different angular distributions when
the laser couplings are switched on.

C. Influence of tunnel ionization coherence

In this subsection, we further increase the level of theory
by introducing TIC. Doing so could change the effect of laser
couplings, resulting in different angular distributions. We first

include the TIC for the ion using the PDM2-TDM2-TIC1 model
and then for the dication using the PDM2-TDM2-TIC2 model.

For the PDM2-TDM2-TIC1 model, we solve Eq. (6) with
the ionization matrices in Eqs. (7) and (8) for the neutral
and the ion and Eq. (12) or Eq. (16) for the dication. From
Table V, as compared with the For the PDM2-TDM2-TIC0
model, we see that TIC in the ion has no significant effect
in the orientation-averaged dication yields. The orientation-
dependent dication yields are almost identical between these
two models. Influence of the TIC in the ion is weak because
the TI rate to form dication is much faster than the rate of
population transfer via laser couplings.

For the PDM2-TDM2-TIC2 model, we solve Eq. (6) with
the ionization matrices in Eqs. (7)–(9). From Table V, we see
that the 1A1 population from PDM2-TDM2-TIC2 is about 30%
larger than that from PDM2-TDM2-TIC0. However, population
of the 1B1 state is decreased by 22%. Influence of the TIC in
the dication is more significant than in the ion because there
are more time for laser couplings to take place.

Finally, we compare the angular distribution of the 1A1,
1B1, and the 1A2 states obtained from PDM2-TDM2-TIC2 to
those obtained from PDM2-TDM2-TIC0. From Fig. 7, we see
that yield of the 1A1 and 1B1 states increases and decreases
for γ < 45◦ and 30◦ < β < 150◦, respectively, when TIC
is included. This is opposite to what we observed in the
previous subsection when comparing PDM2-TDM2-TIC0 to
PDM2-TDM1-TIC0. Yield of the 1A2 and 1B1 state is now
symmetric and asymmetric about β = 90◦, which is also op-
posite to the PDM2-TDM2-TIC0 model results. These can be
explained by the interplay of coherence and laser couplings.
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FIG. 7. Top row: Orientation-dependent dication yields for the 1A1, 1B1, and 1A2 states, calculated using the PDM2-TDM2-TIC0 model.
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From Eq. (6), evolution of the population is

d

dt
ρ

(2)
ii (t ) = −2

∑
l

�dil · �E (t ) Im
[
ρ

(2)
li (t )

] + �
(2)
ii (t ). (17)

As TIC in the dication is included, the sign of ρ
(q)
li (t ) could

be flipped at a certain time, causing the population transfer
to happen in the opposite direction. We note that a change
of sign in the TDMs or the phase in the structure parameters
could produce similar effects based on Eq. (17). Since these
conventions are rather arbitrary, one should be aware of the
inherent uncertainty in the modeling, as similarly suggested
by Ref. [49].

D. Effects of carrier envelope phase

The influence of tunnel ionization coherence in the dication
raises concerns over the dependence of the orientation-
averaged dication yields on the CEP of the laser pulse. This is
because the CEP could also have an impact on the population
transfer through Eq. (17). Consequently, if the laser pulses
used in experiments are not CEP stabilized, then it could
further increase the uncertainty in the measurements. Taking
advantage of the computational efficiency of the DM-SDI
model, we perform the calculations with CEPs ranging from
[−π, π ] using the PDM2-TDM2-TIC2 model.

Figure 8 displays the orientation-averaged dication yields
calculated using PDM2-TDM2-TIC2 with different CEPs. For
convenience, we plot the results as the absolute value of the
relative difference to the zero CEP results in percentage. We
can see that all changes are below 5%, such that random CEPs
should not introduce significant uncertainty to the observ-
ables. The maximum change occurs when the CEP is around

π/4 for the 1A2 state (state 5), which could be formed from the
B state (cf. Table I). As discussed in Sec. III B, the influence
of the A-B coupling on the orientation-averaged dication yield
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FIG. 8. Orientation-averaged dication yields calculated using
PDM2-TDM2-TIC2 with different CEP of the laser pulse. Results are
presented as the relative difference (%) to the zero CEP results. The
largest difference is less than 5%, such that influence of CEP on the
averaged dication yields is insignificant.
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is also around 5%. Therefore, if the CEP is not stabilized
in pump-probe experiments for H2O, then the A-B vibronic
coherence is unlikely to be identified, while signatures of the
X -A vibronic coherence should be still visible.

IV. CONCLUSION AND OUTLOOK

To conclude, we have extended the DM-SDI model from
homonuclear diatomic molecules to general molecules with
permanent dipole moments and arbitrary symmetry. Through
the application of the theory to the water molecule, we found
that the linear Stark shift could play a significant role in
the SDI dynamics of polar molecule. The dipole couplings
between the ionic states and between the dication states have
also found to to be important. Meanwhile, the tunnel ioniza-
tion coherence was found to have moderate influences on the
dication yield.

By using different levels of theory, we identified the forma-
tion mechanisms for states 0–6 of H2O2+:

3B1(0): Linear Stark shift enhanced tunnel ionization
(LSS-ETI) and the X -A laser coupling (cf. Fig. 5).

1A1(1), 1B1(2), 1A2(5): LSS-ETI, the X -A laser coupling,
and the laser couplings with each other(cf. Figs. 6 and 7).

3A2(3) and 21A1(4): LSS-ETI (cf. Fig. 4).
3B2(6): LSS-ETI and the laser coupling with the 3A2 state

(cf. Fig. 6).
Given the role played by the X -A laser coupling in the

formation of states 0–2 and 5, we predict that signature of the
X -A vibronic coherence could be observed in both two-body
and three-body kinetic energy release spectra when SDI is
used to probe charge migration in the water cation. We expect
that permanent dipole moments of generic polar molecules
will play a similar role as in the case of the water molecule
because LSS-ETI is a general phenomenon. But the role of
laser couplings between ionic states and dication states would
be largely target dependent.

From the example of water SDI, we see that to determine
whether SDI can probe vibronic coherence between some
states, we do not need to know the details of the dissociation
dynamics. What one needs to know a priori are which ionic
states are populated predominantly by the pump laser and
the electronic structures of those states, such as excitation
energies and transition dipole moments. Since the forma-
tion pathway of some dication states always depends on the
laser couplings between ionic states, experimental observ-
ables from SDI would always carry the signature of vibronic
coherence between those ionic states. Knowing the physical

origins of modulations in the observables, the effort to inter-
pret the observables from the SDI probe can then be greatly
simplified.

The validity of the current theory depends on the laser
pulses used in the experiment. The main assumption of the
theory is that nuclear motion can be regarded as frozen dur-
ing the ionization process. Since pulse duration is limited to
roughly one optical cycle, for pulse duration to be around 6 fs,
the central wavelength of the laser pulses should be less than
1.8 µm. Another assumption of the theory is that the laser is
intense enough to drive the tunneling ionization of the ion.
Estimating the Kelydsh parameter to be γ = √

Ip/2Up ∼ 0.5
and Ip ∼ 27.2 eV for a typical ionization potential of a molec-
ular ion, the pondermotive potential is then Up = F 2

0 /4ω2 ∼
54.4 eV. Therefore, for a 750 nm or 1 µm laser, the required
peak laser intensity would then be around 1 or 0.6 PW/cm2.
For lasers with a shorter wavelength, Up could be too small
such that adiabatic approximation for tunneling ionization
may no longer be true.

Finally, advancements in nonlinear compression have
showcased the ability to generate high-energy IR pulses
(∼1 µm wavelength) with pulse durations as short as approx-
imately 3 fs [58]. If the prepulse and the postpulse of the
single-cycle IR pulse can be well controlled, then the cross-
correlation between the IR pump and probe could be shorter
than using a single-cycle IR pump and a high-harmonic gen-
erated attosecond soft x-ray probe, leading to unprecedented
time resolution for pump-probe study of vibronic coherence.
This is because the wavelength of the driving laser for the soft
x-ray pulse is typically longer. For example, 1.2- and 1.8-µm
wavelength is needed to reach the carbon and nitrogen K edge,
respectively. To ensure the pump and probe pulse are phase-
locked for coherence spectroscopy, the longer-wavelength
driving laser is used as the pump, resulting in longer cross-
correlation than that of 1 µm IR pump probe. Therefore,
single-cycle IR pump-probe experiments could hold exciting
prospects for probing vibronic coherence in molecules.
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